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This book is dedicated to all the workers, activists, and users who shared 

with us their tactics of  resistance to the power of digital platforms and 

their algorithms. You are the cracks through which the light gets in.
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One tail, One train.

— Andre Leyton, Snowpiercer, 2020
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STEFANO

Stefano1 is forty- three years old. He has a  daughter and a partner, works 

as a photographer and video maker, and lives in Livorno, a seaport city in 

Tuscany, Italy. For many years, he has been working as an art photographer 

and, from time to time, for advertising. During the first COVID-19 lock-

down, he lost many job opportunities and de cided to download the Deliv-

eroo app on his smartphone to start making home deliveries. He fixed an 

old bike he had in his garage and started riding. The first few days  were very 

good, Stefano recalls. In a week, he had already earned almost 300 euros, 

and the work gave him a strange sense of freedom: making easy money, 

without talking to anyone, without having to submit to some annoying 

boss. Stefano is a freelancer in life, and he is used to working alone, so he 

 really appreciated the freedom that Deliveroo seemed to afford him.

Flash forward a month  later. Stefano tells us that he is no longer so 

happy to use Deliveroo. On the contrary, he is a bit worried  because 

sometimes he finds himself stuck on the Deliveroo app to check if  there 

are any  free shifts that can be assigned to him. He feels strangely depen-

dent on the app, and he  doesn’t like that. His feeling of dependence is 

similar to that experienced by other gig workers, such as Uber  drivers: 

“The experience of this job feels like an addiction  because it feels nice at 

first, then it’s  really bad.”2

 INTRODUCTION
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2 IntroductIon

In the meantime, the available shifts have decreased, and Stefano 

 doesn’t earn as much money as before. One Saturday night, he forgot to 

cancel his reservation for a shift that he had been assigned  because he had 

to attend the opening of his new photo studio. From that moment on, 

he realized that the app was assigning him shifts only in time slots where 

 there  were few deliveries to make, so he earned less. Chatting with other 

couriers like him in the WhatsApp group created by Livorno’s delivery 

gig workers, he discovered that his forgetfulness costed him dearly  because 

“the algorithm lowered [his] statistics,” and he is no longer considered 

100  percent reliable, but only 98  percent.

By participating in the conversations within the WhatsApp group, he 

learned several  things about how Deliveroo’s algorithm works, or rather, 

how the couriers of Livorno imagine that the algorithm works. A Sardin-

ian guy taught him some tricks to cancel an assignment without losing 

points. “Without the support of this WhatsApp group,” Stefano recalls, 

“I would have already quit the job.”

Thanks to Stefano, whom we met through a mutual friend, we get in 

touch with other couriers from Livorno, and they put us in contact with 

 others from Florence, Naples, and Milan. While some of them have been 

 doing this job for only a few months,  others have been active for more 

than two years. We hang out with some of them for the  whole summer of 

2020, asking them to keep an audio diary and to send us WhatsApp audio 

notes, in which they reflect on their tactics to get better shifts from the 

app and earn more money. Every one told us the same  thing: at first, they 

 were enthusiastic about the app and the speed with which they could 

make money and round out their income, but at a certain point, they 

started earning less and feeling more dependent on the app. While at first 

they  didn’t know anything about the algorithm that governs the app, 

 today they say that they are quite experienced, have a pretty good idea of 

how it works, and have developed tricks to “cheat the app.”

ALGORITHMS OF  RESISTANCE

What gig workers call “tricks,” we call manifestations of tactical algorith-

mic agency, or the ability of the  people to actively shape the outcome of 

algorithmic computation for their own benefit. What are  these tactics 
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IntroductIon 3

that we talk about in this book? How power ful are they? And what does 

it mean to resist algorithmic power?

The title of this book evokes the possibility that algorithms may also 

be employed to resist the power of  those who programmed them. Ours is 

not a cyberpunk fantasy, but rather an awareness grounded in the prac-

tices that we have observed during years of research. The valuable work of 

scholars such as the American sociologist Safiya Umoja Noble has given us 

a deep understanding of how algorithms can be sources of discrimination 

and oppression. With our work, however, we want to show another side of 

the issue— namely, that algorithms, as well as producing oppression, can 

also be appropriated by users to resist the power of technology companies. 

They can be both: algorithms of oppression and algorithms of  resistance.

We  will venture into uncharted algorithmic territories with the aim of 

discovering and mapping all  those forms of agency and  those practices 

of  resistance and resilience that users of digital platforms put in place to 

survive in the chaos of the platform society. This set of practices, whose 

existence we found in dif fer ent cities around the world and in multiple 

realms of social life— from the mundane to the  political— constitutes our 

map of algorithmic agency.

Our bodies and actions are continuously calculated and transformed 

into flows of data that feed the platforms’ algorithms. We are constantly 

subjected to a  process of stripping and extracting biometric, biographical, 

and demographic data that in the era of big data has been called datafi-

cation,3 but which, as Colin Koopman has illustrated, has a long history 

 behind it.4 Some media scholars, such as Nick Couldry and Ulises Mejias, 

call this  process data colonialism,5 while Shoshana Zuboff attributes to 

platforms an instrumentarian power capable not only of extracting from 

our  simple being in the world a behavioral surplus, but also of automating 

our choices.6 Online platforms— whether American, Chinese,  Russian, or 

to a lesser extent  European— have acquired an enormous power, which 

scholars of the  political economy of media call platform power,7 and 

it conditions the emerging platform society. We users receive unques-

tionable benefits from using  these platforms, but at the same time, we 

are caught within an incredibly asymmetrical power relationship. This 

means, among other  things, that users are not endowed with the same 

computational power that the platforms have.
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4 IntroductIon

Of course, we are not all equally powerless and vulnerable. Some are 

more so than  others. As  Virginia Eubanks has shown,8 the poor are more 

exposed to the discrimination generated by algorithms and the power 

of platforms. Moreover, this power risks discriminating not only against 

the poor, but also against ethnic and linguistic minorities, indigenous 

 peoples, young  people, and  women. Algorithmic discrimination can also 

take intersectional forms, affecting, for example, young single  women 

and ethnic minority families belonging to the working class, as happened 

in the Netherlands and Australia.9

Yet we  will see how  people enact dif fer ent tactics to reduce this asym-

metry, as well as how they are able to attribute new meanings to the algo-

rithms they use, transforming them into effective tools for pursuing their 

own  political, economic, cultural, or social agendas. Having less power 

than digital platforms, however, does not automatically mean being on 

the side of the “good guys.” User agency, as we  shall see, can also generate 

actions that some of us might consider reprehensible or criminal.

AGENCY ACROSS GIG WORK, CULTURE, AND POLITICS

Among the many categories of users who confront the power of plat-

forms  every day, we chose to deal with three of them:  those who use plat-

forms to work, to produce and consume cultural objects, and to engage 

in  political activity. Gig workers (work), artists, musicians, fandom, and 

content creators (culture), and social movements and  political parties 

(politics)  will be the main protagonists of this book. What do  these sub-

jects have in common? They are all, in some way, digital laborers. They 

all perform digital work. Yet the digital  labor performed  every day by gig 

workers, cultural producers, and  political activists is not all the same. As 

the Italian digital  labor scholar Alessandro Gandini has rightly noted, 

attributing the label of “digital  labor” to all the activities performed 

online or mediated by digital platforms risks turning the term itself into 

an “empty signifier.”10 Gandini therefore proposes to distinguish between 

the  free  labor exercised by social media users acting as unpaid content pro-

ducers and the platform  labor exercised by underpaid (gig) workers. While 

cultural producers’ and  political activists’  labor is exploited by “content 

media” companies, gig workers’  labor is exploited by “contentless media” 
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companies11 such as digital work platforms (Upwork, Uber, Airbnb  etc.). 

The  free  labor discussed by critical scholars like Tiziana Terranova, Tre-

bor Scholz, and Christian Fuchs12 represents the digital version of the 

exploitation of the audience’s ability to “pay attention” operated by 

broadcast media.13 Instead, according to Gandini, the subjects involved 

in platform  labor “are not viewers or users whose leisure activity is 

exploited but  actual workers who willingly subject themselves to the 

execution of activities commissioned by a customer/client through 

a digital platform, which effectively acts as a ‘shadow’ or ‘pseudo’ 

employer.”14 In this latter case, exploitation shifts from the “ ‘consump-

tion work’ of audiences and the datafication of the ‘productive leisure’ of 

social media users”15 to digitally mediated physical work increasingly 

surveilled and datafied.16

However,  whether the digital work performed by this new multitude 

of subjects is content- oriented or contentless, or  whether it is unpaid or 

indecently underpaid, it always runs up against the same algorithmic 

logic that underlies both the se lection of  labor and media content. In this 

book, we  will show that both  free laborers and digital workers, in the face 

of the disproportionate computational power wielded by tech companies, 

painstakingly manage to improve their visibility and their working con-

ditions,  organize forms of collective action, and build solidarity bonds. 

They can all exercise varying degrees of algorithmic agency, regardless of 

their situated  labor status.

We also chose  these three domains— gig work, cultural industries, and 

politics— because they represent three impor tant moments of our everyday 

lives and we want to show how the ability to exercise agency cuts across 

vari ous spheres of life and is common to vari ous online platforms. Our 

research is therefore  limited to  these three meaningful domains of everyday 

life, but  there are many  others where algorithms play an increasingly signif-

icant role: in educational, health- care, and financial institutions, in welfare 

state systems, and in public administrations, to name just a few. In  these 

domains too,  there is a need for research into the kind of agency available 

to  people and the forms of  resistance emerging from below.

Through the account of what  people do with algorithms in gig work, 

culture, and politics, we want to show how ordinary  people have an unsus-

pected ability to invent practices and adopt tactics to evade (even if only 
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6 IntroductIon

temporarily) the constraints of algorithmic power, especially when they are 

able to  organize and act collectively.

Our focus, therefore, is the agency of users in relation to the power of 

platforms, and one of our aims is to develop a conceptual framework to 

study the agency that  people have in a platformized environment. So this 

book can also be described as an empirical and theoretical exploration of 

 human agency in relation to the power of platforms. This exploration  will 

lead us, as we  shall see, to break down the concept of agency and recom-

pose it in a multidimensional way. We  will propose that users’ agency 

in relation to algorithms— which we  will call algorithmic agency— can be 

expressed in four ideal- typical models, and we  will show how  these four 

manifestations of algorithmic agency can be found in all the domains of 

work, culture, and politics.

The risk of such work is falling into the usual trap of overestimating user 

agency, as media audiences’ agency has been overemphasized in the past. 

Our interest in the agency of platform users is not aimed at disavowing 

or minimizing the power of platforms. On the contrary, we want to pro-

vide a more complex narrative, in which power relations between users 

and platforms are never frictionless and never taken for granted. Under-

lying all the analyses that have overstated agency in the past is, as Ien Ang 

pointed out back in the 1990s, a key conceptual confusion: improperly, 

 these analyses “cheerfully equate [the active] with the power ful.”17 This is 

a  mistake that we avoid in our book: showing that  people are active and 

that, despite every thing, they can exercise dif fer ent kinds of algorithmic 

agency does not mean that they also have “power.” As Ien Ang continued 

in the article just cited, “We must not lose sight of the marginality of this 

power.”18

The users described  here have developed a repertoire of actions that 

testifies to the existence of a certain degree of agency at their disposal. 

The range of action of this agency, however, is highly variable and con-

strained by the structural limits imposed by the technological affordances 

of the platforms and their terms of  service (ToS).

We are therefore interested in showing that power relations, however 

asymmetrical they may be, are dynamic, contingent, socially constructed, 

and constantly renegotiated.
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OUTLINE OF THE BOOK

In the last  decade, a growing body of studies have converged their focus 

on exploring the social, material, and  political dimensions of the techno-

logical infrastructures that underlie the global flows of information and 

communication. So far, however,  there have been few studies on how the 

power of these infrastructures has been accepted, negotiated, and incor-

porated into  people’s daily lives.

In chapter 1, we analyze three foundational keywords of the  whole book: 

platform power,  human agency, and algorithmic  resistance. We critically 

review the ongoing debate on agency and algorithmic power, highlight-

ing that con temporary studies on digital platforms, algorithmic media, and 

data colonialism often provide rather monolithic accounts of algorithmic 

power and tend to leave forms of agency and  resistance unattended. We 

then dive into the ongoing debate on the definition of agency in relation to 

the power of algorithms. Building on Giddens’s structuration theory19 and 

his reflections on the duality of structure, we argue that  human agency 

and algorithmic infrastructures mutually shape each other, and we frame 

the relationship between users and algorithmic infrastructures as a symbi-

otic one. We advance the concept of algorithmic agency, situating it within 

this symbiotic approach. We subsequently move on to our third keyword, 

 resistance. We argue that  there is neither a clear distinction between 

agency and  resistance nor a perfect superposition. Rather, we propose 

that the agency manifestations that we describe  here move along a 

continuum that goes from forms of agency that openly resist platform 

power and other forms of agency that have no intention of question-

ing or challenging platform power. To make this distinction, however, 

we first define what we mean by  resistance, drawing on the works of 

Jocelyn Hollander and Rachel Heinwhoner,20 James Scott,21 and Michel 

de Certeau.22 Further, we distinguish between three forms of algorith-

mic  resistance, explaining what we mean by  resistance to and through 

algorithms.

Chapter 2 introduces and discusses the key theoretical framework of 

the book. First, it proposes to understand the forms of algorithmic agency 

and  resistance through the concept of the moral economy.23 The chap-

ter articulates why the moral economy is helpful to capture the daily 
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relationship that  people have with algorithmic infrastructures by situat-

ing the vari ous forms of algorithmic agency along a continuum  shaped 

by moral values that sees, at its two extremes, two competing moral econo-

mies: the user moral economy and the platform moral economy. It demon-

strates that this conceptual lens allows us to defuse the rhe toric inscribed in 

the too- simplistic “gaming versus optimization” distinction, showing how 

the assignment of a morally negative (gaming) or positive (optimization) 

value to a certain practice depends on the type of moral economy embraced 

by the subject. Recognizing that the “moral dimension” is not enough, the 

discussion introduces a further dimension, bringing into the equation the 

type of power held by  those who enact algorithmic  resistance. To the poles 

represented by the two opposing moral economies of the users and the 

platforms, located along a horizontal axis, it adds the strategic versus tacti-

cal poles located along the vertical axis.  These two dimensions— the moral 

and the tactical/strategic— make up the theoretical framework that lies at 

the heart of this book. This framework accounts for four ideal- typical forms 

of agency available to individual  people and institutions in their engage-

ments with algorithmic power.

Chapters 3, 4, and 5 represent the core of the field research conducted 

for this book. Each chapter deals with a dif fer ent field—gig work, culture, 

and politics—in which we investigated the emergence of algorithmic 

agency. The chapters are titled “Gaming the Boss,” “Gaming Culture,” 

and “Gaming Politics.” In chapter 2, we  will explain why we believe that 

“gaming” is not the proper frame for understanding the meaning of all the 

manifestations of algorithmic agency that the reader  will encounter in the 

book. Yet we de cided to keep the word “gaming” in the title of  these three 

central chapters for two reasons. The first, more mundane one, is that it is 

an immediately understandable and evocative term. The second, however, 

is related to its multiple layers of meaning: while technology companies 

load this term with negative meaning, users take it as positive: we noticed 

that “gaming the system” can be a lot of fun and can generate a sense of 

pride among users. Therefore, when we use this term in the title of  these 

chapters, we are referring to this double meaning. Our choice to use the 

term “gaming” in relation to “work, culture, and politics” thus stands for 

the point of view not only of technology companies, but also of users, and 

it helps us situate work, culture, and politics as battlegrounds in which 
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companies and users constantly negotiate the meaning of their practices 

directed at optimizing their profits (companies) or their visibility (users).

Chapter 3 zooms in on the algorithmic agency and  resistance emerg-

ing among gig workers. We account for dif fer ent practices of algorith-

mic agency and  resistance in the realm of the gig economy: from “surge 

clubs” among Uber and Lyft  drivers to individual and collective tactics 

and strategies created by workers of online food delivery platforms like 

Deliveroo. We draw from our fieldwork and interviews with couriers and 

 drivers of the online food delivery platforms in India, China, Mexico, 

Italy, and Spain and case studies from the public press in both the Global 

North and Global South. The data generated from the field show that 

forms of  resistance to the work of the algorithms are rational practices 

driven by a dif fer ent moral economy than the one coded into the algo-

rithms governing online food delivery platforms.

Chapter  4 focuses on the manifestation of algorithmic agency and 

 resistance in cultural industries. First, we analyze how the rise of platforms 

is changing traditional cultural industries while reshaping cultural creation, 

distribution, and consumption. We critically review the emerging research 

around the  process called by Nieborg and Poell “platformization of cultural 

industry,” and then we summarize the con temporary conditions of plat-

formized cultural work. We frame cultural work as an increasingly pre-

carious activity based on visibility  labor and argue that visibility is more 

central than ever in the valuation of cultural work. On the one hand, 

online platforms developed a technical infrastructure that could calculate, 

datafy, and commodify visibility; on the other hand, wherever visibility is 

at stake, we find individual and collective practices that attempt to artifi-

cially manipulate and reappropriate it. Visibility is thus the battleground 

where platforms and cultural workers confront each other. In the second 

half of the chapter, we show a practical example of the efforts made by 

cultural workers to “game” visibility and we focus on the case study of 

engagement groups (pods) on Instagram. We rely on an eight- month- long 

digital ethnography to understand the pro cesses of meaning- making that 

take place within them. We fi nally propose to frame the activity of  these 

groups as a manifestation of collective agency and show how  these groups 

represent forms— albeit fragile and temporary—of  resistance to the power 

and moral code of online platforms.
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10 IntroductIon

Chapter  5 examines the manifestation of algorithmic agency and 

 resistance in the realm of politics, proposing the notion of algorithmic 

politics. We locate it within the broader scenario of data politics, drawing 

a distinction between an institutional/strategic type of algorithmic politics 

and a contentious/tactical one (which we identify with algorithmic activ-

ism). In the first part, relying on case studies from  Europe to Latin Amer-

i ca, from the US to North Africa and Asia, the chapter illustrates strategies 

of institutional/strategic algorithmic politics. It shows how algorithms 

have been used to manipulate public opinion, spread propaganda, create 

an illusion of popularity, and undermine digital dissent. Then, we illu-

minate how algorithmically mediated environments radically restructure 

the dynamics of activism, collective action, and the repertoires of conten-

tion of social movements. We then move on to unravel the con temporary 

technopo liti cal battlefield, characterized by an incessant back- and- forth 

between strategies and tactics, fleshing out a taxonomy of three types of 

 political engagement with algorithms (amplification, evasion, and hijacking). 

Drawing on several global case studies, as well as on in- depth interviews 

carried out with activists in  Europe and Latin Amer i ca, we show that social 

media algorithms have material impacts on the emergence and dynamics 

of social movements and the diffusion of protest. In the conclusion, we dis-

cuss the moral economy of algorithmic activism, interrogating the connec-

tions and differences with the concept of hashtag activism and reflecting 

on the fact that algorithms have been equally appropriated by both conser-

vative and progressive social movements (what we call the “agnosticism” 

of algorithmic activism).

In chapter 6, we summarize the key contributions of the book and reflect 

on its conceptual journey, establishing further connections with broader 

debates on automation, artificial intelligence (AI), algorithmic power, data-

fication, platform capitalism, and  resistance. We stress the relevance of the 

key concepts put forward in the book: the multidimensionality of algorith-

mic agency, the existence of dif fer ent moral economies within the platform 

society, and the importance of everyday forms of algorithmic  resistance for 

the construction of more structured models of  resistance to platform power. 

This final chapter aims to provide a response to the pessimistic narratives 

of the  future that awaits us, such as the nihilistic ones, à la Mark Fisher,24 

which sound desperate  because scholars like him believe that  there is no 
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alternative to this model of production and development. The answer to 

this nihilism does not lie in a romantic vision of  human agency, but rather 

in a Gramscian vision of the relationship between citizen agency and the 

structure of the platform society: pessimism of the intellect and optimism 

of the  will.25 This mix of pessimism and optimism is not just an exercise in 

wishful thinking; on the contrary, it is grounded in our fieldwork. As much 

as platforms are expanding their power,  people are not accepting to pas-

sively experience it and are  organizing themselves to strike back in vari ous 

fields. Hence,  there is not yet a completely dominant narrative around the 

power of algorithms in society.

All the domains that we have explored through our fieldwork (the gig 

economy, cultural consumption, politics, and activism) are characterized 

by users who  organize themselves into online groups—on WhatsApp, 

 Telegram, Signal, or other platforms—to orchestrate collective actions 

aimed at affecting algorithms. Tech companies and the media label  these 

practices as attempts of “gaming the algorithm” and have often described 

them as immoral or illegal.26 We  will explain why the “gaming” frame fails 

to account for the richness of  these practices. Gaming represents only the 

public mask of  these actions, the frame imposed from above by online 

platforms and the media. We have drilled down to bring to light what lies 

beneath  these gaming efforts. In the case of gig work, this means moving 

from the public profile of the workers, with smiling  faces and compliant 

attitudes  toward their clients, to the private domestic spaces of their homes 

or the private chats that they share with their colleagues and friends. As we 

immersed ourselves in the observation of  these chats and online groups 

where their members take off the mask of obedient users of the platforms, 

we have gradually experienced the emergence of a complex network of 

mutual aid groups and  resistance practices, often temporary or  limited 

in duration, which demonstrate the existence of a power relationship 

between platforms and users that is much less passive, and much more 

contradictory, than the one commonly portrayed by the media.

A NOTE ON METHODOLOGY AND POSITIONALITY

The book is the result of vari ous years of research and fieldwork and is 

informed by a set of data generated through qualitative methods. For 
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a more in- depth look at the research methodology and how we gener-

ated the data, please refer to the detailed methodological appendix at the 

end of this book. We are aware, however, that each researcher generates 

data from a specific position, and therefore, we believe that it is neces-

sary to disclose some ele ments of the authors’ backgrounds that might 

have informed the analy sis presented in this book. Both of us are white 

male researchers born in Italy. Both are first- generation academics with 

a background in media and communication studies, working in institu-

tions located in the Global North. We also share the same background as 

media and  political activists at the turn of the 1990s and early 2000s. Our 

first language is Italian, but we feel at home speaking Spanish and  English 

as well. Both of us are cisgender.

Despite being born and raised within working- class and provincial 

lower- middle- class families in the center of Italy, we acknowledge that 

our class- related experiences are dif fer ent from  those of the interviewees, 

and our position as researchers living and working in the Global North 

provides us with privilege that the study participants do not hold. As 

academics and Western citizens, we have enough cultural, social, and eco-

nomic capital at our disposal to confront the power of platforms and 

make informed choices about platform consumption. In brief, we can 

choose  whether, how much, and how to use them, whereas many of our 

interviewees did not have that choice.

Writing this book was a long adventure for us, and throughout this 

journey, we constantly reflected on the limits of our gaze and how much 

our analy sis was conditioned by our position, but in any case, we are 

aware that writing is neither neutral nor innocent. As the American soci-

ologist Howard Becker once noted, “In the greatest variety of subject 

 matter and in work done by all dif fer ent methods at our disposal, we 

cannot avoid taking sides, for reasons firmly based in social structure.”27

Florence– Cardiff

June 2020– December 2022
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INTRODUCTION

This chapter critically reviews the ongoing debate on agency and algo-

rithmic power, arguing that con temporary studies on digital platforms 

often provide rather monolithic accounts of algorithmic power that tend 

to leave forms of agency and  resistance unattended. We conceptualize the 

relationship between users and algorithmic infrastructures as a symbiotic 

alliance, and we advance two of the conceptual pillars of this book— 

namely, algorithmic agency and algorithmic  resistance.

PLATFORM POWER AND ITS LIMITATIONS

In the last  decade, a growing body of research in media studies has focused 

on the social, material, and  political dimensions of the technological 

infrastructures that underlie the global flows of information and commu-

nication.1 The increasing spread of technological platforms controlled by 

a small group of corporations (the so- called GAFAM— Google, Amazon, 

Facebook, Apple, and Microsoft;2 and BAT— Baidu, Alibaba, and Tencent3) 

and the penetration of  these companies into a growing number of areas 

of social, cultural, and economic life4 have led scholars to focus their 

attention on the increasing power of  these platforms and their impact 

1
LIVING WITH ALGORITHMS: 
POWER, AGENCY,  RESISTANCE
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on society. This rise of platform and infrastructural studies5 has critically 

interrogated the social consequences of platform power.6 As authors such 

as Ganaele Langlois and Greg Elmer7 have illustrated, when social media 

platforms expand to reach a quasi- infrastructural scale, their realm of data 

capture greatly expands. Digital platforms are now playing an increasingly 

central role in the sorting, categorizing, and hierarchizing of cultural prod-

ucts and commercial  services. The progressively central position acquired 

by  these technological  giants in the social, economic, and cultural lives 

of citizens around the world has prompted many scholars to turn their 

attention to the consequences and implications of the platformization of 

everyday life and society. While media scholars in the twentieth  century 

investigated the effects of mass media on society, more recent studies 

have focused instead on the effects of digital platforms on society. Plat-

form power is increasingly pervasive, opaque, and asymmetrical and is 

fueled by data. The Harvard professor Shoshana Zuboff8 has coined the 

term instrumentarian power to capture the specific form of power exercised 

by the recent mutation of industrial capitalism into surveillance capital-

ism. This new research trend has represented a key turning point in the 

advancement of media studies and their neighbouring disciplines.

Parallel to the emergence of platform studies, in the second  decade of the 

twenty- first  century, media and Internet scholars began to focus on the dig-

ital infrastructures that enable communication, emphasizing the material 

aspects of the platform society. In a relatively short period, the concept of 

infrastructure become so fash ion able in media and communication studies 

that we started talking of an “infrastructural turn”9 in media and Internet 

research. This conceptual turn has been fundamental to explore the world- 

making dimensions of media and communication systems that had not 

been previously sufficiently interrogated. As Tarleton Gillespie et al. have 

remarked, “in communications and media scholarship, the overwhelming 

focus has been on texts, the industry that produces them, and the viewers 

that consume them; the materiality of devices and networks has been con-

sistently overlooked.”10 This renewed attention to the material aspect of 

technological infrastructures is not, however, a recent “discovery” of media 

studies, but rather a “continuous low” of this discipline.11

Such scholars as the media historian John Durham Peters12 have contrib-

uted to bringing back to center stage a reflection on media as infrastructures 
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rather than texts, but before him, the so- called Canadian school13 had 

already highlighted the material properties of the media and their conse-

quences on the  political  organization of states and empires. Hence, this 

infrastructural turn has been fundamental to ground the presumed immate-

riality of cyberspace and digital capitalism and to shed light on the  political, 

economic, and environmental impacts of  these infrastructures. We consider 

 these studies to be of extreme academic and public value, and we integrate 

their key insights and lessons, especially their foregrounding of the systemic 

 causes and structures of oppression that define the effects of algorithms on 

society.

Recently, other scholars coming from disciplines such as critical data, 

algorithm, and design studies have shed light on other kinds of negative 

effects of platform power— namely, the biases that are often reproduced by 

the proprietary algorithms of  these platforms.  These accounts have made 

a  great contribution to our understanding of the potentially devastating 

effects that algorithms can have on society, democracy, and culture.14 

Algorithmic bias and discrimination scholars have contributed to raise 

awareness among citizens and global civil society about the many perils 

of an algorithmically governed society. They have illuminated and criti-

cally tackled the many problematic assumptions and decisions in relation 

to race, gender, status, and class and the vari ous forms of oppression and 

discrimination that are encoded, perpetuated, and exacerbated by algo-

rithmic systems and digital platforms. Parallel to the rise of platform and 

infrastructure studies and the emerging critical algorithmic studies’ lit er-

a ture described  here, a “decolonial turn” has emerged in data and tech-

nology research.15 Authors such as Nick Couldry and Ulises Mejias16 have 

illustrated the colonial continuities of extraction and exploitation of land, 

 labor, and relations through data systems, theorizing the existence of a 

new social order in which data relations enact a new form of data colo-

nialism. This new kind of colonialism relies on the exploitation of  human 

beings and the capitalization of life through data, just as historical colo-

nialism appropriated territory and resources and ruled subjects for profit.

Relatedly, the contributions of critical data and algorithm studies are 

inestimable, as they have focused our attention to multiple forms of dis-

crimination, oppression, and injustice enshrined in algorithmic systems 

and proposed ways to shape more just and equitable datafied socie ties.17 
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In connection to  these critical strands, the decolonial turn has brought 

to the fore the urgency to address and excavate forms of extraction, accu-

mulation, exploitation, and injustice that connect con temporary algo-

rithmic media to our colonial past and pre sent.

Yet, in realigning the scholars’ attention to how platforms, data cen-

ters, software, and algorithms influence society and profoundly reshape 

media industries, exercising an ever- more- capillary form of power,  there 

is a risk of losing sight of the space still available to  people to resist this 

power. Scholars like Jathan Sadowski18 and Shoshana Zuboff19 specifically 

emphasize the power of digital capitalism and its capacity to strongly 

determine our lives and automate our taste and consumption decisions. 

Particularly, Zuboff claims that data collection and the use of predictive 

algorithms by tech industry corporations represent a means of behavioral 

modification capable of making  human be hav ior not only completely 

predictable and manageable but also automated through a “digital order 

that thrives within  things and bodies, transforming volition into rein-

forcement and action into conditioned response.”20

It is precisely this kind of description of the power exercised by con-

temporary media and tech moguls that is at the heart of Sonia Liv-

ingstone’s criticism when she articulates that “to theorize recent and 

profound changes, media scholars are reasserting monolithic accounts 

of power that tend to downplay or exclude audiences and the signifi-

cance of the lifeworld.”21 When we  settle for the accounts that reduce 

 human subjectivity to an easily hackable and predictive model, we are 

simply taking for granted the behaviorist approach that media scholars 

like Merit de Jong and Robert Prey consider to be the episteme that grounds 

the development of platforms.22 De Jong and Prey argue that platforms 

fueled by data and algorithms are based on a “behavioral code that pro-

motes an impoverished view of what it means to be  human.”23 We agree 

with  these two scholars when they argue that “leaving this technical 

code unchallenged prevents us from exploring alternative, perhaps more 

inclusive and expansive, pathways for understanding individuals and 

their desires.”24

The focus on platform power and its apocalyptic effects on society 

risks obscuring the investigation of what kind of agency, if any, still rests 
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in the hands of the  people, resulting in a disregard of individual agency in 

the discussion of the consequences of algorithmic culture and algorithmic 

infrastructures. Nancy Ettlinger25 has pointed out that while key concep-

tualizations of algorithmic governance (including data colonialism and 

surveillance capitalism) are particularly strong in accounting for subjection 

and domination, they tend to overlook agency and leave  resistance unat-

tended, despite the proliferation of experiences that point to the contrary. 

In line with Ettlinger’s reflection, this book casts  resistance as part of an 

ecosystem of digital governance and recognizes the importance of situating 

forms of agency and  resistance within the biased structures of domination 

and oppression that constitute the platform society. Our gaze is primarily 

oriented  toward  people’s practices and encounters with algorithms, includ-

ing the creativity and imagination mobilized and the challenges and obsta-

cles faced  every day by  people while coping with algorithms. In this sense, 

we are following in the wake of studies on data agency,26 data activism,27 

and everyday practices of living with data and algorithms.28  These accounts, 

instead of focusing on top- down pro cesses of datafication, dwell on the 

ways in which ordinary  people and global social movements make sense 

of data from below, appropriating them for their own needs and purposes.

However, we are deeply aware that users’ agency in the platform soci-

ety is the result of both the constraints posed by the structures of platform 

power and their ability to exploit the affordances of platforms to their 

own advantage. In addition to studying the infrastructures and the effects 

of this growing power, we believe that it is necessary, as media scholars, 

citizens, and activists, to investigate the power still available to  people to 

assert their autonomy of choice and find their own dance rhythm through 

the deafening chaos brought by the rise of the platform society.

We are convinced that media and data scholars need to work on both 

sides of the barricade. Hence, while our gaze is informed by the analy sis 

of platform power,29 it is at the same time oriented  toward the forms of 

“audience/user appropriation” of this power. Michel Foucault famously 

argued that “where  there is power,  there is  resistance, and yet, or rather 

consequently, this  resistance is never in a position of exteriority in rela-

tion to power.”30 Power and  resistance, for Foucault, always must be 

thought of together, as they are inseparable. Acts of  resistance, rebellion, 

and sabotage are born of a response to existing systems of power, control, 
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and domination. Platform power is thus inseparable from the ability of 

individuals to exert some sort of agency and  resistance over it. This does 

not mean that platform power can be easily counterbalanced by  these 

practices of  resistance. Neither is it our intent to provide romantic and 

heroic accounts of forms of agency and acts of  resistance:  these acts, as 

we  shall see, emerge laboriously amid the constraints posed by the plat-

forms, may come from significantly dif fer ent social and  political forma-

tions, and can be enacted for pure profit and propaganda purposes. Yet 

we believe that zooming in on the strong link between power and agency, 

and between power and  resistance, is necessary if we want to understand 

the complex grammar of con temporary algorithmic cultures.

ALGORITHMIC AGENCY

Our aim is to understand the practices that  people enact to cope with 

algorithmic infrastructures. To make sense of them, we propose a com-

prehensive framework that  will help us to realign attention  toward the 

forms of agency that arise in vari ous contexts as datafication penetrates 

systems of governance and  political environments. Instead of a rejoinder 

of the old- fashioned debate about “media versus audience power,” By 

proposing a framework in which algorithms and user agency are shaping 

each other in evolving and complex ways we follow Taina Bucher’s con-

sideration that, “while algorithms certainly do  things to  people,  people 

also do  things to algorithms.”31

In so  doing, we are not alone. Other scholars have already started to look 

at algorithmic media as a battleground of contesting actors. For instance, 

Julia Velkova and Anne Kaun questioned “the extent to which every-

day media users are only subjects and victims of algorithmic power,”32 

while Jeremy Morris33 observed that content producers, marketers, and 

users invent creative (and sometimes unauthorized) uses to take advan-

tage of the platforms’ affordances, both to achieve greater visibility and 

increase their profits. Furthermore, the geographer Rob Kitchin focused 

on the ways in which  people “resist, subvert and transgress against the 

work of algorithms, and re- purpose and re- deploy them for purposes they 

 were not originally intended.”34  These few examples show that algorith-

mic environments are much more contested than has been thought so 
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far, and that the power exerted by them is never frictionless. Instagram 

“pods,” Uber “surge clubs,” attempts to fake personal workout loads and 

boost restaurant ratings, “Tinder scams,” and “spoofing” of location- 

based videogames are just some of the dozens of algorithm gaming prac-

tices enacted  every day by gig workers, fans, activists, and institutions of 

vari ous kinds to make the algorithms work to their own advantage. We 

show that all  those actions aimed at intentionally influencing algorith-

mic outputs represent manifold articulations of user agency in facing the 

power of the algorithms and the institutions that generate them— a kind 

of agency that we call algorithmic agency.

The sociologist Anthony Giddens defined agency as “the ability of 

 human beings to make a difference in the world, that is, to exercise some 

sort of power.”35 To exercise agency, therefore, someone should be capa-

ble of  doing  things that affect the world in which they are embedded. The 

media scholar Nick Couldry developed a similar, but deeper, definition 

of agency as he underlined the centrality of reflexivity in the meaning 

of agency: “the longer pro cesses of action based on reflection, making 

sense of the world so as to act within it.”36 Till Jansen,37 while distinguish-

ing  human agency from the agency of algorithms, considered the for-

mer an evaluative and reflexive action and claimed that algorithms lack 

evaluative and reflexive agency. Combining  these two latter definitions by 

Couldry and Jansen, we do not use “algorithmic agency” to refer to the 

agency of the algorithms, but rather to a user’s “reflexive ability” to make 

the algorithms work to meet their own needs. We are aware that the algo-

rithms  will respond to any gaming attempt by recursively restructuring 

their results. Not only  people do  things to algorithms, but algorithms can 

affect people too: in fact, as the Italian sociologist Massimo Airoldi noted, 

algorithms are social agents that agentically make a difference.38 The rela-

tionship between users and algorithms is thus a potentially infinite recur-

sive one: users’ agency is continuously restructured by algorithms, but 

they can also structure them back. The human- algorithm interaction is 

symbiotic. In fact, Gina Neff and Peter Nagy, while defining this rela-

tionship, proposed the concept of symbiotic agency to demonstrate “how 

agency is co- constituted in complex interactions between society and 

technology.”39 This symbiotic approach highlights the complex entangle-

ment between  human agency and artificial intelligence (AI). Giddens’s 
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structuration theory,40 with its reflection on the duality of structure, high-

lights the  process of mutual shaping between individuals and power struc-

tures. In a similar fashion,  human agency and algorithmic infrastructures 

mutually shape each other. We thus conceive algorithmic infrastructures 

as Giddens conceived structure: both as “the medium and the outcome 

of the conduct it recursively  organizes.”41 Therefore, algorithmic agency 

is the reflexive ability of  humans to exercise power over the “outcome” of an 

algorithm. However, this agency is symbiotically embedded in the envi-

ronment in which it is exercised;  people exercise their agency while act-

ing upon certain algorithmic outputs and, at the same time, by reacting to 

them. This symbiotic relationship happens within the bound aries of the 

affordances of algorithmic infrastructures. This means that  human abil-

ity to exercise agency is  shaped by the affordances of the platform and 

depends on the kind of power relations established by the platform. Yet, 

through our extensive ethnographic work, we  will show how, even when 

they are stuck in asymmetric power relationships,  people are still able to 

exercise some kind of agency.

Users’ attempts to interfere with the outputs of algorithmic pro cesses 

are often represented in a rather rigid, Manichean way that is  either neg-

ative, like gaming attempts, or positive, like attempts to optimize user 

profiles. Yet, as we  will see in chapter 2,  these forms of agency can be 

 shaped by dif fer ent moral values and can be exerted by resorting to vari-

ous kind of resources,  either tactical or strategic. In some cases— but not 

always— these forms of agency can also be understood as more or less 

openly intentional forms of  resistance to platform power.

ALGORITHMIC  RESISTANCE

The forms of algorithmic agency that we illustrate cannot all be defined 

as acts of  resistance to the power of platforms. In most cases, the pure 

exercise of one of the four ideal typical manifestations of algorithmic 

agency that we  will describe in chapter 2 does not represent at all a form 

of  resistance to this power. We argue that  there is neither a clear distinc-

tion between agency and  resistance nor a perfect superposition. Rather, 

we propose that the agency manifestations that we describe move along 
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a continuum that goes from forms of agency openly resisting platform 

power to other forms of agency that have no intention of questioning or 

challenging such power. Let us clarify this point further by digging into 

the meaning of algorithmic  resistance in relation to power.

The power that  these platforms exercise is mostly invisible to ordinary 

users and is based on algorithms whose functioning is, to say the least, 

opaque. The emerging power accumulated by tech companies therefore 

closely resembles the idea of power described by Foucault: a diffuse, ubiq-

uitous power that is accepted to the extent that it is hidden. Platform 

power is a “black- box” power. In fact, it is more easily accepted by  those 

who are unaware of the functioning mechanisms of algorithms and their 

pos si ble biases. Yet the fact that platform power is so pervasive and invis-

ible to most  people does not mean that  people are hopelessly trapped 

inside the platform society. We cannot forget one of Foucault’s most sig-

nificant lessons, that where  there is power,  there is always  resistance.42 In 

this perspective, platform power is indissoluble from  people’s  resistance. 

This does not mean that this power can be easily counterbalanced by the 

 resistance of individuals to it, but that this power is exercised on bod-

ies that are not passively subjected to it. If the power  were “saturated” 

(e.g., totalitarian), we would be in the domain of domination. Yet domi-

nation can never be total. As George Simmel observed, “Even in the most 

oppressive and cruel cases of subordination,  there is still a considerable 

 measure of personal freedom.”43 Thus, the existence of everyday tactics 

of  resistance offers “daily proof of the partiality of strategic control and in 

 doing so they hold out the token hope that however bad  things get, they 

are not necessarily so.”44

Just as power is hardly given without  resistance, acts of  resistance in 

turn do not escape the dynamics of power. As David Courpasson and 

Steven Vallas rightly observed,  resistance “is never as pure or pristine as a 

phenomenon as generations of Marxist theorists have hoped.”45 In resist-

ing power, subordinate subjects also end up exercising power over their 

peers or other groups even more powerless than them. Foucault theo-

rized the relationship between power and  resistance, but most of his work 

has been marked by an effort to define power, leaving  resistance in the 

background.46
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To conceptualize  resistance, we must turn to the work of the sociolo-

gists Jocelyn Hollander and Rachel Heinwhoner.47 As they have shown, 

the definition of  resistance is highly contested among scholars: it can 

take vari ous forms, overt to covert, at dif fer ent levels (macro and micro) 

and can be exercised with dif fer ent degrees of awareness by the subjects. 

Some thinkers argue that to be defined as such, an act of  resistance must 

be both intentional and recognized by the recipient, but this maximal-

ist definition has been questioned several times. The American  political 

scientist and anthropologist James Scott48 had already shown that to be 

effective, the daily acts of  resistance practiced by Malaysian farmers had 

to escape the eyes of the target (that is, the landowners).49 Scott’s farmers 

had good reason for not showing their defiant feelings to their employ-

ers. Other scholars contend instead that to be defined as  resistance, an act 

must necessarily be intentional (i.e., understood as such by the subject 

who performs it), but we side with Courpasson and Vallas50 in disagreeing 

with this view.  There are acts of  resistance that are not understood as such 

by the person who performs them but are instead recognized as such by 

the subject who receives them. The questions of the intentionality of the 

act of  resistance are slippery: Who defines  whether an act is conscious 

and intentional? And even if we could be able to establish the inten-

tionality of an act, can we talk about  resistance if this act has no effect on 

the target and nobody notices it?

Our understanding aligns with Courpasson and Vallas when they 

maintain that “an oppositional intention can by no means suffice as a 

valid indicator of  resistance.”51 We thus conceive  resistance as a dynamic 

phenomenon that can take many shapes and happen at vari ous levels, 

even if the actor does not intend it as such. Dif fer ent types of  resistance 

depend on the ability of the subjects of the act of  resistance, the targets of 

the act, or an external observer to recognize this act of  resistance as such. 

As a result,  there may be acts of  resistance that are recognized as such only 

by  those who make them, or exclusively by  those who receive them (the 

target).  Others are acknowledged only by an external observer or by all 

three actors mentioned  here. The combination of  these subjects (actors 

of  resistance, target of the act of  resistance, and an external observer) 

gives rise to the complex tapestry of  resistance. Further, this multifaceted 

conception connects to another strand of research in  resistance studies. 
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Taking up the work of Scott,52 Mikael Baaz et al.53 emphasize  resistance as 

an act, regardless of the intent that moves it and the effects it can have, 

and show that, in addition to being an act that opposes power, it can be a 

productive act. According to them, an act of  resistance can be such even if 

it is unconscious or if it does not achieve the expected results.  Resistance 

is defined as “(i) an act, (ii) performed by someone upholding a subaltern 

position or someone acting on behalf of and/or in solidarity with some-

one in a subaltern position, and (iii) (most often) responding to power.”54

We adopt this last definition of  resistance and apply it to the realm of 

platforms and algorithms. Thus, when we talk of algorithmic  resistance55 

throughout the following chapters, we intend to refer to (1) an act, (2) per-

formed by someone upholding a subaltern position or someone acting 

on behalf of and/or in solidarity with someone in a subaltern position, 

and (3) (most often) responding to power through algorithmic tactics and 

devices.

RESISTING “TO” OR RESISTING “THROUGH” ALGORITHMS?

Reflecting on the mutual shaping between data and activism, the data 

scholars Davide Beraldo and Stefania Milan56 have introduced a dis-

tinction between “data as stakes” and “data as repertoire.” In the for-

mer (data- oriented activism), data are the “main stake in a hy po thet i cal 

claim- making agenda,”57 while in the latter (data- enabled activism), they 

are inserted in the repertoire of action of social movements and activ-

ists “alongside other more traditional forms of protest and civic engage-

ment.”58 We apply this distinction to the realm of critical algorithm 

studies foregrounding algorithms as both stakes ( resistance to algorithms) 

and repertoire ( resistance through algorithms). In the former type, we find 

many  political activists,  organizations, artists, and critical scholars who 

openly resist the power of algorithms through collective actions, protests, 

art installations, and research that highlight the many risks that our soci-

ety runs when it delegates its choices to AI systems (see also chapter 5). 

This is what we call  resistance to algorithms. This  resistance sheds light 

on negative effects of platform power (namely, the several biases that are 

often reproduced by the proprietary algorithms of digital platforms). In 

this case, algorithms represent the object against which artists, citizens, 
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scholars, and activists’ narratives and protests are oriented (algorithms as 

stake). For example, Mimi Onuoha and “ Mother Cyborg” (also known as 

Diana Nucera) are two American artists who have written A  People’s Guide 

to AI, a text conceived partly as an artistic intervention and partly as a 

basic textbook for all citizens who want to learn more about the social 

consequences of AI- based technologies: “This booklet aims to fill the gaps 

in information about AI by creating accessible materials that inform com-

munities and allow them to identify what their ideal  futures with AI can 

look like.”59

However, in addition to  these forms of  resistance to algorithms,  there 

is a  resistance to the power of platforms that is exercised through the algo-

rithms themselves. Algorithms, in fact, can also be the tool through which 

citizens, workers, artists, critical scholars and activists exercise their pro-

test actions (algorithms as repertoire). As Ettlinger clarifies, “Algorithms . . .  

can afford possibilities for  resistance as much as for subjection.”60 Citizen 

practices that deploy algorithms as repertoire, including the creativity, 

resourcefulness, and difficulties that workers and activists face  every day 

while coping with apparently “magic” decisions taken by an algorithm, 

can thus be interpreted as forms of algorithm- enabled  resistance. As we 

 will see in chapter 5, social movements’ practices are now increasingly 

inserted and played out within the algorithmically defined environments 

of social media platforms that pre sent both constraints and opportunities 

for activists who can also use algorithms for their own  political pur-

poses. Thus, algorithms can represent target objects of acts of  resistance 

but they can also be tools through which  people can challenge the power 

of platforms. This point is touched on by Ettlinger when she describes the 

forms of digital  resistance that she calls “productive”:

Productive digital  resistance is algorithmic insofar as algorithms can be used 
as tools to enable digital subjects to develop new ele ments of the digital envi-
ronment (e.g. apps, software, websites . . .) that target and subvert strategies- 
technologies-of repressive power, which may or may not be constructed with 
the aid of algorithms.61

Ettlinger labels as productive  those forms of  resistance that “make use 

of, or subvert, rather than reject or obfuscate, ele ments of the digital envi-

ronment to serve digital subjects.”62 Among  these forms of productive digi-

tal  resistance, she includes the activities of hackers, civic “hacktivism,” 
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platform cooperatives, cloud protesting, and the use of art. However, this 

definition focuses only on  those forms of  resistance that come from po liti-

cally conscious and tech- savvy citizens. On the contrary, we show that 

 these forms of productive  resistance are not only the domain of civil soci-

ety, hackers, and con temporary artists, but they also can be found among 

gig workers and other  people, who appropriate algorithms in an almost 

“situationist” way, as a “ready- made” object, as a weapon found on the 

street, on the way, and not as a tool built  after a long design  process. The 

forms of algorithmic  resistance that we explore  here are mainly examples 

of everyday microre sis tance, exercised by all  those  people who, despite 

not being completely aware of the power of platforms, incessantly invent 

ingenious ways of coping with it.

EVERYDAY FORMS OF ALGORITHMIC  RESISTANCE

Although we should not romanticize  these forms of microre sis tance, nei-

ther should we underestimate them. The aim of  these actions is often 

not to subvert or question the power of platforms, as is the case with 

forms of  resistance to algorithms. Often,  there is no  political awareness 

in  these actions, no consciousness of being exploited or stripped of a 

highly precious and volatile value that quickly dis appears into some tax 

haven.  There is only an attempt to gain some small personal or collective 

advantage, to save time and money, to obtain temporary victories, to put 

a spoke in the wheels of the platforms.  These actions of microre sis tance 

closely resemble the forms of “everyday  resistance” described by James 

Scott in his study of Malaysian peasants opposing the so- called Green 

Revolution in agriculture. For everyday forms of peasant  resistance, Scott 

intended to discuss “the prosaic but constant strug gle between the peas-

antry and  those that seek to extract  labor, food, taxes, rents, and interest 

from them.”63 He had in mind the ordinary tactics of relatively powerless 

 people: foot dragging, dissimulation, false compliance, pilfering, feigned 

ignorance, slander, arson, and sabotage. According to him,  these actions 

required  little or no coordination or planning; they often represented a 

form of individual self- help; and they typically avoided any direct sym-

bolic confrontation with authority or with elite norms. But what does 

this everyday peasant  resistance have in common with the tactics put in 
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place by users all over the world to cheat or “game the algorithms” of 

online platforms? At first glance, the comparison seems misplaced: Scott’s 

farmers sabotaged the combine harvesters, slowed the pace of the har-

vest, refused to take the place of other peasants, and hid part of the har-

vest in order to survive. The daily forms of  resistance described by Scott 

 were acts of survival, while the activities described in this book seem to 

be much more frivolous: a group of Korean teen agers who make their idol 

number one on Spotify’s play lists, a group of Instagram microinfluencers 

exchanging “likes” and comments, and Tinder users disguising their pro-

file to achieve more visibility.

Yet, in the next chapters, we  will show that is pos si ble to draw certain 

similarities between the tactics used by Malaysian farmers and platform 

users.  These similarities can help us better understand the con temporary 

entanglement between platform power, user agency, and pos si ble forms 

of  resistance to this power. We are also aware of the huge historical, cul-

tural, and  political differences between the two contexts. Like Scott, we 

 will be careful not to romanticize  these practices. Even though he himself 

repeated several times that “it would be a grave  mistake to overly roman-

ticize the weapons of the weak,”64 he was still criticized for saying this. As 

we  will see,  these practices can be put at the  service of dif fer ent inten-

tions, some of which are not necessarily positive or morally acceptable 

to the majority.

This book contributes to foregrounding algorithmic agency and  resistance 

not as episodic, but as ingrained into the very fabric of our everyday 

experiences. They are ordinary acts. As the British media scholar Roger 

Silverstone noted, it is in the realm of the mundane and the ordinary 

that individuals engage with hegemonic power structures. The “power 

of the ordinary” is grounded, according to Silverstone, “in the capacity 

of subjects . . .  to appropriate and make their own meanings out of the 

stuff of an imperfectly hegemonic system, and in such appropriation and 

with varying degrees of consciousness, to oppose it.”65 In this sense, the 

practices of algorithmic  resistance that we documented are banal (i.e., 

much more common and obvious than we might think). We insist on the 

banality of  these acts  because they are harnessed by vari ous types of actors 

for disparate purposes, which can turn themselves into weapons available 
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to both progressive agendas and extremely reactionary ones. They con-

stitute the daily essence and grain of algorithmic life as much as plat-

form power is. As our lives are progressively  shaped by algorithms in all 

spheres and domains of social life, platform power, algorithmic agency, 

and  resistance complement each other.

In chapter 2, we go beyond explanations based on the simplistic “gam-

ing” versus “optimization” opposition and instead rely on the concept of 

the moral economy to frame  these acts as being invested with dif fer ent 

moral values. Bringing together the theory of the moral economy and 

the tactical/strategic dimensions proposed by Michel de Certeau66  will 

help us to sketch a complex, multidimensional understanding of how 

multiple actors resist algorithms in the platform society.
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INTRODUCTION

While  doing research for this book, we came across several texts that 

contained moral judgments from both platforms and users. We found 

that the discursive regimes used by platforms to regulate the be hav-

ior of their users and  those deployed by users among themselves  were 

often steeped in dif fer ent moral judgments about both user and platform 

be hav ior. Platforms exercise their agency on users through the media-

tion of algorithmic infrastructures, such as recommendation algorithms. 

Each platform also implements its own terms of  service (ToS) that govern 

users’ be hav ior, stipulating what they are allowed and not allowed to do. 

However, users are not programmed robots, so they do not always obey or 

comply with  these rules. As we  will see in the following pages, to enforce 

the ethical guidelines that are encoded in the ToS, platforms resort to 

precise discursive regimes that paint the be hav iors that violate their ToS 

as negative, artificial, or even immoral. At the same time, however, users 

frequently develop their own alternative ethical codes.

This book captures the stories of  resistance to and subversion of algo-

rithmic infrastructures that  people develop across a variety of situations 

in response to the affordances, regulations, and discursive regimes of 

digital platforms. Before diving into  these stories, in this chapter, we lay 

2
THE MORAL ECONOMY OF 
ALGORITHMIC AGENCY
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out the theoretical foundations of the book and describe the conceptual 

framework that has emerged from our field research, our extensive review 

of the lit er a ture, and our analy sis of a large corpus of articles. This dis-

cussion allows the reader to understand where we situate our research 

in the context of con temporary studies on platform power, agency, and 

 resistance and, more importantly, provides them with interpretative keys 

to read and decode the rest of the book.

More specifically, this chapter introduces two conceptual pillars of our 

understanding of platform power and algorithmic agency. The first is rep-

resented by the adoption of the concept of the moral economy,1 which 

 will be used to demonstrate that users’ agency is  shaped by moral values 

that might compete and even collide with  those of the platforms. The 

moral economy enables us to make sense of a vast and apparently dif-

fer ent array of practices that are usually described as activities aimed at 

“gaming the algorithms,” but can be better intended as forms of reflexive 

agency enacted by citizens and social groups to “live with” algorithms.

The second pillar consists of the introduction of a further dimension 

in the four manifestations of algorithmic agency that we have identi-

fied. In addition to having a moral dimension, we show how algorith-

mic agency can have  either a strategic or tactical dimension, depending 

on the resources available to the actor that exercises it.  These pillars 

define our theoretical framework and allow us to disentangle the multi-

dimensional nature of algorithmic agency by (1) articulating this agency 

along a continuum  shaped by two competing moral economies: the user 

moral economy and the platform moral economy; and (2) understand-

ing this par tic u lar form of agency as  either tactical or strategic. Based on 

our conceptual framework, we identify and flesh out four manifestations 

of algorithmic agency at the end of this chapter— namely, strategic algo-

rithmic agency aligned or not aligned with the platform moral economy and 

tactical algorithmic agency aligned or not aligned with the platform moral 

economy— which then  will be explored in detail throughout the book 

(see figure 2.1).

Downloaded from http://direct.mit.edu/books/book-pdf/2328452/book_9780262377485.pdf by guest on 26 September 2024



tHe morAl economy of AlgorItHmIc Agency 31

THE MAKING OF THE MORAL ECONOMY

This was the second year of the scarcity. In the preceding one, the provisions, 
remaining from past years, had supplied in some  measure the deficiency, and 
we find the population neither altogether satisfied, nor yet starved; but cer-
tainly unprovided for in the year 1628, the period of our story.2

This is the beginning of chapter 12 of I Promessi Sposi (The Betrothed), 

one of the most  popular novels ever written in Italian, first published in 

1827.  After Dante’s Divine Comedy, Alessandro Manzoni’s I Promessi Sposi 

is prob ably the most loved (and hated) novel by Italian students, who 

 were compelled to read it at school ( whether they wanted to or not). In 

this chapter, Manzoni brings to life, in the style of a historical novel, a 

real event: the bread revolt that took place in Milan in November 1628 

 under Spanish rule. At that time,  after a long famine, bread had become 

a precious good.

The Spanish high chancellor Antonio Ferrer had imposed a  political 

price on bread, which was challenged by the bakers as being too low. The 

chancellor, concerned about the bakers’ complaints, appointed a coun-

cil, and the price of bread  rose again. While this  measure benefited the 

bakers, it aroused the discontent of the population, which immediately 
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2.1 Competing moral economies and tactical/strategic dimensions of algorithmic agency.
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began to mobilize. Manzoni, then, dwells on the sacking of the Forno 

delle Grucce, the most  popular bakery in the city at the time.

He placed the protagonist of his novel, Renzo Tramaglino, amid the 

crowd assaulting the Milanese bakery and painted him being carried away 

by the angry mob. Manzoni, who as an adult had become a fervent Catho-

lic with liberal ideas, saw in this wild crowd the manifestation of the irra-

tional instincts of the population. Manzoni describes the transformation 

of poor, starving “Christians” into raging beasts (“ferocious and blood- 

thirsty”).3 The crowd assaulting the bakeries is portrayed as a herd hunting 

for prey, governed by emotion and transformed into a mass of burglars.

This way of describing a hungry crowd of  people as a ferocious and 

irrational herd is exactly the object of the famous British historian 

Edward P. Thompson’s critique in his 1971 essay, “The Moral Economy 

of the  English Crowd in the Eigh teenth  Century.” In the opening para-

graphs of this essay, he criticizes the “spasmodic view of  popular history,” 

according to which, at least before the French Revolution, “the common 

 people can scarcely be taken as historical agents.”4 Thompson aimed at 

revealing “the historical agency of ‘the crowd’ against ‘spasmodic views 

of  popular history’ that naturalize and reduce  people’s actions to auto-

matic quasi- biological responses to hunger.”5 In this spasmodic view, 

which coincides exactly with Manzoni’s perspective on the Milanese 

bread riot, the crowd’s actions are understood as nonpo liti cal  because of 

their spontaneous, almost instinctive nature.

Thompson’s view, however, is extremely critical of this understanding 

of the  English crowd. According to him, the practices of attributing value 

to basic goods that  were emerging alongside the nascent market economy 

during the eigh teenth  century repeatedly clashed with  those associated 

with a preexisting moral economy, sparking food riots and other forms of 

public protests. He proposed a new interpretation of the logic of the riots. 

He understood them as expressions of the crowd’s moral vision of the 

economy, which in their eyes legitimates their uprisings. This legitimacy 

was grounded “upon a consistent traditional view of social norms and 

obligations, of the proper economic functions of several parties within 

the community, which taken together, can be said to constitute the moral 

economy of the poor. An outrage to  these moral assumptions, quite as 

much as  actual deprivation, was the usual occasion for direct action.”6 
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The men and  women in the crowd believed that they  were defending tra-

ditional rights or customs. Thompson intended the food riots as a “highly 

complex form of direct  popular action, disciplined and with clear objec-

tives”:7 the poor acted not only to seek sustenance— forcing merchants, 

millers, or wealthier farmers to sell grain (or bread) at what they considered 

the “customary” or “moral” price— but also to punish  those they consid-

ered “profiteers,” for acting according to market logic was seen as predatory.8

The British historians Andrew Charlesworth and Adrian Randall 

remind us that “frequently, flour and grain  were destroyed in a public 

demonstration of communal punishment of  those deemed guilty of 

immoral practices.”9 Yet Thompson  didn’t claim that food rioters  were 

more moral than Adam Smith’s followers: in fact, he  later explained 

that he “was discriminating between two dif fer ent sets of assumptions, 

two dif fer ent (moral) discourses.”10 This distinction allows us to argue 

that each model of economy brings with it a dif fer ent set of moral val-

ues, rights, and customs, and thus  there is no single moral economy. In 

fact, the sociologist Andrew Sayer, in a 1999 essay that revisits Thomp-

son’s work, underlined that the concept of the moral economy refers to the 

way in which “all economies are suffused with values and beliefs about 

what constitutes proper activity, regarding rights and responsibilities of 

individuals and institutions, and qualities of goods,  service and environ-

ment.”11 All economies, then, are moral.

Since Thompson first mentioned this concept, many other authors 

have appropriated it. In par tic u lar, the popularity of the concept of the 

moral economy owes much to the anthropologist and  political scien-

tist James Scott and his 1976 book, The Moral Economy of the Peasant, in 

which he describes the set of moral values, habits, and beliefs that  shaped 

the  Vietnamese and Burmese peasants’ view of the economy. According 

to Marc Edelman,  these values included the peasants’ notions of “just 

prices” (including “just” rents and taxes), “as well as other sorts of entitle-

ments, such as access to land, gleaning and fishing rights, and forms of 

reciprocity that linked peasants with elites and with each other.”12

With his work, Thompson showed us that “the market remained a 

social as well as an economic nexus”:13 the  English crowds of the eigh-

teenth  century  were endowed with their own agency, and this responded 

to a precise moral economy, as opposed to the market economy.
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Thompson thus argues that  human agency can be influenced by dif-

fer ent moral economies. Distinguishing  these economies is impor tant 

 because it helps us understand the dif fer ent reasons and values that drive 

 human agency. Building on Thompson, in the next section, we  will dis-

tinguish the moral economies that drive algorithmic agency.

THE COMPETING MORAL ECONOMIES OF ALGORITHMIC AGENCY

Our first proposal, therefore, is to distinguish the vari ous forms of  human 

agency available in coping with algorithms— what we called “algorithmic 

agency” in chapter 1— along a continuum  shaped by moral values that 

sees, at its two extremes, two competing moral economies: platform and 

user moral economies.

PlAtform morAl economIes

Platforms are not neutral artifacts. As the American social scientist 

Langdon Winner noted,  every technical artifact has  political qualities.14 

The affordances of each artifact are designed to  favor some actions at the 

expense of  others. Artifacts also have gender, in the sense intended by the 

science and technology (STS) scholars Anne Jorunn Berg and Merete Lie, 

 because “they are designed and used in gendered contexts.”15  Whether or 

not they are aware of it, designers transfer their values to the technolo-

gies that they design. For example, the affordances of Facebook’s con-

tent moderation ecosystem discourage users from posting an image of a 

female  human’s nipple: if they do, the image is immediately banned.16 

Platforms express the moral values of  those who created them. The field 

of research into the moral values expressed by platforms represents a 

promising new area of inquiry: the British  political geographer Louise 

Amoore, for example, understands algorithms as ethical- political entities 

that generate “their own ideas of goodness, transgression and what soci-

ety  ought to be.”17 The American sociologists Jenna Burrell and Marion 

Fourcade argued that “algorithms are transforming the very nature of 

our moral intuitions— that is, the very nature of our relations to self and 

 others— and what it means to exist in the social world.”18 The Jewish new 

media scholar Limor Shifman and her colleagues have started a research 
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proj ect around “digital values.”19 They argue that “technological systems 

are bound up in our social, ethical, and moral worlds,”20 and “corporate 

value statements, policy documents, financial disclosures, and public 

statements contribute to the corporate construction of values.”21 By ana-

lyzing the affordances and the terms of  service of a platform, the public 

speeches of its  founders, and their internal documents, we can infer the 

set of values that any platform embodies. In fact, as Bruno Latour had 

already observed, “technology is society made durable”22— that is, the 

values of a society are crystallized in a specific form of technology.

But what kind of values do digital platforms embody, exactly? Some might 

argue that platforms have no morals, that they only follow profit. Yet we 

should avoid such a simplistic view. Facebook’s censorship of the nipple 

image shows us that  things are more complicated than that. Platforms do 

have morals (that is, they have a clear vision of how users should behave in 

their digital environments). In fact,  those who do not behave themselves 

are expelled from the platform— “deplatformed”—as happened to Presi-

dent Donald Trump, or “shadow- banned.”23 When we talk about the moral 

economy of platforms, then, we mean a precise set of values that shapes the 

kinds of actions that users are allowed to take.  These moral economies are 

not the same for all platforms, just as terms of  service are not the same for 

every body. As José van Dijck and her colleagues noted, competing ideolo-

gies of capitalism and democracy coexist in the platform society.24 Public 

 service– oriented  European platforms are aimed at protecting user privacy 

and developing a data policy that conceptualizes data as the digital com-

mons.25 US commercial platforms,  European public  service platforms, plat-

form cooperatives, and Chinese state- controlled platforms are  shaped by 

dif fer ent sets of values and produce dif fer ent moral economies. Not only are 

 there differences between the moral economies of platforms emerging from 

diverse ideological contexts, but  there also are differences within the com-

panies themselves that produce the platforms: not all actors— interaction 

designers, software developers, business man ag ers, or  others— think alike 

about the kinds of  things that a platform should enable. As Blake Hallinan 

and her colleagues point out, “The construction of platform values is not a 

smooth, unified  process; platform values are contested, with dif fer ent ideas 

of the desirable playing out among actors through vari ous modalities.”26
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 There is certainly still much to be done in the study of platform values 

and platform agency. To simplify our argument, however, in this book 

we  will mainly refer to the moral economy of the commercial platforms 

employed by the users whom we observed in our fieldwork. The moral 

economy of  these platforms, from Deliveroo to Instagram, from Twitter 

to Uber to Airbnb, is mainly centered on neoliberal values such as the  free 

market, individualism, consumerism, data extractivism, optimization of 

 performance, self- entrepreneurship, meritocratic ideology, and compe-

tition among users. According to this view, tech companies consider it 

just, fair, and morally acceptable to extract personal data for profit or to 

encourage and reward competition and self- entrepreneurship.  These val-

ues constitute the heart of the moral economy of platform capitalism, the 

currently hegemonic form of communicative capitalism.27 For the sake 

of simplicity, we  will call it the “platform moral economy”  because it is 

embodied by most commercial platforms.

user morAl economIes

The moral economies through which platforms exercise their power are 

normally taken for granted by users. Platform moral economies are, in 

most cases, perceived as “natu ral” by users, and not as the result of a spe-

cific corporate “culture.” When someone does not comply with the rules 

of be hav ior set by the platform, the first to intervene are often the users 

themselves, even before algorithms and  human content moderators can 

notice the violation. It is very likely, in fact, that users who are sanc-

tioned by Twitter or Facebook for a tweet or post deemed offensive  were 

first reported by other peers. Most platforms, in fact, encourage users to 

flag problematic content and be hav ior that are subsequently evaluated 

by  human content moderators.28

In most cases, when every thing goes smoothly, users do not question 

the algorithms that lie  behind the stream of posts, images, or jobs recom-

mended by the platforms. On the contrary, many of them, although they 

are now aware of the existence of algorithms, are thrilled to be able to 

save time and be relieved of the “burden of choice.”29 Even among plat-

form workers, many  people are satisfied with the work they do. Among 

the online food delivery couriers whom we interviewed, for example, 
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 there  were some who said they  were happy to have left the factory, even 

though they had a stable employment contract  because they felt freer 

on their bikes and more able to control their time. Yet, as a survey of 

nearly five thousand gig workers in fifteen countries showed, the experi-

ence of platform work worldwide is  shaped by mixed emotions and dim 

prospects. Satisfaction levels varied widely from country to country, but 

they  were generally worse in lower- income countries, where workers 

tended to feel more worried, unsafe, tired, or angry.30

Among  those who feel less satisfied with the benefits of platforms, 

discontent is beginning to grow, and negative feelings and criticisms of 

the platforms’ business models are emerging. While it is true that most 

users naturally accept the values embodied in the platforms that they 

use,  there are also users who begin to question  these values, or even chal-

lenge them more openly.  These users do not refuse to use platforms (or 

they cannot afford to refuse them, as in the case of some platform work-

ers), but at the same time, neither do they love them, and, indeed, they 

develop strongly critical views of them. The set of sentiments and values 

that coalesce around  these critical views can be considered an alternative 

moral economy to that of platforms.

Within this moral economy, users have a dif fer ent view of what is legit-

imate and what is not, and this view may also collide with that inscribed 

in the ToS of the platforms. This “oppositional” kind of moral economy 

can take vari ous shapes: it can be centered on “social/collectivist” values 

(mutual support, cooperation between users,  political awareness, strug gle 

 organization), or it can lean  toward “entrepreneurial solidarity,” as the Fil-

ipino scholars Cheryll Ruth Soriano and Jason Vincent Cabañes noted,31 

in which users support each other and share knowledge and “tricks,” but 

their aim remains that of optimizing their online be hav ior and does not 

go as far as  organizing po liti cally to challenge the platforms. In other 

cases, it can even be based on a “ free rider” or “pirate” ethic, which seeks 

values of individual profit, does not recognize the meritocratic ideology, 

and has no prob lem with breaking the rules of the platforms (this is the 

case with many platform scams).

As in the case of the moral economies of platforms,  there is no single- 

user moral economy. On the contrary, within  these two families of moral 

economies, the value sets are multiple and the differences among them 
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highly nuanced. For the sake of simplicity, however, we  will refer to this 

second group of moral economies with the ideal- typical concept of the 

“user moral economy.” It brings with it vari ous values and rules of be hav-

ior that users recognize as moral, legitimate, and worthwhile, even if not 

in line with  those expressed by the platforms.

Why mobilize the concept of the moral economy to make sense of 

algorithmic agency?  Because it allows us to defuse the paternalistic rhe-

toric inscribed in the gaming versus optimization distinction, showing 

how the assignment of a morally negative (gaming) or positive (optimiza-

tion) value to a certain practice depends on the type of moral economy 

embodied by who assigns it.

gAmIng Is In tHe eye of tHe BeHolder

All  those practices that resist, subvert, and transgress the computational 

work of algorithms are generally described by the media and by the plat-

forms themselves as forms of “gaming the system”32— that is, practices 

that intentionally seek to manipulate algorithmic computations to their 

own advantage using means that are not legitimate, or at least not recog-

nized as such by the codified rules of the platforms (i.e., ToS, community 

standards, or creator and user guidelines).

To put algorithms at work to reach their goals, users not only perform 

actions that platforms consider inauthentic, such as putting a Fitbit device 

on their dog to artificially boost their daily  running  performance, but also 

try to optimize their be hav ior according to the rules of the algorithms 

themselves. They do this to obtain greater visibility on social media, for 

example. Optimization practices, then, represent the clean face of users’ 

desire to make the algorithms work to further their own interests.

Optimization and gaming are remarkably similar practices since both 

are intentional efforts to interfere with the results of technical systems. 

What distinguishes them is the means used to achieve this objective. In 

the case of optimization,  these are considered legitimate practices (i.e., 

allowed by the ToS of the platforms and even supported by the platforms 

themselves). In the case of gaming, they are seen by online platforms as 

illegal practices that openly violate ToS or other codified platform rules.
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Yet what seems to be a clear distinction represents instead an extremely 

slippery ground. The artificiality of this distinction, in fact, has been high-

lighted by many media and STS scholars.33 The platform scholar Thomas 

Poell and his colleagues defined algorithmic gaming as “third- party 

algorithmic optimization tactics labeled as illegitimate by platforms.”34 

The boundary between optimization and gaming is not so easy to draw 

 because the inscription of a practice within the bound aries of the gam-

ing or the optimization field is not a neutral  process, but one that varies 

greatly depending on the perspective from which the phenomenon is 

observed. Poell and colleagues argue that the boundary between what is 

considered by platforms to be  either legitimate or illegitimate constantly 

shifts, and what is initially understood as “optimization” can quickly 

transform into “gaming,” and vice versa.35

We could say that gaming is in the eyes of the beholder (that is, it depends 

on the subject who is defining its bound aries). If we assume the point of 

view (and the moral economy) of the platform, some practices  will be 

labeled as “gaming efforts.” If we assume the point of view of the users, 

the same practices could be interpreted as legitimate attempts to interact 

with the platforms to gain more visibility.

The American media scholar Caitlin Petre and her colleagues brilliantly 

argued that platforms establish, maintain, and legitimize their institu-

tional power rightly through a continuous redefinition of the bound aries 

of what is legitimate or not: “What is deemed ‘acceptable’ versus ‘unac-

ceptable’ user activity is situated within ever- evolving cultural practices 

and power relations.”36 They also recognized that the “boundary between 

what platforms deem legitimate strategic action and illegitimate algorith-

mic manipulation is nebulous and continually shifting in accordance 

with platforms’ business strategies.”37 This moral boundary- drawing fos-

ters a dynamic that Petre et al. call “platform paternalism,” an orientation 

that “not only imbues platforms with structural and economic power, but 

moral authority as well.”38

For example, one artist who was intentionally trying to manipulate to 

his own advantage Spotify’s royalty payout scheme by playing his own 

 music for long periods of time received the following notice from the 

digital distribution  service Distrokid: “[Your song was removed]  because 
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the song was streamed a massive number of times, but by a tiny number 

of  people.”39

Hence, a certain practice constitutes gaming only if the platforms 

themselves define it as such. They exercise their “paternalistic authority” 

to police the audience/users, render them compliant with their ToS, and 

channel them  toward the “appropriate” user be hav ior (or, to use an old- 

fashioned category in media studies, “dominant hegemonic decoding”), 

as expressly designed to increase their profits.

Instead of focusing on the supposed legitimacy or inauthenticity 

of the gaming and optimization practices, the American STS scholar 

Malte Ziewitz proposed that concerns about the prevalence of gaming 

might be better understood as forms of moral regulation. “What counts 

as ‘gaming,’” Ziewitz wrote, “is not given in advance, but needs to be 

established, navigated and negotiated in specific situations.”40 Building 

on Ziewitz’s idea of the need to rethink the bound aries between optimi-

zation and gaming practices as  shaped by moral concerns, we propose 

to understand  these practices as driven and  shaped by dif fer ent “moral 

economies.”

Just as the British historian Edward  P. Thompson argued that the 

source of the social unrest that affected the UK between the eigh teenth 

and nineteenth centuries lies in the tension between two models of 

economies— the moral economy of colliers, artisans and the poor and 

the market economy—we propose that the key to understand the gam-

ing versus optimization distinction lies in the tension between the moral 

economies of the users and  those of the platforms. The division between 

gaming and optimization is only good at revealing the power dynam-

ics  behind  these labels. From our point of view, any action taken by 

users on platforms, rather than being considered a gaming or optimiza-

tion strategy, should be considered an action  shaped by par tic u lar moral 

economies. What is intended as gaming by someone can be interpreted 

as optimization by someone  else. However, platforms have much more 

power than users to determine what is gaming and what is not.

moBIlIZIng tHe concePt of morAl economy

So far, the concept of moral economy has not met with much success in 

media studies and is almost absent from more recent platform and critical 
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algorithm studies. The term “moral economy” has been employed only 

sporadically.41 The British media scholar David Hesmondhalgh recently 

suggested that “a moral economy approach might reinvigorate approaches 

to the media and culture,”42 while Henry Jenkins and his colleagues43 com-

pared the moral economy of users who share and download “pirate” content 

from peer- to- peer (P2P) networks, considering it a legitimate practice, with 

the opposite moral economy of film production companies, who publicly 

framed film piracy as an immoral and criminal practice. The concept of 

moral economy has been used, with a dif fer ent meaning, by the British 

culture and media scholar Roger Silverstone and his colleagues44 to describe 

the moral dimensions of the acts of appropriation and domestication of 

communication technologies in the  house hold. But apart from  these well- 

known examples mentioned so far, the frame of the moral economy has 

been sparsely mobilized. We therefore propose to interpret the practices 

that aim at interfering with the work of algorithms as being informed by 

competing moral values, even when  these practices are aimed at obtaining 

an economic advantage, such as click frauds, or a  political advantage, such 

as bots and computational propaganda that intoxicate public discourse 

by producing artificial numbers of opinions in  favor of a specific  political 

agenda.

The  English crowds of the eigh teenth  century rebelled against the rules 

of the  free market that set the prices of basic needs. Riots exploded when 

 people realized that bread was scarce, and therefore expensive. It was the 

rise in bread prices, induced by the  free market, that generated the riots, 

which according to Thompson’s interpretation,  were lucid attempts to 

reestablish a fair price for essential goods. For British food rioters, bread 

could not exceed certain price thresholds  because that was not fair. Simi-

larly, for Instagram users, posts cannot fall below a certain number of 

“likes,” or for  music fans, their favored band cannot be excluded from a 

Spotify play list, or for an Uber driver, the price of a  ride cannot fall below 

a certain threshold, regardless of the organic conditions of the demand- 

supply relationship. From the platform users’ point of view, interventions 

aimed at interfering with the algorithm to snatch a more equitable price are 

considered legitimate. The contested price, in our case, can indicate  either 

a monetary value, as in the case of an Uber ride, or an apparently more 

intangible value, such as online visibility in the case of a content creator on 

Instagram.45
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Any action aimed at restoring a fairer distribution of  these goods and 

values is thus considered morally acceptable by the users  because their 

moral economy does not completely align with the ideology of the  free 

market coded into the algorithms of Silicon Valley. In other words, users 

do not always passively accept the implicit ideological discourse encoded 

into the platforms that they use  every day. Sometimes they contest, nego-

tiate, or even subvert that discourse.

Some authors, such as the media scholars Stine Lomborg and Patrick H. 

Kapsch,46 have demonstrated the existence of dif fer ent forms of “decod-

ing” the power and meaning of algorithms and compared  these forms 

to the three ideal types of decoding (dominant/hegemonic, negotiated, 

and oppositional) proposed by Stuart Hall in his classic 1973 study of the 

audience reception of  television discourse.47 Other media scholars, such 

as Ignacio Siles and his colleagues,48 have also shown that users—in their 

case, musicians on Spotify— develop logics deeply similar to Hall’s decod-

ing categories to make sense of their relationship with the platforms. 

 These authors argue that platform users react in clearly dif fer ent ways to 

algorithmic power: some adhere to its hegemonic code,  others negotiate 

it, and still  others even resist it.

Our idea of the existence of competing moral economies goes in the 

same direction as  these studies: we could also say that users aligned with 

the moral economy of the platform undergo the dominant discourse of 

it, while users who oscillate between complete adherence to the moral 

economy of the platforms and partial rejection of it respond to a form of 

negotiated decoding. And fi nally,  those who do not adhere to the moral 

economy of the platforms and develop their own are like Stuart Hall’s 

viewers, who develop an oppositional decoding of  television discourse. 

Hall’s lesson is that  every power structure is a battlefield.  Popular culture 

is a battlefield; media discourse is a battlefield. What we are arguing 

 here is that algorithmic power is also a battlefield. Within this field, 

individuals perform actions that respond to dif fer ent moral economies, 

which may even be partially misaligned or completely opposed to  those 

embodied by platforms. And when users are not aligned with the moral 

economy of the platform, they can develop practices like  those deployed 

by the  English crowd studied by Thompson: “gaming” an algorithm can 

be a profoundly rational form of (digital) rioting, too.
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If the  English peasants of the eigh teenth  century rioted in the 

name of an unfair price of bread according to their moral vision of 

the economy, the users of the platforms riot, resist, or just counteract 

in the name of an unfair distribution of online visibility or better job 

conditions in the gig economy.49 They fight against precarization and 

casualization, and for decent living wages, according to their moral 

vision of the platform economy. As Ziewitz reminded us, “For  those 

subject to the system, trying to optimize their own appearance is often 

the only way to reclaim a degree of agency in a potentially oppressive 

setting.”50

Thus, the manifestations of algorithmic agency that we  will describe 

in this book can be  shaped by dif fer ent and competing moral economies.

STRATEGIC VERSUS TACTICAL ALGORITHMIC AGENCY

This moral dimension is key to understand algorithmic agency, but it is 

not sufficient  because not every body is able to exert agency over algo-

rithms in the same way. What platforms and media call “gaming” efforts 

require information, time, monetary and technical resources, and, often, 

orchestration of collective actions. Hence, some  will be in a better posi-

tion to game the algorithms than  others.

It makes a difference  whether the attempt to game an algorithm is 

undertaken from “above,” so to speak—by a state, an institution, a corpo-

ration—or conversely, from “below” (by a group of adolescents, a single 

individual, or a social movement). It is not enough to claim that all the 

manifestations of algorithmic agency that are labeled as “gaming” or “opti-

mization” by platforms are better understood as being informed by com-

peting moral values. This frame does not consider potential inequalities 

in the distribution of power (that is, access to digital devices, economic 

resources, technical knowledge, expertise, or digital literacy) to resist algo-

rithms or to subvert their outcomes.

Our second proposal, therefore, is to add a further dimension to the 

moral dimension of algorithmic agency, which brings into the equation 

the type of power held by subjects that enact algorithmic agency. This 

further dimension is articulated along a second continuum between two 

poles: tactical algorithmic agency and strategic algorithmic agency.
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Our use of the concepts of tactical and strategic action is informed by 

the French scholar Michel de Certeau.51 The setting of strategy, noted de 

Certeau, is always the purview of power. Strategy presumes control and a 

subject with “ will and power.”52 In contrast to strategy, de Certeau charac-

terized tactics as the purview of the nonpowerful. He understood tactics 

not as a subset of strategy, but rather as an adaptation to the environment 

that has been created by the strategies of the power ful. To explain this dif-

ference, de Certeau made the example of urban planning strategies and 

the tactics employed by inhabitants to circumvent them. Walking in the 

city is used by the French scholar as an iconic example of a tactic  because 

the designers of urban spaces cannot entirely predict the ways that  people 

 will move around them. For example, when streets are designed with-

out considering the needs of pedestrians, they  will develop shortcuts and 

alternative routes through terrain that was not planned to be crossed on 

foot. Further, de Certeau wrote that “the space of the tactic is the space 

of the other,”53 meaning that tactics always operate in a place defined by 

the strategies of the power ful: the pedestrian walks in the space designed 

by urban planners, in a foreign terrain. In this territory, the pedestrian 

acts like a poacher, developing tactics to adapt or subvert the affordances 

strategically designed by the urban planner to meet their needs.

This distinction between tactics and strategies remarkably contributed 

to our understanding of everyday life, but many scholars have pointed out 

that  these concepts have remained vague and ill defined in de Certeau’s 

work and are open to many pos si ble interpretations. The cultural theorist 

Ian Buchanan, in his understanding of de Certeau’s intellectual legacy, 

contributed to better defining  these two concepts. According to him,

The essential difference between the two is the way they relate to the variables 
that everyday life inevitably throws at us all. Strategy works to limit the sheer 
number of variables affecting us by creating some kind of protected zone, a 
place in which the environment can be rendered predictable if not properly 
tame. Tactics, by contrast, is the approach one takes to everyday life when one 
is unable to take  measures against its variables.54

Tactics are materially ephemeral and fragile and are as much in danger 

of being swept away or submerged by the flow of events as they are of 

breaking through the dams that strategy erects around itself. Why is this 

distinction so central for us? We argue that  every form of agency, as well 
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as being inspired by dif fer ent moral economies, can be exercised accord-

ing to a strategic plan or in the form of everyday tactics. If we apply this 

distinction to algorithmic agency, we can also distinguish between tacti-

cal and strategic algorithmic agency.

Now, what happens if we cross de Certeau’s distinction between tacti-

cal and strategic dimensions with Thompson’s theory of the moral econ-

omy? We obtain the theoretical framework that lies at the heart of this 

book. By articulating  these two dimensions (i.e., the dif fer ent moralities 

of algorithmic agency and its tactical vs. strategic manifestations along 

two axes), we have drawn a matrix that is able to foreground all the pos-

si ble nuances of algorithmic agency. Our conceptual framework is con-

stituted by four quadrants emerged from the intersection between the 

moral economy axis and the strategic/tactical axis (see figure 2.1  earlier 

in this chapter)

We are not the first scholars to frame as “tactical” the types of alter-

native uses of the algorithms that users perform. Media scholars such as 

Julia Velkova and Anne Kaun, for example, “foreground the significance 

of mundane user encounters with algorithms through which users can 

develop tactics (see de Certeau, 1984) of  resistance through alternative 

uses.”55 Yet they focus only on the forms of explicit algorithmic  resistance 

that they call “media repair practices.” Recently, de Certeau’s thought has 

become fash ion able again among all  those scholars who are not satis-

fied with the dystopian narrative of a monolithic platform power: Justine 

Gangneux56 talks of tactical agency to describe the way in which young 

 people engage and disengage with WhatsApp and Facebook Messenger. 

Tanya Kant also drew on de Certeau to understand how web users cope 

with algorithmic infrastructures and explic itly described such users as 

“algorithmic tacticians,” referring to all users engaged in “maneuvering 

within, against and through algorithmic anticipation.”57 At the very end 

of her book, Kant briefly discusses algorithmic tactics, in line with what 

we call tactical algorithmic agency. However, this type of agency is only one 

of two ways in which algorithmic agency can manifest itself.  There is also 

a second type of agency that users can exercise on algorithms— one that 

we call strategic algorithmic agency.

We consider as strategic all  those manifestations of algorithmic agency 

enacted by institutions, governments, national states, corporations, think 
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tanks, lobbies, public relations companies, or even individuals or users that 

have social, economic, and cultural capital at their disposal to interfere with 

the work of the algorithms according to long- term strategic visions. To act 

strategically means having a high availability of time, money, and expertise 

and being able to rely on long- term plans. To act tactically, on the contrary, 

means having a low availability of time, money, and expertise and being 

able to rely only on short- term plans. Strategic practices too, such as Chi-

nese or  Russian computational propaganda,58 represent nonpassive forms 

of cohabitation with the output of platform algorithms, even if their aim, 

in this case, is oriented to the strengthening of one’s own  political or eco-

nomic hegemony.

All the manifestations of strategic algorithmic agency that we have 

mapped during our research show recurrent patterns in the fields of poli-

tics, gig economy, and cultural consumption: they are activities that rely 

on considerable amounts of money, are more usually fueled by a team of 

 people who work full time, and are often supported by the deployment 

of bots. The agency of  those involved in  these activities is augmented 

by computational power and propelled by economic capital and a deep 

knowledge of the functioning of algorithmic infrastructures.

Most  people, however, cannot afford  these resources, making do with 

devising small- scale, short- term tactics. On the other side, then, we 

consider as tactical all  those manifestations of algorithmic agency that 

come from subaltern agents, such as ethnic, linguistic, and gender (inter-

sectional) minorities; from social groups or individuals excluded from 

demo cratic participation; or from users, fandoms, cultural producers, and 

social movements that do not possess the necessary economic capital to 

invest money in the promotion and marketization of their content. Even 

if they lack computational and economic resources—or perhaps for this 

very reason— the tactical actions individually or collectively  organized by 

platform users are incredibly varied and can reach high levels of complex-

ity and sophistication.

The main difference between tactical and strategic algorithmic agency 

lies in the quantity and quality of resources available (time, money, and 

expertise) to users to exercise their agency. To “do  things to algorithms,”59 

a user or a group needs to have access to vari ous types of resources: a rough 
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(at least) “algorithmic imaginary”60 about the platform that they want to 

influence, economic capital that can be spent to promote their content 

or pay someone to orchestrate a collective action to have an effect on the 

platform’s algorithms, a strategic plan that includes a schedule of several 

actions occurring over a period of time, and a network of peers that they 

can mobilize quickly. Dif fer ent endowments of all  these resources afford 

users to exercise their agency with dif fer ent degrees of intensity. Vari ous 

social actors have diverse amount of “time, expertise, and capital”61 to 

spend on expensive optimization or gaming strategies.

When users have neither economic resources nor a long- term plan and 

can rely only on their  limited network of social relations, the sphere of 

action of their agency  will be highly  limited. However, we should not 

consider  these two forms of algorithmic agency as dichotomic and immu-

table over time. The urban planner Lauren Andres and her colleagues62 

have rightly noted how in de Certeau’s The Practice of Everyday Life, “the 

bound aries between strategies and tactics seem immutable,”63 while in 

other writings by him,  there seems to be room for a more nuanced dis-

tinction. According to Andres and colleagues, this ambiguity is beneficial 

 because “it opens the potential for tactics and strategies to be seen as a 

continuum rather than opposites.”64 In the framework depicted in fig-

ure 2.1, we have  adopted this interpretation: the bound aries between the 

forms of strategic and algorithmic agency are neither clear cut nor stable 

in time. In everyday life, we can come across a broad spectrum of actions 

with varying degrees of strategic or tactical resources. User practices move 

along a continuum and their position is not fixed over time: as soon as a 

social movement, a group of users of workers in the gig economy, or even 

a single individual is able to accumulate more cultural, economic, and 

social capital, their agency  will be able to generate more strategic, effec-

tive, and long- lasting actions.

FOUR MANIFESTATIONS OF ALGORITHMIC AGENCY

 These two forms of algorithmic agency can unfold within the moral 

economy of the platform or within that of the user, or at the intersec-

tion between the two, as shown in figure 2.1. That is, users can  either 
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exercise their agency (both tactical and strategic) by accepting the moral 

economy of the platform without questioning it, or they can partially or 

totally reject it and act in ways that violate the ToS of the platform.  These 

practices are normally considered by the platform to be gaming attempts. 

Yet, from the users’ point of view, they could be instead considered fair 

and just  because the users are acting according to their own personal 

moral economy, which may be partially or totally alternative to that of 

the platform. By introducing the concept of moral economy within the 

debate on the agency available to users in coping with algorithmic power, 

we can better understand the nuanced and multidimensional affordances 

of this agency. Fi nally, as sketched in figure 2.1, we can thus envisage four 

pos si ble manifestations of algorithmic agency. This framework foresees 

four ideal types of algorithmic agency, but in everyday life, the differ-

ences between  these ideal types are much more nuanced and the bound-

aries between competing moral economies much more blurred. In the 

next sections, we introduce four brief sketches of  these four manifesta-

tions of algorithmic agency.

strAtegIc AlgorItHmIc Agency AlIgned wItH 

tHe PlAtform morAl economy
Seohyun is twenty- one years old, and she is a business administration student 
at Seoul University. She has just downloaded Tinder, following the advice of a 
friend. She paid a photographer to create her photo book, and now she is choos-
ing the best pictures to publish on her new Tinder profile. A friend taught her 
how to use Photoshop, and she’s trying to sharpen her skin color. On the advice 
of her older  brother, who lives in San Francisco, she did some research to figure 
out how to pre sent herself at her best on Tinder and de cided to pay the platform 
to obtain a thirty- minute visibility boost.65

This type of strategic agency manifests itself in the visibility enhancing, 

profile optimization, and rating improvement practices made pos si ble 

and even encouraged by the platforms themselves. Dif fer ent actors— 

individuals, institutions, social formations, and  independent content 

creators, among  others— exercise their strategic agency when they plan 

to gain visibility through the paid promotion of their content (e.g., a 

post sponsored on Instagram or Facebook by an influencer or institu-

tion). Another example of this kind of agency is when an actor entrusts 
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a search engine optimization expert with the optimization of their web 

page so it can be better indexed in search engines, or a person like Seo-

hyun devotes a lot of attention to the completion of her profile on the 

Tinder platform, carefully selecting and editing her photos and following 

the advice of the platform to add more than one photo to her profile to 

increase its visibility. Examples of this kind of agency can include a young 

indie  music band that decides to invest a few dollars on Facebook ads to 

boost its visibility, or even a  political party, a fashion brand, or a news-

paper that plans a series of sponsored posts to enhance popularity of its 

Facebook accounts or to drive traffic to its website.

Cultural and creative industries are being increasingly platformized:66 

content creators are becoming more and more dependent on platforms, 

which act as increasingly power ful gatekeepers for the production, circu-

lation, and discovery of their products. Optimization, then, has become a 

“key business strategy for both platform providers and content producers 

spurred by the competitive nature of the cultural industries.”67 The Amer-

ican media scholar Jeremy Morris and his colleagues call  these strategies 

“cultural optimization: the  process of  measuring, engineering, altering, 

and designing ele ments. . . .  of digital cultural goods . . .  to make them 

more searchable, discoverable, usable, and valuable in both economic 

and cultural senses.”68

For example, rec ord labels and musicians have developed vari ous strat-

egies to be more algorithmically recognizable and increase their chances 

of getting on a Spotify play list. One musician revealed to us that since 

Spotify has become his main source of income, he has started to mini-

mize the length of the intro of his songs to immediately grab the listener’s 

attention with a catchy song hook: “ People are putting choruses at the 

beginning of songs now, more so than  after a verse.  Because the first five 

seconds, if the listeners hear a chorus, then  they’re more likely to carry on 

listening. The reason  they’re  doing that is  because then you’ll get kept in 

play lists. So the  music itself has been altered to complement the platform 

in which it’s  going to get listened to the most on. ( Informant H).”69 This 

is clearly a strategy, not a tactic,  because it reverberates over the long term 

and is not something that musicians can improvise. Morris calls this kind 

of practice “sonic optimization,” but he also mentions another strategy, 

“meta- data optimization,” which has an impact on  music composition: 
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artists “think of song titles and lyr ics not just as signatures of their creative 

pro cesses, but as keywords that might direct traffic to their content.”70

Strategies to optimize one’s own content or  services are spreading 

across all platforms. We recently studied Airbnb hosts and found that 

dif fer ent optimization strategies are widespread among  these  people.71 

Asking to leave a review is quite a common practice among Airbnb hosts. 

Yet each host does it in a dif fer ent way: some ask for it when the guest 

is checking out, some prefer to opt for an email a few days  later,  others 

remind them of the review through a mobile phone message soon  after 

they left the apartment. One host based in Cagliari, Italy, mentioned to 

us that he welcomes his guests with what he calls a “welcome sheet” 

(see figure  2.2), in which he explains to his guests how reviews work 

and, more impor tant, how valuable a five- star rating is for him. To earn 

and keep the title of superhost (which guarantees major visibility on the 

platform), he explains to his guests that his listing has to meet certain 

requirements, one of which is to maintain an overall rating of no less 

than 4.8. Therefore, since “clients  don’t know how reviews work— for 

the average user giving a 4 out of 5 rating is a lot  because in school when 

you got an 8 it was a lot—so I have prepared a welcome sheet in which 

I explain that for the Airbnb algorithm every thing below 5 stars is rated 

negatively . . .  and it  really worked.”72

As we saw in figure 2.1, the differences between strategic and tacti-

cal agency are not clear- cut; rather, they are distributed along a contin-

uum: this means that, for example, two forms of strategic algorithmic 

agency can occupy dif fer ent positions along this continuum. Let’s give 

two examples. In the first case, a  political party invests 100,000 euros in 

its digital communication campaign, spending 80,000 euros on advertis-

ing on Facebook and Instagram for three months. This kind of invest-

ment is remarkably dif fer ent from a small organic meat butcher shop 

sponsoring itself on Instagram with a single investment of 100 euros, 

just to see if it  will have any effect. Both follow a strategy— investing 

money in exchange for visibility— but the butcher’s agency, compared to 

that of  political candidates, is  limited by its low availability of economic 

resources, time, and technical expertise.
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tActIcAl AlgorItHmIc Agency AlIgned wItH PlAtform 

morAl economy
Tommaso is a twenty- four- year- old student at the University of Siena, Italy. 
He is currently on Erasmus in Amsterdam. He’s looking for a girlfriend and a 
classmate told him to try Tinder. So Tommaso opens a profile on Tinder and 
starts liking all the female profiles that the algorithm selects for him, thinking 
that this  will increase his chances, but he is not very successful. He  doesn’t have 
a lot of money and  doesn’t want to buy a visibility boost. His Dutch friend 
tells him that on Tinder, it is better to select “matches” with care, to “edu-
cate” the algorithm, and suggested to him a  couple of tricks he read in a blog: 
First, he has to create many dif fer ent personal profiles with slightly dif fer ent 
features, to enlarge the pool of pos si ble partners. Second, when he realizes that 

2.2 “Welcome sheet” made by a superhost based in Cagliari, Italy.
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the algorithm always proposes the same profiles that fall short of his expecta-
tions, he must delete the profile and create a new one, so that the algorithmic 
evaluation of his interactions  will start again from scratch. Tommaso follows his 
recommendations and eventually gets a few matches, though he  doesn’t find a 
girlfriend in Amsterdam.

Tommaso  didn’t have money to invest in the optimization of his Tinder 

profile, but he invested his time resources to create and delete many pro-

files and start over from scratch. He acted in the loopholes left  behind by 

Tinder without violating or questioning its rules. This type of agency 

differs from the previous one in the dif fer ent endowment of resources 

available to individuals or groups. Tactical actions are ephemeral, spo-

radic, and temporary, and they do not use planned economic invest-

ments (as in the case of a sponsored- content campaign).

Moreover, this category includes all  those creative practices implemented 

by actors with  limited resources, like  shopkeepers, self- entrepreneurs, non-

profit associations, or petty producers who use social media to publicize their 

brand or activities. Frequently unable to plan long- term investments in pro-

motional campaigns, they use their social capital to improve their online 

rating or  organize  free social events where they openly ask to put a “like” 

on their Facebook page or write a review on their artisanal ice cream shop. 

Another example of tactical optimization is a common practice spread 

among Airbnb hosts. Two interviewees revealed to us that they used to 

delete their listing and redo it from scratch.  There are two major reasons 

for this: first, according to the theories they have developed on how the 

algorithm works,73 Airbnb’s algorithm rewards new listings with a boost of 

visibility. Second, when a host receives negative reviews, they believe that 

it is better to delete the listing and start from scratch, so as not to be penal-

ized by Airbnb’s algorithm, which, according to them, makes listings with 

negative reviews less vis i ble. Although this practice is not explic itly forbid-

den by Airbnb, it is considered by most hosts a morally ambiguous act.

strAtegIc AlgorItHmIc Agency not AlIgned wItH 

PlAtform morAl economy
Alfredo del Mazo is the governor of the state of Mexico, and  every time he pub-
lishes a tweet, he receives thousands of retweets. Researchers74 have found that 
he owes his popularity to an army of 60,000 bots. The most curious  thing is 
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that practically all the bots integrate images of middle- aged  women, and they 
tweet from the Mexican city of Toluca five times more than from Mexico City, 
despite having ten times fewer inhabitants.

This form of agency includes all  those practices exercised by actors with 

substantial economic and  political capital that can be invested in long- 

term strategic plans.  These plans include a series of actions that may 

openly or partially violate the terms of  service of the platforms, but that, 

from the point of view of  those who carry them out, are considered 

legitimate means of achieving their aims. Computational propaganda 

and astroturfing practices that address algorithmic infrastructures are 

included in this category, as are click farms, click frauds, audience boost-

ing, and fake or paid reviews.

Troll farms are a good example of this type of agency. One of us, together 

with one of his students, studied troll farms in the  Middle East and inter-

viewed employees who work for  these companies.75 The study revealed 

how  these troll farms are often funded by agencies controlled by the gov-

ernment, which seek to create a critical mass of negative and disparag-

ing comments against the regime’s  political opponents. The trolls work in 

teams of ten to twelve  people, and  every day they receive through  Telegram 

the targets that they need to “hit” (i.e., the  political enemies that they are 

asked to attack). They usually have a dozen or so targets a day, and their 

supervisors set a minimum threshold of tweets and Facebook comments 

that they must produce by the end of the day.  Every day, the trolls “wear 

the clothes” of at least ten dif fer ent social media accounts, which they find 

already open on their computers when they enter their office. From that 

moment  until the end of the day, they must produce at least seventy tweets 

and three hundred Facebook comments. Trolls represent the  human side 

of computational propaganda, but their activity is augmented by AI. The 

content produced by them is usually amplified by bots.

It is this complex entanglement of  human and nonhuman actors that 

is responsible for the well- known phenomena of fake engagement and 

fake trends on social media. In this case, we are talking about strategic 

agency  because  behind the troll farms are huge, long- term economic 

investments by public relations agencies and governments with plenty 

of economic resources,  political power, and strategic vision (the  political 

enemies to target and the  political issues to focus on). At the same time, 
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it is a type of agency that is not aligned with the moral economy of plat-

forms but that is  shaped by its own morality. Social media are seen as 

tools for pursuing a specific  political agenda, and any means is considered 

legitimate. In chapter 5, we zoom in on this type of strategic algorithmic 

agency in the realm of con temporary politics.

Another example is represented by fake reviews on Tripadvisor. Restau-

rant  owners know that the volume and quality of reviews have a direct 

impact on the visibility of their accounts and sometimes try to game them 

by paying someone to artificially increase the number of positive reviews. 

Tripadvisor calls them “paid reviews”— when a business “ either knowingly 

or unwittingly, employs the  services of an individual or a com pany to boost 

its ranking position on Tripadvisor with positive reviews.”76 Biased posi-

tive reviews can also occur when a business offers its customers incentives, 

such as  free meals or discounts, to post reviews. Tripadvisor labeled  these 

efforts as “review boosting.”77 On Tripadvisor and other similar platforms, 

it is also pos si ble to come across fake negative reviews, paid for by some-

one who wants to harm a rival. Tripadvisor calls them “biased negative 

reviews”— when “someone submits a deliberately malicious review about 

a property in an effort to unfairly lower its ranking position or improperly 

discredit the property in some way.”78 They also refer to  these practices as 

“review vandalism.” We could also call them “reputational wars.”

The difference between the strategic and tactical forms of agency that 

are not aligned with the moral economy of the platforms lies in the fact 

that the former is more frequently deployed by power ful individuals or 

institutions like states, governments,  political parties, think tanks, and 

public relations agencies.  These actors have  great influence and a wide 

disposition of economic and social capital. The latter instead more fre-

quently comes from  those who have  little or no power at all, like gig 

workers, petty producers or  shopkeepers, and social movements at the 

beginnings of their formation. In fact, de Certeau noted that “a tactic is 

determined by the absence of power.”79

tActIcAl AlgorItHmIc Agency not AlIgned  

wItH PlAtform morAl economy
Heathrow Airport, London. Dozens of  people who have just disembarked are 
picking up their phones to book a taxi  ride. Meanwhile, an Uber driver shares 
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a message in a  Telegram group composed by other Uber  drivers like him, and 
he urges them to disconnect from their apps. The group members log out of 
Uber, and the price of the  ride starts to rise  because the Uber algorithm does 
not find any driver available. When the price is deemed “fair,” the only driver 
left connected to the app to monitor  ride pricing gives the  others the signal to 
reconnect.  Drivers begin to become available again and accept new  rides, but at 
a higher price than before.

This kind of tactical agency differs from the “aligned” tactical agency 

not only  because it relates to an action not allowed by the ToS, but also 

 because it often requires cooperation among many individuals: so- called 

surge clubs80  organized by Uber  drivers to raise the price of a taxi  ride 

through the simultaneous logouts of all members of the club, constitute 

an example of this type of agency. In this category, we include all  those 

practices that involve an individual or collective action aimed at produc-

ing a change in the result of algorithmic computation that is favorable to 

the actors that implement it.

Instagram pods also belong to this category. They are groups of Instagram 

users who support each other by putting “likes” and leaving comments on 

the photos of the group members with the aim of increasing the visibility of 

their content.81 Neither of  these practices is allowed by Uber or Instagram: 

according to the moral economy of  these platforms, users must grow their 

audiences on their own, in an organic way, relying only on the quality of 

their  services and content that they produce, without the help of anyone 

 else. The moral economy of  these platforms is based on the  free market of 

ideas and  services, where every one is in competition with  others and where 

“success” is certified by a favorable position in the ranking produced by the 

algorithms. Who performs best (a rider who is particularly fast at deliver-

ing pizzas; an Airbnb host who takes good care of her customers; an influ-

encer who produces attractive content; or someone who receives many 

matches on Tinder)  will be rewarded by the algorithm with an increase in 

reputation score. This value system risks producing the famous “Matthew 

effect”82 in which the rich get richer and the poor get poorer. Uber work-

ers and Instagram users who  organize themselves respond to this logic by 

trying to gain personal benefits through decidedly rudimentary forms of 

mutual aid and solidarity. In chapter 3, we  will see many of  these forms 

of agency enacted by gig workers.
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This tactical use of agency can also be found in the actions of social 

movements and  political activists aimed at increasing the visibility of 

 political  causes, which Emiliano Treré83 has called “algorithmic  resistance” 

and which are explored in depth in chapter 5.  These forms of tactical 

agency may openly result in forms of  resistance to platform power that 

 will be described in the following chapters.

IT TAKES TWO TO TANGO: FRAGILE ALLIANCES BETWEEN 

 HUMANS AND ALGORITHMS

 These four manifestations of algorithmic agency are intended  here only as 

Weberian ideal types. In real ity, we assume that  people, social groups, and 

institutions incessantly move along the two continuums, putting in place 

dif fer ent practices that sometimes openly contest the moral economy of 

the platform, while other times they accept it unconditionally. Individu-

als, social groups, and institutions may decide several times, during the 

same day,  whether (or when) to team up with algorithms to pursue their 

own goals or  whether (or when) to break this alliance and cheat them. For 

example, Jude is a twenty- two- year- old student living in London.  Every 

night, he works four hours for Deliveroo, and he has developed a set of 

tricks to fool Deliveroo’s algorithm and earn a handful of extra pounds, 

but only three hours  earlier, upon leaving the university library, he opened 

Spotify and carefully selected a  couple of  albums with the intentional aim 

of “training” its algorithm. Just a few hours before that, on Facebook, he 

changed his profile picture to Homer from The Simpsons  because a few 

days ago, he read something about Facebook’s facial recognition software 

and did not want his face to be used to train Facebook’s AI. Jude is also 

a big fan of BTS, a Korean pop group, and the night before, he stayed up 

late to participate in the BTS fandom’s attempt to get the hashtag of their 

newly released  album into Twitter’s “Trending Topics.”

 People can  either ally themselves with platforms’ algorithms, even 

temporarily, and be in solidarity with their decisions (human- nonhuman 

solidarity), or reject this alliance, partnering with other  humans (human- 

to- human solidarity) to resist them. We call the alliances between  humans 

and algorithms algorithmic alliances.  These alliances may assume two forms, 

 either (1) sociomaterial84 alliances between  human actors and algorithmic 
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infrastructures, which happen when  humans appropriate and repurpose 

an algorithm to fulfill a specific need or objective, or (2) social alliances 

between dif fer ent  human actors  organized around the need to understand 

how to better resist the work of algorithms, normally to improve their lives 

or working conditions.

 Every day,  people decide in a more or less reflexive manner  whether 

to ally with the computational power of algorithms and accept their ToS 

and their moral economy, or to break this alliance. It’s a dance with algo-

rithms, like a tango. Tango dancers are in constant tension with each 

other. The grammar of the tango brings them together and apart again 

and again, resulting in dif fer ent degrees of intimacy, which are ephemeral 

and temporary.85 In the relationship between  humans and algorithms, it 

takes two to tango:  humans and algorithms constantly feed each other 

with data and recommendations, and each is mutually  shaped86 by the 

acts of the other. Algorithmic alliances in everyday life are like a tango 

 because they can be highly intense, but short- lived; they can break down 

easily, be transitory, or reinforce each other over time. Unlike the tango, 

however, the power relationships between algorithms and  humans are 

much less clear and much more asymmetrical.

 These alliances have variable durations, as well as forms of  resistance, 

and all of them produce dif fer ent reconfigurations of the outputs of algo-

rithmic calculation. We know, however, that the relationship between 

individuals and algorithms is always recursive: algorithms learn quickly 

from users’ gaming attempts and therefore are able to realign themselves. 

Yet, in the course of this book, we  will see that users are also capable of 

readjusting themselves to face the new challenges posed by algorithms. 

Thus, we argue, the continuous realignment of algorithmic alliances and 

 resistance gives life to recursive reconfigurations of power balances. We 

hold that algorithmic systems are to be considered as sociocultural and 

sociopo liti cal battlegrounds where platform power and individual agency 

are continuously renegotiated.

RETHINKING DEBATES ABOUT ALGORITHMIC POWER

This chapter has sketched a multidimensional repre sen ta tion of the 

nature of the agency still available to individuals coping with algorithms. 
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Our theoretical framework is able to give an account of the complex 

entanglements existing between  human agency and algorithmic power. 

Building on both the theory of the moral economy advanced by Thomp-

son and Scott and the concepts of tactical/strategic actions envisioned 

by de Certeau,87 we have shown that the relationship between individu-

als and algorithms does not simply oscillate between two poles (tacti-

cal  resistance vs. passive  acceptance); rather, it can assume a multipolar 

nature. Our conceptual lens is an attempt to avoid a dystopian narration 

of the power of algorithms. If Zuboff is right, automated subjects “would 

allow a fully automated society to run smoothly and frictionlessly,”88 but 

the bare existence of  these practices is a clear sign of a “glitch in the 

system” or a proof that the proj ect of automating the subject triggered by 

the instrumentarian power of surveillance capitalism89 is not (at least so 

far) completely successful or frictionless. Moreover,  these practices show 

how users have not yet surrendered to algorithmic rendering of their 

online be hav iors. The tactical exercise of algorithmic agency represents a 

“threat” to the platform moral economy.

At the same time, we should also be careful not to place undue value on 

 these forms of agency and escape from overly optimistic narrations of users’ 

agency.  These practices are often not capable of overturning the balance of 

power between users and platforms, nor is this their goal (at least most 

of the time). As Buchanan reminds us in his study of de Certeau as a cultural 

theorist, tactics “are not in themselves subversive, but they have a symbolic 

value which is not to be underestimated . . .  Tactics are not liberatory in the 

material sense of the word: the  little victories of everyday life do no more 

(but, also, no less) than disrupt the fatality of the established order.”90

Perhaps  these tactics  will not disrupt the platformization of society, 

but some of them might represent the early stage of more structural forms 

of solidarity and  resistance. The conceptual framework described in this 

chapter can help us distinguish between forms of agency that aim at pure 

survival and  others that attempt to change the system. In the next chap-

ters, it  will guide us in the exploration of the manifestation of algorithmic 

agency in three fields: gig work, culture, and politics.
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ANKUSH— DELHI

Ankush is a twenty- three- year- old courier working for Swiggy, an Indian 

online food delivery  service platform founded in 2014  in Bengaluru. 

Since 2021, Swiggy has a presence in more than 500 Indian cities and has 

a fleet of 200,000 couriers. Ankush lives in Delhi and was forced to give 

up his education in  favor of pursuing work to support his  family. This left 

him with few worthwhile job options. He started working as a courier 

for Uber Eats, and then for Swiggy in 2019. He had to borrow his  father’s 

bike, and then, with his first earnings as a delivery boy, he bought a new 

one. He told us that in the beginning he used to earn quite well: “Initially, 

the platform paid us a reasonable income. I used to earn 30K–35K INR 

per month ($403– $470 per month, n.d.a.). The average salary in India is 

INR 32,800 per month ($437).1” However, as Ankush recalls,  those earn-

ings soon began to fall: “Gradually, earnings diminished as  there was a 

surge in delivery jobs.  Earlier,  there  were more  orders and fewer couriers, 

but then couriers outnumbered the area’s daily demands. Sometimes I 

received very few  orders that  were far from my location, and I could not 

earn any profit.”

With the rise of the pandemic in India, many unemployed workers 

began working for Swiggy and other Indian online food delivery  service 

3
GAMING THE BOSS
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platforms, such as Zomato and Uber Eats, and for Ankush, it was becom-

ing increasingly difficult to receive  orders. By receiving fewer and fewer 

 orders, Ankush was also at risk of dropping in Swiggy’s top courier rank-

ings and getting even fewer  orders in the  future.

Then Ankush started talking with some of the couriers he met in the 

streets of Delhi and learned that  there are a number of tricks to get 

more  orders and move up in the rankings or take a break from riding 

twelve hours a day. Ankush discovered that several experienced couriers 

share video tutorials on YouTube (see figure 3.1), in which they teach the 

tricks they know or explain their theories on how the algorithms of  these 

apps work.

Among the tricks that Ankush has learned,  there is one that he uses 

often, especially since the  orders started to drop. On days when the Uber 

Eats app  doesn’t assign him any deliveries, he opens the app from a sec-

ond smartphone. Ankush enters the app as a customer and places an 

order, and then he positions himself in front of the restaurant where he 

placed the order and awaits the order to be automatically assigned to 

him, the closest courier to the restaurant. The tactics usually works, and 

he gets the order. As soon as he has picked up the food from the restau-

rant, he switches to the second smartphone, where he acts as the cus-

tomer and cancels the order to get the refund from Uber Eats. In this way, 

Ankush- the- customer gets his money back, and Ankush- the- courier has 

3.1 A still from a typical video tutorial made by experienced Indian couriers and avail-

able on YouTube.2
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undelivered food in his hands. Uber Eats gives couriers the opportunity 

to donate undelivered food to homeless  people, but Ankush keeps the 

food and secures a  free meal.

Ankush told us that he started  doing this kind of  thing only since the 

 orders started to dwindle. For him, the illegal taking of a  free meal from 

Uber Eats represents a form of “compensation” for the damage that the 

platform has caused him by hiring new couriers and assigning him fewer 

 orders.

Ankush is just one of the millions of gig economy workers around the 

world who rely on digital platforms to earn a living and make ends meet.

INTRODUCTION

The story of Ankush was collected for our research proj ect by the Indian 

media scholar Swati Singh,3 and it represents a perfect example of tactical 

algorithmic agency not aligned to the moral economy of the platforms.

In this chapter, we  will describe several tactics like this. We  will explore 

the creative tactics, tricks, and individual and collective actions  adopted 

by couriers working for online food delivery  service platforms in China, 

India, Spain, Italy, and Mexico. Yet the same forms of  resistance that we 

observed among the couriers of the online food delivery economy can 

also be found in many other domains of the gig economy: in fact, a lot 

of recent research in all domains of platform  labor is focusing on how gig 

workers are devising tactics to partially circumvent, soothe, domesticate, 

or subvert the power of gig economy platforms.4

In the following sections, we  will first explore the operational logic 

under lying online food delivery platforms and the power that they exert 

on their workers through datafication and gamification, and then we  will 

dive into the stories of agency and  resistance among food delivery couri-

ers and  drivers.

ONLINE FOOD DELIVERY PLATFORM POWER

Online food delivery companies represent only a small part of the bur-

geoning gig economy. Gig economy workers make up a large and grow-

ing section of the population where short- term, flexible workers are paid 
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upon the completion of tasks (known as “gigs”) instead of being paid 

for the amount of time they work.  These tasks are facilitated by digi-

tal platforms, fed by data and governed by algorithms that allow them 

to quickly adapt the supply of workers to fluctuations in demand. The 

scholarly lit er a ture on the nature of the gig economy is now beginning to 

be substantial, and it is not the focus of this chapter. However, for opera-

tional purposes, we must at least provide a definition of this term, which 

encompasses a  whole range of extremely dif fer ent jobs.

Richard Heeks, a British scholar of digital development, divides it 

into digital (online  labor) and physical gig economy (location- based 

 service delivery), where “online  labor” refers to intangible work delivered 

online (such as Amazon Mechanical Turk or freelance work platforms 

like Upwork) and “location- based  services” (such as ride- hailing or food 

delivery) refers to  those jobs that are  organized digitally but delivered 

physically.5 Other scholars propose more subtle definitions of gig work 

and digital  labor.6 In all  these cases, the use of algorithms to govern spa-

tially dispersed workforces is a defining feature of the  labor  process: algo-

rithms, according to the Italian digital  labor scholar Alessandro Gandini, 

“a) regulate the  organization and execution of pre- determined, paid work 

activities; b) determine the value of such work through opaque calcula-

tions; and c) use ‘productive metrics,’ particularly reputation scores, as 

tools of control and surveillance.”7

Gig work is based on algorithmic forms of management. According 

to David Stark and Ivana Pais, “In contrast to Scientific Management 

at the turn of the twentieth  century, in the algorithmic management of 

the twenty- first  century  there are rules but  these are not bureaucratic, 

 there are rankings but not ranks, and  there is monitoring but it is not 

disciplinary.”8

A working paper published by the Organisation for Economic Co- 

operation and Development (OECD) defines gig economy platforms

as two- sided digital platforms that match workers on one side of the market to 
customers (final consumers or businesses) on the other side on a per- service (gig) 
basis. This definition excludes one- sided business to- consumer platforms such 
as Amazon (trading of goods) and two- sided platforms that do not intermediate 
 labor such as Airbnb (intermediation of accommodation  services). As such, gig 
economy platforms are a subset of the “platform economy” (encompassing any 
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type of one- sided or multi- sided digital platform) and the “sharing economy” 
(encompassing any type of multi- sided peer- to- peer platform).9

Gig work is a world phenomenon. In fact, it is spreading rapidly not 

only in Western countries, but also in the Global South.10 A recent pro-

jection says that in China, up to 400 million  people (half the total work-

force) could be employed through gig economy platforms by 2036.11

The history of online food delivery is relatively recent. Some compa-

nies, such as Just Eat, have been around since 2001, but most have taken 

off since the second  decade of the twenty- first  century. China’s Ele.me 

was founded in 2008, as was Zomato in India, while Meituan (China) was 

founded in 2010, Deliveroo (UK) and DoorDash (US) in 2013, Uber Eats 

(US) and Swiggy (India) in 2014, and Glovo (Spain) in 2015. App- mediated 

food delivery is a  service that has expanded rapidly worldwide, driven by 

the global spread of smartphones and the rise of urban, young, credit 

card– using, middle- class consumers accustomed to shopping online. The 

rise of  these food delivery start- ups has been rapid since their very incep-

tion, but it was the COVID-19 pandemic that began in 2020 that turned 

 these  services into a global mainstream habit with platform couriers as 

icons of the global working class during the pandemic.

According to the International  Labor  Organization,  there  were 489 

active ride- hailing and delivery platforms worldwide in 2020, ten times 

the number in 2010.12 The global online food delivery market reached a 

value of $126.91 billion. New forecasts expect the market to reach $192.16 

billion in 2025.13  These apps are changing the way that we get food on 

the  table, both in the Global North and the Global South. Thousands of 

delivery workers are whizzing through the streets of global cities, their 

colorful backpacks slung like cube- shaped bundles over their shoulders. 

But how do  these companies control and govern  these huge, constantly 

moving streams of food without it arriving too cold or spoiled?

frAnk And Its sIBlIngs: tHe comPutAtIonAl Power of 

onlIne food delIvery PlAtforms

Frank is the answer. “Frank” is the name that Deliveroo’s designers 

have given to their complex system of algorithms, what they also call 
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the “dispatch engine.” It is constantly calculating and recalculating the 

“best” combination of couriers to  orders using predictions for courier 

travel time, food preparation time, and other  factors. Frank calculates 

that using machine learning models which are trained on Deliveroo 

historical data.

The engine of Frank uses complex machine learning algorithms and 

vast quantities of data to make predictions and decisions about  drivers in 

real time and stack  orders based on  these decisions. Its developers claimed 

that “it is even able to change its mind about assignments in response to 

real- world events, such as travel delays. . . .  Frank is a complex system, 

based on a  whole host of machine learning models that  we’re constantly 

tweaking and iterating on to improve operational efficiency.”14

In other words, Frank is the algorithmic interface between the online 

food delivery com pany and its courier fleet. Its code contains the math-

ematical formula that governs the working time and physical efforts of 

the couriers. Frank is the infrastructure on which Deliveroo’s power lies. 

 Every online food delivery com pany has its own Frank. At Foodora (a 

Berlin- based food delivery platform), for example, they called their sys-

tem the “Hurrier.”

The power of the new online food delivery platforms, like that of all 

online platforms, relies on their ability to collect and analyze data. Online 

food delivery  service platforms rely heavi ly on data and machine learning 

to increase efficiency and improve workforce management.15 The power 

of  these platforms is therefore primarily computational.  Every action per-

formed by the couriers is broken down,  measured, and compared to that 

of the other couriers on duty. This huge amount of data that Frank and 

the other algorithms are constantly digesting is used by the platform to 

predict which courier  will be best suited to receive the next incoming 

order. The physical  performance of the couriers is constantly compared 

against each other in an invisible competition that never ends.

Only the enormous computational power embodied by Frank and his 

peers allows online food delivery platforms to manage, compare, and 

rank in real time the thousands of couriers working for them in hundreds 

of cities around the world.

This computational power has allowed  these companies to minimize 

management costs, but it does not eliminate them altogether. In fact, 
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it would be incorrect to think that algorithms like Frank have simply 

replaced  human management and automated delivery work. Frank and 

the  others are in fact algorithmic infrastructures that augment, not 

replace, the work of  human management. They are like exoskeletons 

worn by  human man ag ers to make their work more efficient. Courier 

management is not fully automated, but we can think of it as a form of 

 human work augmented by algorithms, or, even better, a task that is done 

partly by algorithms and partly by  humans. In a previous study that one 

of us did with another Italian researcher on  music streaming platforms,16 

we demonstrated the complex entanglement between  human and algo-

rithmic  labor that exists, to varying degrees, across all online platforms 

and algorithmic media.

In the case of online food delivery platforms, algorithms automatically 

assign  orders to couriers, but each com pany has hired  humans to con-

stantly oversee this  process and control the couriers’ movements.  These 

 humans, called “dispatchers,” work in facilities that provide real- time 

centralized monitoring, control, and command of the workforce. They 

have large screens in front of them, on which they can monitor in real 

time the movements of the couriers who are active at that moment. In 

front of their eyes, the  whole orchestra of couriers is constantly moving, 

like an urban symphony where the score is written by algorithms and the 

couriers are the musicians called upon to perform the score to the letter. 

But the symphony is not entirely directed by algorithms: the dispatchers 

are codirectors of the orchestra and are able to modify the “score.” The 

affordances of the platform allow the dispatcher to intervene strategi-

cally in the assignment of  orders, the price of a delivery, and the assign-

ment of a bonus to convince the courier to accept a particularly laborious 

order: a delivery along a bumpy route or with excessively heavy goods, 

for instance.

Figure 3.2 shows how dispatchers can intervene in  orders. The cou-

rier contacted the corporate chat to complain about an order of  water 

 bottles totaling 94 kilograms. The dispatcher de cided to offer the courier 

an incentive (bonus) to complete the order:

glovo dIsPAtcHer: I’ll add you the bonus

courIer: No, that’s impossible, 94 kg! Is the customer out of her mind?
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glovo dIsPAtcHer: What do we do now? Do we call the client and tell 

her it’s too much?

courIer: Do you want to come and do it yourself?

glovo dIsPAtcHer: I understand, but that’s why we have you couriers 

with cars.

courIer: And I understand that I have to load and unload 47  bottles of 

2 litres each.

3.2 Screenshot of a conversation in the Glovo corporate chat between a dispatcher 

and an Italian female courier on December 12, 2020.
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glovo dIsPAtcHer: Do you want to reassign (the order)?

courIer: I would say yes.

In this case, the Glovo dispatcher can intervene in the allocation of 

 orders. Each platform has dif fer ent rules, and not all dispatchers hold the 

same powers. Other companies worked differently. Foodora, for exam-

ple, so long as it operated in Italy, outsourced the work of dispatchers to 

Italian contractors based in Berlin. According to a journalistic investiga-

tion by the Italian weekly magazine L’Espresso, Foodora dispatchers could 

intervene in the functioning of the algorithm:

Sometimes we had to fix the algorithm, when the automatic mechanism attrib-
uted deliveries in an inefficient way. I followed the riders’ routes in detail, I 
knew the average speed at which they  were riding or driving, the entire history 
of their past  rides. If it was raining hard, or  there was a very long route to cover, 
or a dish had to be picked up at a place that we knew was frequently slower than 
it should be, I could assign “doubles,” i.e. double compensation for that single 
delivery, which was considered more onerous.17

Couriers’ management is therefore a hybrid job, partly entrusted to 

algorithms and partly to  humans. Thanks to the software at their dis-

posal, dispatchers keep control of entire fleets of couriers, whose per-

petual movement generates a constant flow of data, which serves both 

the algorithm and the dispatcher to make decisions on the allocation 

of  orders. The moving body of couriers is broken down into a flood of 

data, and the analy sis of the data allows the platform to give the courier 

an overall ranking. This ranking serves as the infrastructure of the gami-

fication mechanisms designed by the platforms to “nudge” couriers to 

optimize their  performance. According to the new media scholars Niels 

van Doorn and Julie Yujie Chen, the goal of gamification is the same 

everywhere, for  every platform: “to manipulate their flexible  labor supply 

in an agile and cost- effective way—to thereby elicit higher productivity 

and meet expectations of investors and shareholders.”18

rAnkIng systems And gAmIfIcAtIon

Each com pany has  adopted its own ranking system, which is, in part, vis-

i ble to couriers. Depending on their position in the ranking, the couriers 

can obtain certain benefits and hope to earn more money. For example, 
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in India, Zomato ranks delivery workers across four hierarchical levels 

according to their  performance— Diamond, Gold, Silver, and Bronze. 

Based on their daily experience, our Indian interviewees believe that 

 those who have better ratings get more incentives and better  orders in 

terms of the “fairness” of the price. In China, dif fer ent online food deliv-

ery  service platforms set up dif fer ent ranking systems.  These platforms 

imitate the ranking system of the highly  popular Chinese online mobile 

game Honor of Kings.19 Meituan, one of the most  popular online food 

delivery platforms in China, divides couriers into four levels according 

to their weekly  performance: Bronze, Silver, Gold, and Kings, the high-

est and most coveted by the couriers. Each level is then subdivided into 

four sublevels, like Bronze 1, 2, 3, and 4. Ele.me, another  popular Chinese 

online food delivery platform, divides couriers into six levels based on 

their  performance: Bronze, Silver, Gold, Platinum, Diamond, and Kings.

 Every platform follows the same basic princi ple: the higher the level 

of the courier, the better the chance that they  will receive more  orders. 

Higher- level couriers told us that they have experienced higher revenue 

and better benefits, such as extra  orders given by the platform. Chinese 

high- ranking couriers have a dedicated  service hotline and faster appeal 

efficiency. According to interviewee L, one of the most valuable benefits 

is that Kings have seven “privilege”  orders. So long as couriers have access 

to the option of “privileged order,” they can choose a specific area and 

they  will have priority to select the high- priced  orders in that area.

To encourage couriers to take more  orders, Chinese online food deliv-

ery platforms hold weekly, monthly, and quarterly competitions. So long 

as the Chinese couriers complete the targets set by the platform, they can 

get cash or other rewards (such as  free electronic bicycles, mobile phones, 

Bluetooth earbuds, power banks, and other daily supplies) from the plat-

form. For example, according to interviewee I, Meituan used to have 

summer competitions for  Service Platform Couriers (SPCs)20 in Dongguan. 

Couriers who earned 63 points during a period of fifteen weeks received 

an additional cash prize (3,388 yuan, corresponding to about $476).

Mexican online food delivery platforms also follow a similar logic, 

setting daily, weekly, and monthly targets as  performance incentives for 

couriers, as well as inviting couriers to compete against each other for spe-

cial prizes.
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Online food delivery companies in Italy and Spain similarly adopt 

gamification mechanisms. To access working hours, Glovo requires that 

couriers reserve them in advance. Access to  these working hours is condi-

tioned by the courier’s level of excellence (ranging from 1 to 100), which 

is mainly determined by a black- boxed mix of the following  factors: 

se niority, efficiency, hours worked during high- demand hours, and cus-

tomer ratings. This system of “excellence” represents, for all the couri-

ers interviewed, the main source of emotional stress. At the same time, 

workers feel that they are in a situation of defenselessness (especially in 

3.3 Daily ranking shared by a Chinese courier of Ele.me in Knights League (KL)’s 

WeChat group, November 18, 2020.21
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the face of dependence on customer ratings, against which they have no 

right of reply). David, a Spanish courier,22 got a poor rating and asked 

Glovo why the customer had rated him negatively. The com pany refused 

to give him any information, and the negative review from the customer 

immediately reduced his level of excellence. A higher score allows  earlier 

access to the work shift booking system:  those with higher scores have a 

better chance of finding more available shifts or more shifts at times of 

high food demand. This model generates remarkable inequalities within 

the fleets of couriers, since  there are workers who can work up to twelve 

hours a day while other workers can access only an extremely reduced 

number of hours at times of high demand (Friday, Saturday, and Sunday 

nights). This means that if  there are already many couriers in a city with 

long experience and high scores, it  will be almost impossible for newcom-

ers to enter the field and increase their scores.

 Until November 2, 2020,23 Deliveroo Italy used to rank couriers as well. 

The Deliveroo ranking divided the couriers into three brackets. Couriers 

with the highest reliability score could access the working hours booking 

system  every Monday morning at 11 a.m., while  those in the second tier 

could do so beginning at 3 p.m. and  those in the third tier only from 5 

p.m. on. Many Italian couriers told us the same  thing: if, for some reason, 

someone  couldn’t work during the weekend, when the demand for  orders 

is at its peak, Deliveroo’s system would lower their reliability score, and 

then it would be extremely difficult to improve their rankings.

Other apps, such as Uber Eats or Stuart, operate without a rating and 

excellence system and allow their workers to log on at any time and start 

taking  orders. This offers a higher level of autonomy to couriers. Yet, since 

couriers’ income depends only on the number of packages delivered and 

not on the hours they worked, they usually tend to remain logged in to 

the platform for as long as pos si ble, even when the frequency of  orders is 

meager. Although  these apps have apparently abandoned the idea of tak-

ing statistics, many couriers have told us that they suspect that  orders are 

awarded on the basis of rankings that are invisible to them, even though 

they cannot prove it. For instance, according to his experience as a cou-

rier and a member of a Spanish trade  union, Pepe is convinced that some 

online food delivery platforms give preferential treatment to certain cou-

riers who publicly support their ethics or are extremely compliant with 
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their rules. In addition to  these ranking systems, platforms use other sys-

tems to incentivize couriers to work harder and compete against each 

other. Online food delivery platforms make frequent use of algorithmic 

nudges to influence their couriers.  These nudges include surge pricing 

predictions, notification pushes, and weekly  performance reports. Surge 

pricing, in par tic u lar, is an algorithmic- oriented system that uses price 

adjustments as financial incentives to redistribute the workforce in a ter-

ritory,24 and it is widely used by ride- hailing platforms too.

In Italy, for example, as of November 2, 2020, Deliveroo modified the 

maps of the cities where couriers work and divided the urban areas into 

hexagons. The higher the figure within the hexagon, the more  orders 

available in that area. The app sends notifications to couriers’ mobile 

phones to let them know that  orders coming from certain area of the city 

are expected to surge in the next few minutes. Uber Eats  adopted similar 

heat maps too, as seen in figure 3.4.

The computational power of online food delivery platforms allows 

them to govern a dynamic workforce and respond in real time to changes 

in demand. This power severely limits the autonomy of couriers, bind-

ing their actions to the technological affordances and  legal rules of the 

platforms.

The increase of computational resources at the disposal of gig econ-

omy companies in such markets as online food delivery has shifted the 

balance between capital and  labor in  favor of the former. Yet, as we  will 

see in the following sections of this chapter, this relationship, though 

strongly asymmetrical, rests on an unstable equilibrium: we  will show 

how couriers have developed dif fer ent tactics to resist the computational 

power of platforms, exploiting their loopholes and eventually “gaming” 

their (algorithmic) bosses.

GIG WORKERS STRIKE BACK: RESISTING PLATFORM POWER

Food delivery couriers perform a highly fragmented job: each one darts 

down the street locked in their own  bubble, constantly bouncing like 

a pinball from restaurants to customers’ homes. Couriers do not share 

the same workspace, as factory workers do. This spatial fragmentation 

slows the establishment of collective consciousness among them. The 
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3.4 Areas of higher demand on Uber Eats (1.3x) in Turin, Italy, in March 2021.
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Italian social movement scholar Donatella della Porta and her colleagues 

showed how the work of food delivery couriers exhibits at least five types 

of fragmentation:  legal (they are self- employed), technological (they are 

individually governed by an algorithm),  organizational (piece- rate work), 

spatial (they are dispersed in urban space), and social (high ethnic het-

erogeneity).25 Yet workers continue to  organize collective action26 and 

“mobilize against the odds,” as della Porta et al. rightly point out.27

In fact, within a few years from the founding of the first gig economy 

start- ups, gig workers realized the precariousness and lack of rights in their 

new jobs. Soon, protests, strikes, and riots began to break out everywhere. 

Deliveroo, one of the world’s most famous food delivery companies, was 

targeted by protesters for the first time in 2016, only three years  after its 

founding. On August 10, 2016,  after testing a new payment model, which 

the com pany claimed had been a success, Deliveroo UK began paying 

couriers a fixed price per delivery of £3.75 rather than the current hourly 

rate of £7 per hour plus £1 per delivery. This has left some of Deliveroo’s 

UK couriers unhappy enough to hold something akin to a strike. Out-

side the Deliveroo headquarters in London, more than 100 self- employed 

workers gathered calling for the com pany to keep the hourly rate.28

not only rIots: tActIcs of everydAy  resIstAnce

However,  these expressions of anger and protest against the ominous 

consequences of the rise of platform capitalism should not be seen as 

an entirely new phenomenon. The  human geographers Jamie Peck and 

Rachel Phillips critique the exaggerated claims to the novelty, and indeed 

the revolutionary significance, of the concept of platform capitalism 

through a Braudelian approach that allows them to situate platform capi-

talism within the long duration of industrial capitalism: “The Braudelian 

schema requires that platform capitalism is situated, both historically and 

geo graph i cally, in this case both as a distinctive conjunctural moment 

and as an epiphenomenon of variegated and globalizing pro cesses of 

financialization and neoliberalization.”29 Core features of platform capi-

talism like monopolization and concentration, according to them, are 

recurrent tendencies of the capitalistic system. Then, if platform capital-

ism is merely the mask that cap i tal ist accumulation has taken on in the 
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digital age, platform workers’ contempt and dissent against it are also 

merely the latest stage in a long history of workers’ protests that always 

operated to subvert, alter, or take over the pro cesses of production.  There 

is a large body of lit er a ture on how this operated during industrial capital-

ism30 and during the early stages of the web economy.31

Riots, un regu la ted strikes, and protests are a prosecution of  those 

past workers’ strug gles and represent only the most obvious manifesta-

tions of the dissent and discontent that has animated gig workers in 

recent years. For city traffic blocks, couriers’ pickets in front of a plat-

form’s headquarters and riots explode when anger and discontent reach 

unbearable peaks when workers see no other way to get by and make 

ends meet. Yet  these forms of public  resistance to the power of the plat-

forms are only the tip of the iceberg, the most vis i ble form of dissent 

that runs like an under ground river through the fabric of gig workers’ 

daily lives. Most gig workers do not want to destroy the work that lets 

them earn a living, at least somewhat. They just want to improve their 

conditions. When gig workers do not take to the streets to protest, that 

does not mean that they are happy with their jobs— they are simply 

busy surviving, trying in vari ous ways to make the most of the work. 

The ways in which they try to survive in many cases lead them to per-

form actions considered illegitimate or immoral by the platforms.  These 

actions are precisely the subject of this section and, inspired by the work 

of James Scott, we understand them as con temporary forms of “every-

day  resistance.”

Everyday  resistance, a theoretical concept introduced by Scott,32 

describes all forms of dissent that are not as dramatic and vis i ble as riots 

and revolutions. Everyday  resistance be hav iors of subaltern groups (for 

example, foot- dragging, escape, sarcasm, passivity, laziness, misunder-

standings, disloyalty, slander, avoidance, or theft) are typically hidden 

or disguised. As highlighted by the  resistance scholars Stellan Vinthagen 

and Anna Johansson,  these activities are tactics that “exploited  people 

use in order to both survive and undermine repressive domination; espe-

cially in contexts when rebellion is too risky.”33

Wherever algorithms are employed to manage workflows and workers’ 

actions, we discovered tactics in ven ted by the workers themselves to par-

tially and temporarily circumvent or subvert platforms’ computational 
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power. The creativity of gig workers in crafting tricks and inventing prac-

tices to game the algorithmic systems that govern them is astounding.

The delivery  drivers working for Amazon are driven by an algorithm 

that constantly monitors them and optimizes delivery times. They are 

 under so much pressure that some of them have admitted to urinating in a 

 bottle while driving to save time. To alleviate this pressure, even partially, 

the  drivers have developed very creative tactics.34 Even  people who work 

in Amazon’s ware houses are subject to enormous scrutiny and control by 

both  human supervisors and automated systems.  Every picker (the per-

son who searches for goods on the shelves of the Amazon ware houses) is 

equipped with a scanner. The scanner is a power ful surveillance tool that 

rec ords the picker’s productivity rate— displaying it on its interface— and 

the time between the scan of one object and the next one (called Time 

Off Task, or TOT).35 If the TOT of a picker exceeds fifteen minutes or 

their  rate falls below the prescribed speed for the day, they  will get a visit 

from a man ag er or a write-up. “Rates are used as Damocles’ sword,” Char-

lie said. “You can be king, but  there’s a blade hanging above your head 

held by a thin hair.”36 At the end of each daily shift, man ag ers publish a 

ranking of each worker’s productivity, and the most productive get small 

rewards like Amazon mugs or  T-shirts.

According to the American journalist and writer Sam Adler- Bell, who did 

research on  resistance tactics inside Amazon ware houses, online Amazon 

worker forums are full of descriptions of strategies for artificially boosting 

rates.37 As reported by Adler- Bell, “One worker discovered that man ag ers 

 were basing his productivity numbers on how quickly he started work  after 

a break. By leaving a count loaded in his scanner, he could trick the com-

puter into thinking he had resumed work with a flurry of activity.  Others 

boost their count by rapidly scanning several bins of small items.”38

Like other similar  resistance practices employed by workers of the 

Industrial Age,  these are only temporary remedies to the pressure exerted 

on them by the complex entanglement of  human and algorithmic work-

force management. At least, they allow workers to catch their breath dur-

ing grueling shifts, to escape the surveillance of the algorithmic boss for a 

moment, to bring home a few extra dollars at the end of the day, or sim-

ply to put a stick in the wheels of platform capitalism and slow its race—if 

only for a few seconds. Algorithms, as Fabian Ferrari and Mark Graham 
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argue, “do not have hegemonic outcomes, and they do not entirely strip 

away agency from platform workers.”39

EVERYDAY ALGORITHMIC ALLIANCES AND  RESISTANCE AMONG 

FOOD DELIVERY COURIERS AND  DRIVERS

What drives couriers around the world to break the rules of the platforms 

they work for and risk being banned by them? What motivates them to 

team up with each other to beat Frank?

From Mexico to India, from Spain to Italy, couriers gave us similar 

answers: they want to improve their living conditions and have a decent 

job that allows them to support their families or their studies. They have 

no interest in ripping off the multinational companies they work for, but 

most of them recognize that if they had always respected the rules of the 

game, they would not have been able to survive.

 There are many differences between the couriers we interviewed in 

India, Italy, Spain, Mexico, and China: each of them holds dif fer ent cultural 

and social capital and belongs to manifold social classes. Education levels 

among couriers are highly variable, not only from country to country, but 

also within the same city. Yet, despite the considerable differences in class, 

age, ethnicity, and cultural capital, the tactics and strategies developed by 

couriers to curb the power of platforms are strikingly similar. Faced with 

similar exploitative conditions, couriers from all over the world reacted 

in a similar way, regardless of their geo graph i cal or cultural differences. 

In all cases, we noted the emergence of patterns of  resistance based on 

similar practices, which can be divided into two macrogroups: individual 

and collective tactics and strategies. The former are practices employed by 

individual couriers to improve their personal condition, even to the detri-

ment of their colleagues. The latter are always the result of coordinated 

actions, requiring time and cooperation among colleagues to be effec-

tive and aiming to improve the collective working conditions. Both sets 

of practices, however, are learned, discussed, and refined in the private 

online chat groups created by couriers to talk about their work, and to 

which we  will devote specific attention  later in this chapter.

However, since the relationship between couriers and platforms is sym-

biotic and dynamic, our findings can only crystallize specific moments. 
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As soon as platforms change their rules, tariffs, and algorithms, couriers 

adapt accordingly and develop new practices, which quickly circulate in 

the private chat rooms. At the same time, as soon as a platform discovers 

an illegal practice, it introduces new changes to prevent couriers from 

continuing to benefit from it. The relationship between couriers and 

platforms can be represented as a constant cat- and- mouse game, or as 

a tango in which one of the two dancers is much more dominant than 

the other.

In the following discussion, we  will describe the individual and col-

lective tactics that occur most often among online food delivery couriers. 

Some tactics have been omitted at the explicit request of our interview-

ees,  either  because they are practices still unknown to the platforms or 

 because of the fear of being discovered by the platforms themselves.40

IndIvIduAl tActIcs And strAtegIes Between  resIstAnce 

And oPtImIZAtIon

Some couriers refuse an order, while  others keep a diary of their move-

ments and earnings. Some couriers take shortcuts to save time, some eat 

undelivered  orders, some arrange with a restaurant to pretend to deliver 

a pizza, some resort to bots to book work shifts, and some invent mul-

tiple identities to have a better chance of receiving an order. The galaxy 

of individual tactics to make ends meet is vast and ever- changing. From 

this galaxy of practices, we have chosen nine as manifestations of algo-

rithmic agency (a concept discussed in chapter 2) exercised by couriers.

dIArIes As “tecHnologIes of tHe self”

Some couriers keep diaries,  either in paper notebooks or on their smart-

phones (see figure 3.5). For example, Bruna, one of the few female couri-

ers working in Florence, Italy, has been keeping a handwritten diary of 

all her deliveries for two years. She takes note of the price, the distance, 

and the location of each delivery she makes, and before accepting a new 

order, she checks  whether the distance estimated by the food delivery 

app corresponds to that provided by Google Maps. Sometimes she dis-

covered significant differences between the two estimates. Bruna uses 

the notebook to keep track of her earnings, to monitor her work, and to 
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understand the days and time slots in which she receives more  orders. 

She looks at  these data in search for emerging patterns, such as areas 

where the algorithm sends her more often to make deliveries.

Through  these diaries, couriers try to regain a share of control over 

their work. Instead of being passively datafied, they can reappropriate 

information to accomplish, by their own  limited means, what algorithms 

do in the blink of an eye: gather and analyze data. They employ diaries 

as tools to optimize their work and improve their  performance.  Here, the 

diaries function as “technologies of the self”41  because they allow workers 

to improve their knowledge about themselves.

We can thus understand this practice as a form of algorithmic agency 

that can be both strategic and tactical (depending on the resources and 

knowledge available for the analy sis of their own data). Tactics like this 

tend to increase worker productivity, and thus generate greater value 

for companies. We cannot properly consider them forms of  resistance 

 because they are aligned with the moral economy of platforms, although, 

as in this case, they try to resist passive datafication of one’s work and 

regain some form of control over it.

3.5 Screenshot of an electronic note taken by a courier working in the hinterland of 

Milan, Italy.42
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AutomAtIc BookIng of workIng sHIfts

The practice of automatic booking of shifts generates a high volume of 

conversations in couriers’ private online chats and is also one of the most 

hated among them. Bots are subscription- based apps that can cost as 

much as 30–50 euros per month. They are effective only in cases where 

couriers work on platforms that adopt ranking systems that determine 

access to shifts. In this kind of platforms, such as Just Eat or Deliveroo,43 

couriers have to book the hours made available by the system for each 

area in which a given city is divided. As soon as the system makes new 

shifts available, hundreds of couriers are ready with their phones in their 

hands to book them. If they arrive late, they risk not finding any more 

available hours, which can have a negative impact on their ranking (not 

to mention their income).

Bots help eliminate this risk: the app installed on the smartphone is 

always active in the background, and as soon as a shift becomes available, 

the bot automatically books it for the courier (see figure 3.6).

Couriers who use bots accumulate more hours than  those who book 

their hours manually. This practice is highly criticized by couriers, though, 

as it is considered unfair competition.

In  these cases, we can define the agency of  those using bots as a form 

of strategic algorithmic agency, which uses economic resources (the 

monthly subscription to the automatic booking  service) and long- term 

computational resources to optimize the  performance of the couriers, in 

line with the moral economy of the platform, which does not prohibit 

the use of bots and nudges couriers to compete by all pos si ble means. As 

with the case of keeping diaries, this tactic does not challenge the moral 

economy of the platforms; rather, it tends to optimize it, seeking to make 

the best use of bots to better survive competition with other workers.

workIng for multIPle PlAtforms

Zizheng, a Chinese courier, usually uses multiple mobile phones to regis-

ter on dif fer ent platforms to ensure that he is available for work on all of 

them at the same time. Working for several platforms at the same time is 

an extremely  popular practice and the subject of several studies.44 It is not 

banned by platforms in itself, although some countries such as China do 
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forbid this activity. Platforms allow couriers to work for more than one food 

delivery com pany only  because banning that could be used by  European 

trade  unions to prove that couriers are not autonomous workers, as the 

platforms would like to pre sent them as being. Even though this practice is 

not banned, platforms highly discourage it, trying to retain their “partners” 

(as they call the workers) through complex mechanisms of gamification, 

incentives, and bonuses. This kind of practice lies somewhere between the 

moral economy of the platforms and that of the couriers: although the plat-

forms do not forbid it, it is strongly discouraged. Workers who adopt it 

say that they do so unwillingly, and they justify the potential harm to the 

customer by blaming the platforms for lowering rates too much and push-

ing them to find  viable alternatives to increase their earnings. It is a tacti-

cal form of agency, with no long- term strategy. At times, it is  adopted as a 

safety net when a courier is not receiving enough  orders.

3.6 Screenshot of an app for automated booking of working shifts,  running on the 

smartphone of a courier in Turin, Italy.
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multIPle Accounts on tHe sAme PlAtform

Another widespread practice is to have several accounts open on the 

same platform to increase the chances of receiving an order. This practice 

is also highly criticized by most couriers, as it is considered unfair com-

petition. A courier who runs several accounts must have several mobile 

phones, on each of which the courier has registered a dif fer ent account 

 under the names of friends,  brothers, wives, grandparents, or other rela-

tives who have agreed to provide their personal data. Such a person is 

working, literally, “for three.”

This practice is considered illegal by the platforms and strongly dis-

couraged: if a platform discovers that a courier is using dif fer ent accounts 

at the same time, it can ban her for months or even altogether, without 

providing any explanation for its decision. The Spanish food delivery 

com pany Glovo, for example, has introduced facial recognition software 

to verify the identity of each courier at the beginning of a shift. The plat-

form, therefore, imposes a deeply invasive surveillance on its employ-

ees, and yet one courier from Naples, in a private chat on WhatsApp, 

explained how to “cheat” the software: “I scan my cousin’s ID. I put my 

picture in place of his, I scan it, and I send it to Glovo. Then I open an 

account in my cousin’s name. I have three accounts with the same face. 

You can counterfeit anything!” This tactic also tends to optimize worker 

productivity at the expense of  others. It is, however, only partially aligned 

with the moral economy of platforms  because while it accepts the ethics 

of competition, it does not accept the ethics of surveillance imposed by 

them through facial recognition software and identity monitoring.

order refusAls

Delivering a Peking duck in the suburbs of a Chinese metropolis can be 

a feat worthy of the protagonists of The Fast and the Furious: traffic, con-

struction, police, no-go lanes, bad roads, and unknown street names can 

slow the delivery considerably. We discovered that in China, experienced 

couriers used to reject  orders from a certain region, indirectly forcing the 

platforms to increase the delivery price or provide extra tips.  These cou-

riers know that  orders in some areas are more difficult to complete for 

reasons that can range from the absence of an elevator in high buildings, 
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which forces the courier to climb multiple stairs, to the difficulty of com-

pleting an order in an area that is too big or complex. When they encoun-

ter  orders from  these areas, couriers do not accept them (e.g., they can 

directly reject  orders dispatched by the system or choose to take a break 

by logging out of the system)  because they consider the price offered by 

the platform to complete the delivery as too low.

In an Italian courier chat, for example, one worker suggested the fol-

lowing tactic to group members, based on rejecting unprofitable  orders: 

“We need to educate the algorithm at our own pace: since  every time 

you reject an order its price is recalculated by increasing a percentage 

of compensation, regroup in the same spot and reject  orders  until you 

see the most suitable compensation appear” (emphasis mine). As noted 

by Francesco Bonifacio, who produced an impressively rich ethnography 

of Italian food delivery workers, “Learning to select which deliveries to 

accept and which to reject is a way of gaining control over the temporal 

rhythms of the work practice.”45 Through this practice, couriers exercise a 

form of tactical agency aligned with the moral economy of the platform.

do not follow tHe PlAtform route

Most food delivery platforms do not offer their couriers hourly rates but 

rather pay them a dynamic rate for  every order they deliver. This logic, 

together with gamification mechanisms, puts a lot of pressure on work-

ers, who try to speed up delivery times to be available to receive a new 

order as soon as pos si ble. The faster couriers are, the more they earn. How 

can delivery times be shortened? They can  ride harder, but they can also 

use shortcuts.

Experienced couriers usually take vari ous shortcuts based on their own 

urban experience to save the delivery time for each order (even though 

some of them are obvious violations of traffic rules). In figure 3.7, we can 

see a conversation between Chinese couriers in a private chat room, where 

they exchange information on how to deliver faster.

Chinese couriers do not follow the route suggested by the algorithm; 

instead they choose to create their own paths through urban traffic, just 

as the pedestrians described by de Certeau46 used to create their own paths 

in the interstices of urban spaces to connect isolated areas. This practice 
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represents a form of tactical agency, but it does not compete with the 

moral economy of the platform. Rather, it tends to optimize the urban 

 performance of the couriers without submitting their bodies to the auto-

mated global positioning system (GPS) guidance of the platform.47

SHUADAN

In China and India, some couriers have registered on food delivery plat-

forms as both couriers and customers. When  orders decrease or when a 

courier wants to increase her ranking, they sometimes resort to a tactic 

that Chinese couriers call Shuadan, a Chinese verb that means “to cre-

ate fake  orders artificially.” Two types of Shuadan exist: courier- led and 

restaurant- led. Courier- led Shuadan means that a courier uses two or more 

mobile phones to act as the customer and the courier at the same time. 

3.7 In a private WeChat group set up by couriers, courier A is sharing his experience 

of how to complete more  orders with  others, “ Because the delivery time is tight, I  don’t 

follow the routes set by the platforms.” courier A says. Courier B thanks A for sharing, 

and courier C compliments A for completing so many  orders.
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In the first step, the courier uses one phone and number to register a cus-

tomer account on one food delivery platform app, and then uses another 

phone and number to register a courier account on the same platform. In 

the second step, the courier pretends to be a customer, places an order on 

the first phone, and then use his second phone to immediately grab the 

order that he has just placed. To increase the success rate of Shuadan, 

the courier chooses a restaurant closest to him with no other couriers 

nearby, so  there is a high probability that the algorithm  will dispatch the 

order to him  because he is the courier closest to the restaurant.

Restaurant- led Shuadan means that some newly opened restaurants/

food- manufacturers cooperate with the couriers to Shuadan in order to 

receive more  orders and improve their scores and rankings on the plat-

forms. Restaurants/food manufacturers  will play the role of fake custom-

ers, place  orders (they do not need to actually prepare the food) on the 

platforms from their restaurants (the location of  these fake customers are 

usually near the restaurants, which is set by  these restaurants in advance), 

and ask the couriers who usually wait outside the restaurants to “pick up” 

the  orders and to push the “Delivered” button directly on the platforms’ 

apps. By  doing so, the courier can get more  orders and obtain the delivery 

fees for  doing nothing.

We can understand this tactic as a manifestation of algorithmic tacti-

cal agency not aligned with the moral economy of the platform  because 

it attempts to hack the order allocation system and partially take control 

of it.

delIverIng outsIde tHe PlAtform

In India, while working for online food delivery platforms, couriers find 

other ways to earn money at the same time. In Delhi, sometimes cus-

tomers, in addition to the order placed on the platform, ask couriers to 

bring grocery products from the shop nearest to them. For this “double” 

delivery, the couriers receive an extra payment from the customers. On 

other occasions, they use the delivery route to carry out other small jobs 

or deliver other types of goods to regular customers who contact them 

directly on the phone, bypassing the platform altogether.
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order steAlIng

Stealing an order is a common practice in all the geo graph i cal con-

texts that we studied, but only  under specific conditions. In such cases, 

couriers accept an order and heads  toward the restaurant to pick it 

up. At the restaurant, they pick up the food, but, instead of confirm-

ing on the app that they have done so, they reject the order. At this 

point, the order returns to the system and is assigned to another cou-

rier, but when the second courier arrives at the restaurant asking for 

the order that they have been assigned to, they discover that the order 

has already been picked up. Manuel, a Spanish courier, says that this 

is a practice that almost all the couriers have experimented with at 

least once in their life. Yet couriers from China, Italy, Mexico, and India 

told us that they only decide to steal an order when they are starving or 

when they feel resentment  toward the platform. They understand this 

as a form of mild retaliation against the platform’s exploitation. This 

practice is morally frowned upon by couriers in the Western world, but 

in dif fer ent contexts, such as India, it is considered legitimate in cases 

where few  orders arrive and couriers are profoundly poor and hungry. It 

is clearly a form of tactical agency not aligned with the moral economy 

of the platform, which does not include the possibility of appropriating 

the order.

collectIve tActIcs And strAtegIes Between  resIstAnce 

And oPtImIZAtIon

In addition to adopting individual practices of  resistance or optimiza-

tion of their own  performance (more or less aligned with the moral 

economy of platforms) couriers have developed collective practices, 

which require coordinated actions to achieve common goals.  These are 

forms of cooperation and solidarity that challenge the individualistic 

logic encoded in the algorithms that govern commercial platforms. 

 These practices represent forms of agency that are not aligned with the 

moral economy of platforms  because they reject the ethics of competi-

tion at all costs inscribed in the food delivery apps and contrast it with 

the value of solidarity.

Downloaded from http://direct.mit.edu/books/book-pdf/2328452/book_9780262377485.pdf by guest on 26 September 2024



86 cHAPter 3

solIdArIty log out

Couriers work as hard as pos si ble, and thus stay connected to the app as 

much as pos si ble, to improve their rankings. Better rankings allow them 

to receive even more benefits, such as being able to book upcoming 

shifts before  others or being able to get greater incentives. In this  labor 

context,  organized like a medieval tournament, we would not expect 

to find supportive practices among couriers, as they are pushed to be 

concerned only with maximizing their score. Yet in several countries, 

we have observed vari ous examples of forms of solidarity among couri-

ers aimed at redistributing opportunities to increase individual scores. 

Couriers who have already reached their daily goals log out of their apps 

to allow  those who have not yet done so to receive more  orders, and 

they coordinate their logouts through private WhatsApp or WeChat 

groups. We observed this practice in Mexico and China. In Mexico, cou-

riers help each other so that every one can receive enough  orders and 

thus maintain their positions in the platform ranking. By collectively 

disconnecting from the app, they create an artificial increase in courier 

demand, increasing the chances that couriers who are still active  will 

receive more  orders.

coordInAted order refusAl

Coordinated order refusal is similar to individual refusal of an order, but 

it is carried out si mul ta neously by many couriers and it is orchestrated 

via private online chat groups such as WhatsApp and  Telegram so it can 

cause a greater impact. The objectives of  these collective refusals can vary. 

For example, in 2021, the US  drivers of the DoorDash app launched the 

hashtag #DeclineNow: more than 26,000 DoorDash  drivers belonging 

to the same Facebook private group collectively declined cheap  orders to 

prod the platform to raise the price of the deliveries:48 in the absence of 

traditional collective bargaining intermediaries, the #DeclineNow strat-

egy was aimed at boosting the base pay for  drivers by collectively gaming 

the DoorDash algorithm by exercising their right to choose which deliv-

eries to accept on the platform.49

In Livorno, Italy, in 2020, a small group of Deliveroo couriers de cided 

to refuse any order coming from the local McDonald’s as a sign of protest 

against its slow delivery times. This can be considered as an example of 
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a strategic algorithmic agency not aligned to the moral economy of the 

platform.

mutuAl eXcHAnge of workIng Hours

Online food delivery apps that  adopted automated systems for shift book-

ing do not allow couriers to swap shifts.  There is no boss to ask the  favor 

of working a dif fer ent shift and being replaced by another colleague. 

Yet Italian couriers working for Just Eat and Deliveroo in ven ted creative 

methods to reallocate working hours according to mutualistic princi ples, 

as can be seen in figure 3.8.

October 5, 2020:

Courier A:

Who wants (a shift)?

-  Central zone (of Florence)

-  On Just Eat platform

-   Tonight, from 8.30 pm to 11 pm

Courier B— Are  there any shifts available on Wednesday or Thursday?

Courier C— I also look for  evening shift in Novoli area (outskirts of 

Florence)

In private online chats, couriers look for and offer hours of work. If 

couriers booked a time slot that they no longer need, they offer it to 

 others who need it the most. When they find another courier interested 

in their working hours, they agree to release their shift on the app and 

give it to the other courier. But how is this pos si ble if the app does not 

allow the intentional transfer of hours between couriers? As soon as a shift 

is freed up by a courier, the app makes it available again, and the shift could 

be booked by anyone. So, in the case that courier A wants to  free up a 

shift  because they no longer needs it, they would first publicize their  will 

on a private online group they belong to. Then, for example, courier B 

replies by saying that they need that shift. Courier A then informs courier 

B via chat that they  will release her shift at time x. Courier B, then, is ready, 

smartphone in hand, to click on the shift as soon as the app makes it 

available again. This informal agreement between the two couriers mini-

mizes the chances of that shift being taken by someone  else. This tactic 

is also the result of a cooperation between two or more couriers mediated 

by private online chats. It can be understood as a form of tactical agency 
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that is not aligned with the moral economy of the food delivery com-

panies, which instead designed a platform that encourages every one to 

compete with every one  else to grab work shifts.

sABotAge

During the riots on November 4–5, 2020, in Milan (see figure 3.9), couri-

ers who had taken to the streets to protest against the new  labor contract 

 organized themselves to sabotage the vari ous platforms’ food delivery 

3.8 Screenshot of a conversation between two couriers looking for or offering working 

hours on October 5, 2020.
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systems. The protest was  organized in the previous days on private online 

chat groups, and hundreds of couriers agreed to log out from the apps 

si mul ta neously. During the riots, couriers protesting in the street con-

fronted  those who  were making deliveries, preventing them from com-

pleting their work. The aim was to minimize deliveries, which would 

damage food delivery companies.

Coordinated, collective disconnection actions like the one in Milan are 

quite common.50 We could also liken  these acts of sabotage to the forms of 

Luddism that ran through the history of the Industrial Revolution. In this 

case, however,  there are no machines to destroy. The “machine” is a com-

plex algorithmic system. The new Luddites, like their forebears, do not 

3.9 Food delivery workers’ riot in Milan on October 4, 2020. Courtesy of an anonymous 

courier.

Downloaded from http://direct.mit.edu/books/book-pdf/2328452/book_9780262377485.pdf by guest on 26 September 2024



90 cHAPter 3

break the machine  because they are against technological pro gress— they 

are breaking or damaging the “machine”  because it is worsening their 

working conditions, just like the sabotage of the new threshing machines 

done by the Malaysian peasants described by Scott.51 Their aim is to inter-

rupt, even temporarily, the cycle of accumulation of platform capital, just 

as the Luddites did with factory machinery. The social critic Gavin Mueller 

described the motives of nineteenth- century Luddites to break machinery, 

and  these motives are remarkably similar to  those of  today’s couriers to 

“break” platform apps by ripping off their algorithms: “Physically sepa-

rated and without established  organizations, they often related to bosses 

according to individualized contracts, and so it was impossible for them 

to engage in the kind of militancy we associate with trade  unions made 

up of mass workers.”52

 These acts of sabotage are examples of strategic algorithmic agency 

that are not aligned to the moral economy of the platform.

contestIng PlAtform AffordAnces

As Winner’s classic study argued, all artifacts have politics.53 Similarly, 

food delivery apps have politics too. Their politics is to discourage any 

exchange of information between their workers, so they have not equipped 

their apps with a chat room in which couriers can talk to each other, but 

have instead de cided to provide a “customer  service” chat room that cou-

riers (conceived as customers of the platform) can rely on in case of emer-

gency.  These apps afford a specific form of governance of the workforce, 

enforced by algorithms and aimed at building a vertical, asymmetrical 

and individual relationship with workers.54 They allow workers to find 

goods or food to be delivered, but they do not treat all workers equally. 

The algorithms  favor  those workers who are more willing to work week-

ends or longer shifts or who have a higher level of physical dexterity 

or more time to spend waiting for an order.55 Workers cannot benefit 

equally from the affordances of food delivery apps, not only  because of 

the structural  inequality built into  these apps through the design of a 

gamified environment, but also  because, as the affordance scholar Jennie 

Davis reminds us, the mechanisms of affordances are inseparable from 

the social and structural conditions in which they are enjoyed by users.56
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However, platform workers are not passive users of  these platforms and 

have started to contest platform affordances. Tech- savvy couriers have 

created unauthorized apps that enable functions not allowed by the cor-

porate apps, illegally forcing their technological bound aries. For exam-

ple, in Indonesia, where most couriers work for the Gojek platform, the 

researcher Rida Qadri discovered that “over the last six years, a burgeon-

ing under ground market for unauthorized, third- party Gojek apps has 

emerged. Named  after a child- like spirit in Indonesian folklore that helps 

his  human master earn money by stealing, each tuyul (non- authorized, 

n.d.a.) app responds to specific needs of  drivers to help make their jobs 

less miserable.”57

Since Gojek came into existence in 2015, more tech- savvy  drivers began 

helping other colleagues solve technical prob lems created by the app. 

Eventually, small technical support tasks such as factory resets, reboots, 

and GPS fixes led to a variety of unofficial applications for dif fer ent  drivers’ 

needs. Some of  these illegal innovations introduced by Indonesian couriers 

 were even copied by Gojek itself. In so  doing, Gojek improved its  service 

by appropriating the widespread innovation emerging “from below” and 

eventually saving research and development resources. Yet Gojek  drivers 

 were able to force the platform to revise its affordances, and therefore to 

improve their own working conditions. This development of new tech-

nological affordances from below shows a form of strategic agency only 

marginally aligned with the moral economy of platforms.

PrIvAte onlIne grouPs As InfrAstructures of leArnIng, 

 resIstAnce, And solIdArIty
Just like policemen have walkie- talkies, we have  these  Telegram groups.  Whatever 
prob lems we want to discuss, we do it  there. We start a movement from  there.

— Salauddin, an Indian ride- hailing  union leader in Hyderabad, India58

By far, the most  popular and effective of all the abovementioned tactics 

is to create private online chat groups on platforms such as WhatsApp, 

 Telegram, WeChat, and Facebook to learn the tricks of the trade, exchange 

information, learn how the algorithm works,  organize collective actions, 

and provide mutual support. We could also call it an infrastructural tactic, 

meaning a tactic that provides an infrastructure for the exchange of all 
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the other tactics. It is through  these private online groups, invisible to the 

platforms, that couriers discover new tactics and learn how to put them 

into practice. Without the existence of  these groups, it would be impos-

sible to coordinate collective actions or learn new tricks.

In  every city,  there are dozens of private online groups created by cou-

riers working for a specific platform. Besides  these groups,  there are larger, 

national groups, founded by vari ous associations of couriers, emerging or 

traditional trade  unions (both right-  and left- wing), which try to channel 

the discontent of couriers  toward more traditional forms of intermedia-

tion and protest.  Every courier participates in dozens of  these groups, 

both local and national, and over time, they also create smaller groups of 

five to ten participants at most, to which they invite only colleagues with 

whom they have developed a friendship and solidarity.

The ties developed in  these smaller chat groups are stronger than  those 

built in the large, private groups. One Chinese courier expresses a clear 

example of this kind of solidarity:

The four of us met in this WeChat group (“Changan”). We often chatted in 
this group and got along very well, hence we de cided to set up a small WeChat 
group with only four of us. We chat more frequently in groups, and we often 
meet offline. We share our experience and vari ous tactics and information in 
time to truly help each other. Once I accidentally ran into a car during the 
delivery of one order, I asked for help in the group. The three of them quickly 
arrived at my place to help me. At that time, A helped me call the police, B 
helped me complete the order, and C helped me negotiate with the driver. At 
that moment, I felt the warmth and sense of belonging. Our small group is 
 really good. If they need me at any time, I  will help them as soon as pos si ble, 
just like what they did for me.

If we compare individual tactics with collective ones, we can see that 

the former is mostly aimed at optimizing one’s own  performance, even to 

the detriment of colleagues. In this case, couriers behave like many plat-

form users who try to “maximize the benefits of using the algorithmic 

platforms, including the leveraging of loopholes without directly violat-

ing platform rules.”59  These tactics remain mostly aligned with the moral 

economy of the platform, based on competition, while the collective 

ones develop mutual aid practices that challenge the competitive logic 

and operating rules of the platforms.

Downloaded from http://direct.mit.edu/books/book-pdf/2328452/book_9780262377485.pdf by guest on 26 September 2024



gAmIng tHe Boss 93

PRIVATE ONLINE GROUPS AFFORD LEARNING,  RESISTANCE,  

AND SOLIDARITY

Food delivery apps are designed to enable competitive be hav ior through 

gamification strategies and a rhe toric discourse based on the neolib-

eral logic of meritocracy.60  These apps facilitate direct communication 

between the worker and the com pany via their corporate chats, but any 

functionality that could  favor the construction of bonds between cou-

riers is intentionally avoided and any form of peer- to- peer communi-

cation is disabled. Through the creation of online private chat groups, 

however, workers restored forms of mutualism not afforded by the apps. 

WhatsApp, Facebook,  Telegram, and WeChat private groups emerged as 

indispensable safety nets for online food delivery couriers. They represent 

informal bazaars where all kinds of exchanges take place that are vital to 

the survival of  every worker. They find in  these groups “the comradery 

and support of their digital colleagues.”61

Unpacking and gaming algorithms, exchanging tricks, and exploiting 

platform loopholes— all  these activities are enacted through participation 

on private online chat groups.  These private networks represent only one 

tactic among many, but they are also a device for something  else: forging 

a shared communal strug gle. The constitution of a collective conscious-

ness of one’s condition of subalternity passes through the thousands of 

daily conversations that circulate within  these private groups. Only by 

recognizing that the exploitation suffered by one person is similar to that 

of other peers is it pos si ble to begin to feel part of a community and act 

collectively. We propose to understand  these private chat groups as infra-

structures of learning (learning environments),  resistance (“hidden tran-

scripts” of  resistance), and solidarity (mutual aid and solidarity- building 

spaces).

leArnIng envIronments

Chat groups are a kind of informal school of food delivery, where the pro-

fession of courier is learned. While food delivery companies need a reserve 

of nonskilled workers— easily replaceable couriers— the information that 

couriers exchange in chat groups encourages the professionalization of 

couriers and enables them to resist longer in the market ( because they 
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know the tricks of the trade). They can learn and exchange work experi-

ences, share instant traffic information, and any other data that help them 

survive in this environment. As highlighted by Jamie Woodcock, “The 

refusal of platforms to provide effective training or support . . . means that 

workers must resolve many issues themselves. In response, workers seek 

each other out to share information and discuss the work.”62 In China, for 

example, newcomers learn from chats not only how to apply for health 

certificates required by the platforms, but also how to create a fake cer-

tificate and save money.

Many of  these conversations revolve around working tools and tips 

on how to make them more efficient.  There are a lot of advertisements of 

equipment for sale (delivery boxes, motorbikes, bikes, e- bikes, helmets, 

 etc ), advice on how to repair a moped, or how to save money on gas. 

Other highly valuable information is about the best areas of cities for 

 people to work and real- time traffic news. For example, when couriers 

encounter congestion on a certain section of road, they  will notify all the 

 others so they can detour around it to avoid wasting time.

Another highly traded piece of information is about the prices of  orders. 

Prices vary all the time and depend on black- boxed  parameters. Nobody 

knows the price received for a same order by other couriers. This informa-

tion is available only if someone circulates it via the private online chats 

created by the couriers. In fact, couriers share screenshots of prices in the 

chats  every day to compare the prices for  orders in one city to  those of 

another or to see if  there are any differences between platforms or vari ous 

time slots. Through this continuous comparison, couriers learn which 

prices are above or below the average. This form of collective intelligence 

(or general intellect, in Marxian terms) allows them to create benchmarks 

for themselves and set thresholds below which they decide not to accept 

 orders. The discussion of delivery fees is central to  every chat and this 

type of discussion is not  limited to food delivery workers; rather, it seems 

to be a constant in all discussions among gig workers.63

Yet the most in ter est ing conversations are  those around the work-

ings of order dispatch and personal ranking algorithms. In Turin, Italy, 

a group of couriers  organized by an Italian  lawyer meet periodically to 

understand how food delivery algorithms work. The group of couriers 

carries out experiments “in the field” with an almost scientific approach: 
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in each experiment, only one variable is changed (the distance of the 

courier from the restaurant, the score of the courier carry ing out the 

experiment, or the time slot of the work shift). The aim of this experi-

ment of reverse engineering is to understand what happens in the order 

allocation system when a single  parameter is modified.

On October  11, 2020, a courier from Milan asked in a chat room: 

“Million- dollar question: has anyone ever been able to figure out exactly 

why the Deliveroo efficiency value sometimes drops even when you 

always check in on time, stay within the area and never reassign an 

order? I’m  going crazy trying to figure out what the criteria is  behind it!”

This conversation triggered a collective unpacking session of the Deliv-

eroo algorithm, in which every one explains their theory of how Frank 

works.  These theories, even when they are far from the truth, play a cen-

tral role in the everyday lives of the couriers  because once spread, they 

influence their be hav ior and subsequent decisions.

From  these conversations, the couriers’ “algorithmic imaginary”64 

takes shape (i.e., the set of collective beliefs about how the platforms’ 

algorithms work).  These collective beliefs are based on the personal expe-

rience of thousands of couriers. Given the black- boxed nature of  these 

algorithms, this imaginary can only be imperfect and contradictory: cou-

riers cannot infer with certainty the operating princi ples of Frank and his 

siblings but can only postulate rough theories. Learning the operating 

princi ples of food delivery app algorithms, or even just imagining how 

they work, is a constantly evolving  process,  shaped by conflicting “folk 

theories.”65 By discussing it together, couriers increase their “algorithmic 

awareness,”66 improving the digital skills that they need to be better work-

ers. This algorithmic awareness, however, is far from homogeneous. The 

levels of this awareness are markedly dif fer ent, oscillating from rather 

accurate (general knowledge of how it works) to vague (automatic execu-

tion of platform activities without  really understanding them); in any 

case, intuition always plays a highly relevant part. In Mexico, none of our 

interviewees  were familiar with the notion of an algorithm. In India, we 

also discovered that even the term “algorithm” was alien to the respond-

ees; nevertheless, all of them  were still able to cheat algorithms to some 

extent by finding loopholes in the platform’s  services. Also in India, we 

found a wide digital divide between couriers born in big cities and  those 
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working in provincial towns:  factors such as education, age, and city and 

country of residence greatly influence the level of algorithmic awareness 

of the couriers.

HIdden trAnscrIPts of  resIstAnce

 These conversations about how to fool the algorithm take place  every day, 

away from the prying eyes of Frank, the algorithmic boss. For this reason, 

private online chat groups can also be understood as “hidden transcripts” 

of  resistance.67 In his analy sis of everyday  resistance practices, Scott68 

traces a subtle difference between forms of  resistance that openly manifest 

themselves in the face of power and  those that only do that far from the 

gaze of power. Where subaltern subjects know that they cannot defeat or 

subvert power, they maintain a public be hav ior that is compliant with it, 

venting their dissent only in places invisible to power. Scott called the first 

form of  resistance “public transcript”— that is, “open action in front of the 

other side in the power relationship”69— while naming the latter a “hid-

den transcript”— the discourse (both verbal and nonverbal actions) that 

takes place “offstage” so that powerholders cannot see.70

We found the first traces of  these hidden transcripts in the conversa-

tions that happen among couriers in WeChat private chat rooms. Fearful 

of being punished by the com pany administrators who manage the cor-

porate WeChat groups, Chinese couriers prefer to set up or join private 

WeChat groups in which all members are couriers. While in corporate 

chats, Chinese couriers never complain, in private chats, they openly 

express their dissent, aware that they are in a safe environment, far from 

the panoptic control of their bosses. In their public profiles, gig workers 

show themselves compliant and smiling, trying to get positive reviews 

from customers and the platform. In their private chat rooms, however, 

they pour out their discontent and curse their algorithmic boss.

This online environment is an incubator of  future resilience and 

 resistance practices, as Woodcock also argued. According to him,  these 

existing networks can be understood as “the building blocks from which 

more formal  organizations can be developed.”71

For example, in India, on August 9, 2020, the food delivery platform 

Swiggy issued an internal communiqué that announced a pay cut for its 
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delivery couriers across at least four cities— Delhi, Chennai, Hyderabad, 

and Kolkata.72 Faced with yet another cutback, a small group of couriers 

created a WhatsApp group. Each of them then invited other couriers to 

join the group, and together they  organized a strike. On August 19 and 

20, 2020, more than 500 delivery workers assembled outside the Swiggy 

office in Malviya Nagar, in South Delhi to protest the pay cut.  After this 

first collective action, the group set up the All- India Gig Workers’  Union 

(AIGWU). On September  15, 2020, Swiggy workers  organized through 

AIGWU went on strike in a number of Indian cities including Hyderabad, 

Chennai, and Delhi to call for greater pay. They rallied outside of restau-

rants and prevented third- party companies from picking up  orders.73

 These mass protests might at first appear to be desperate and unor-

ga nized actions, the result of sudden outbursts of anger, but they are 

meticulously  organized through the creation of ad hoc private online chat 

groups.

mutuAl AId And solIdArIty BuIldIng sPAces

Within  these groups, each courier builds new bonds and expands their 

social capital. When a person starts riding for the first time, they often feels 

lonesome. Adriano, a courier from Messina, Sicily, describes his first few 

days of work as follows: “This job isolates you a lot  because it’s you, the 

bike and the backpack. Then  little by  little you meet some  people and you 

start to make some friends.” While waiting in front of restaurants, couriers 

start exchanging words, asking each other their names and what areas they 

usually  ride in. Then they exchange their phone numbers. The courier met 

on the street invites him to join an online chat group: this is the begin-

ning of a potential friendship. The interaction between the street and the 

online environment is constant: chats are embedded within street life, just 

as street life is embedded within chats. Chats are an extension of street life, 

and vice versa. Private chat groups can be understood not only as learning 

environments and hidden transcripts of  resistance, but also as mutual aid 

and solidarity building spaces.  These online environments provide “day 

to day mutual support.”74 From  these online encounters, relationships are 

born that continue offline and then pollinate into smaller online groups, 

which in turn provide stronger and more lasting solidarity.

Downloaded from http://direct.mit.edu/books/book-pdf/2328452/book_9780262377485.pdf by guest on 26 September 2024



98 cHAPter 3

An example of  these bonds of solidarity can be illustrated with what 

happened one  evening in December  2020  in Naples, Italy. A courier 

wrote on a private WhatsApp chat counting about 200 members that 

a colleague of theirs had been beaten up and his moped stolen. Within 

two hours, the members of the group opened an online crowdfunding 

site and raised almost 2,000 euros to allow the robbed courier to buy a 

replacement moped for himself. Another winter  evening, also in Naples, 

a courier wrote that he had a prob lem with his moped: it had  stopped 

and would not start up again. Two other couriers responded immediately 

and interrupted their work to pick him up and take him home. Anto-

nio, a courier from Naples who had joined the left- wing Italian national 

 union, the Confederazione Generale Italiana del Lavoro (CGIL; or Italian 

General Confederation of  Labor), told us that “in Naples, no one is left 

 behind” and worked to establish Casa del Courier (Couriers’ Home), a 

communal public space where couriers could meet, take a shower, rest, 

and chat with compadres.

In Mexico, a group of ten  drivers has built a series of mutual support 

tools to exchange information and help each other in case of emergency. 

The group operates with two group chats on WhatsApp: one is aimed 

at exchanging internal information, notifications on street traffic, enter-

taining content (memes, jokes, videos, and gossip), while the second is 

strictly focused on the security and safety of the members of the group: 

every body reports when they start or end work; as soon as they start, 

they send their UTR (the Spanish acronym for Ubicación en Tiempo Real, 

or, “real- time location”) to the group, lasting eight hours (the maximum 

allowed); emergency information (worker’s name, car data, emergency 

contact,  etc.) and security warnings (accidents, threats, assaults,  etc.). 

In addition, they use the Zello app75 to communicate using radio codes 

(mostly numbers). The  drivers keep each other com pany when morale is 

low.

The practice of creating self- defense and support groups for emer-

gencies is also  popular in South Africa, where  drivers who use Bolt, an 

Estonian Uber- like app operating in 500 cities, have been digitally crowd-

sourcing their safety nets on WhatsApp and  Telegram. In  these groups, 

they alert other members when they are in danger or share their location 

in real time. Bolt  drivers have suffered several deadly robberies and said 
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that the com pany’s safety solutions “just  don’t cut it,”76 so this feature 

offers some  measure of security.

entrePreneurIAl versus oPPosItIonAl AlgorItHmIc 

solIdArIty

 These private online environments enable the building of bonds of soli-

darity among workers. This solidarity, however, is so extensively  shaped 

by algorithms that we might describe it as an algorithmic solidarity. By this 

term, we mean all  those forms of worker solidarity that are mediated by 

algorithms or that emerge around algorithms. An example of algorithm- 

mediated solidarity involves  those food delivery couriers that discover 

new tricks of the trade through videos of other more experienced couriers 

that are suggested to them by the algorithms of Douyin (known as Tik-

Tok outside of China) or YouTube.  These videos allow couriers to connect 

for the first time with other workers like them. In China, for example, 

the members of the Knights League (KL)77 WeChat group, a spontaneous 

courier  union founded in 2018, also recruit new members via Douyin. 

Searching for courier groups online is also mediated by algorithms. Work-

ers sometimes receive an invitation from one of their colleagues to join 

one of  these groups, but other times, they discover  these groups through 

algorithmic suggestions.

Solidarity around algorithms, on the other hand, indicates all  those 

forms of cooperation and mutual support that are emerging to face the 

power of the algorithms. This includes the sharing of resources and 

information to better cope with the negative implications of platform 

power or tricks and recommendations to use algorithms in ways that ben-

efit workers and can generate more effective forms of  resistance through 

algorithms.

The solidarity that emerges from the intersection of offline (streets and 

squares) and online (private chat groups) interactions represents a safety 

net for workers and increases their resilience. But can it  really be consid-

ered a form of radical  resistance to the power of platforms? Or is it not, 

rather, a way to survive in this precarious work ecosystem with the sole 

aim of increasing the earnings of all community members? Indeed, in 

many cases, the algorithmic solidarity that we have observed is nothing 
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more than a network of mutual aid, with no  political dimension or inten-

tion to radically change their working conditions. This is the case, for exam-

ple, in solidarity log-out practices, as couriers help each other to reach daily 

productivity targets. Similarly, in the case of the exchange of working hours 

or collective unpacking sessions on the workings of algorithms, couriers 

contribute their  little pieces of knowledge to generate a deeper understand-

ing about the mechanisms of their work, while also producing more value 

for companies. This kind of solidarity, though by no means encouraged by 

platforms, simply aims at the collective optimization of one’s entrepreneur-

ial skills, as has been noted by other scholars in other types of gig work. 

The Filipino scholars Cheryll Ruth Soriano and Jason Vincent Cabañes, for 

example, call this “entrepreneurial solidarity.”78 In their study of Filipino 

freelance platform workers, Soriano and Cabañes highlighted how entre-

preneurial solidarity emerges through the Facebook groups created by the 

workers. They argue that this kind of solidarity not only empowers work-

ers with a sense of agency, but also tends to enhance their entrepreneur-

ial spirit and “serve(s) to dampen possibilities to meaningfully challenge 

the structures of power under lying digital platform  labor.”79 Entrepreneur-

ial solidarity is quite common also among food delivery couriers, as we 

have already seen. However, in addition to this form of solidarity, we have 

noticed a critical and oppositional type of solidarity, which is not aligned 

with the moral economy of food delivery platforms. Examples of this kind 

of solidarity include collective rejection of  orders to protest too- low delivery 

prices, actions to sabotage deliveries, and building stations where  people 

can meet, repair their vehicles, and build social bonds.

This solidarity among workers is geared not only  toward improving 

their working conditions, but also  toward changing  these conditions 

through  organizing protests and strikes, or creating alternative delivery 

platforms, owned by couriers’ collectives.

TWO COMPETING MORAL ECONOMIES

The dichotomies of platform work— low pay but occasional freedom, 

huge insecurity but easy money— show why it endures and continues 

to grow in spite of the many criticisms of the model. Thousands of gig 

workers around the world investigated by a global survey revealed mixed 
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feelings about their job: almost 65  percent of gig workers said they often 

felt happy at work in the past week; however, many frequently felt worried, 

unsafe, tired, or angry, and 49  percent of them said that they had partici-

pated in strikes and protests in the past. Almost everywhere, delivery was 

perceived as the most stressful type of platform work.80 We found the same 

mixed feelings among the couriers we interviewed—so much so that we 

can speak of the existence of two competing moral economies.81

Couriers can be divided into two kinds of “parties”:  those who adhere to 

the moral economy of the platforms, espousing their princi ples and justify-

ing their actions, and  those who resist this economy. Of course, this oppo-

sition is never clear- cut and stable over time:  there are couriers who have 

changed their positions back and forth throughout their working lives, 

becoming more or less critical, and  there are also  those who only partially 

adhere to the moral economy of the platform. Couriers are positioned 

along a continuum, at the ends of which are two distinct ideal types of 

moral economy: that of the platforms and that of the couriers. But what do 

 these two moral economies consist of? The first is based on the neoliberal 

logic of  free competition between self- entrepreneurs and the ideology of 

meritocracy:  those who “work hard” deserve to be given more  orders than 

 others. The second is based on a cooperative logic, which places mutual aid 

at the center and justifies illegal actions if they help to improve collective 

working conditions. This second moral economy also recognizes that the 

meritocratic ideology is a red herring  because the algorithm is discrimina-

tory and does not allow every one to play  under the same conditions.

courIers wHo sIde wItH tHe morAl economy  

of tHe PlAtform

 These couriers adhere to the platform’s meritocratic narrative. They are 

constantly aimed at optimizing their  performance and eventually can 

also practice individual forms of “gaming” (booking hours via bots, mul-

tiplication of accounts) to the detriment of other couriers. Most of them 

are stakhanovists82 who  ride at least ten to twelve hours  every day, six or 

seven days per week. In the chats, they brag about how many hours they 

work and share screenshots of the kilo meters they covered or of how 

many  orders they received in a single day.
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This group is convinced that if a courier does not receive any  orders, 

the blame lies with him or the area where he de cided to hang out. They 

suggest that maybe such couriers  don’t know how to work (or  don’t want 

to), or  there are too many couriers and not enough  orders available. They 

never, ever, question the platform or the algorithm, which they consider 

to be highly meritocratic and fair: “This is a real meritocratic job, if you 

work hard, you get money back” (Adrian, August 20, 2020). Stefania, a 

female courier from Milan, once wrote in a chat: “If you are a real cou-

rier, you know that if you work honestly, you bring in the dough. And 

you  don’t need to cheat  because  you’re a good courier. And you have 

high stats.  You’re well respected by the com pany and if you need a hand, 

 they’ll give it to you. And you  don’t need to be a smart ass and stick it 

up your colleagues’ butts.” If  others point out to them the injustice of a 

ranking that gives many  orders to few couriers and few  orders to many 

couriers, they reply that “you have to work hard for your money.”

Most of them want to believe in the platform’s promises even when 

earnings fall. This blind faith in the ideology of commercial platforms stems 

from a proclaimed strong love for “freedom.” They place an extremely high 

value on individual freedom and want this work to remain “autonomous” 

and un regu la ted. They frequently have had previous job experience as 

subordinate employees in factories, restaurants, or logistics and left  these 

jobs for an unstable and precarious one who let them feel “ free.”  There 

are many who think this way, especially in Italy and Spain:  these couriers 

often lean  toward right- wing  political ideologies or have a general distrust 

of  political parties and workers’  unions. They claim that they feel  free while 

 doing this job  because they can move within the city playground instead 

of making repetitive actions in a factory— they  don’t have a boss who is 

always on their back. They do this job for the freedom that it apparently 

grants them,83 not only for the money they can make from it.

courIers wHo reJect tHe morAl economy of tHe 

PlAtform

On November  30, 2020, an Italian courier, Christian, writes in a chat 

room: “It’s OK to earn money, but it’s not OK to over- earn on the backs 

of the couriers. That means being a piece of shit.”
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In their private chat groups, couriers talk about how fair or morally 

acceptable the price of a single delivery is. They also talk about the “lack 

of re spect” that couriers get from platforms and discuss what is the mini-

mum price that a delivery proposal can be and still be decent. Another 

Italian courier, commenting on the introduction of  free login by Deliveroo 

and the decrease in the hourly wage, wrote on December 30, 2020: “ There 

is something more impor tant than money and it is called dignity.”

On December 18, 2020, an Italian courier who was angry with Deliv-

eroo  because, according to him, it had not yet paid him the 150 euros it 

owed him, wrote in a chat: “They fuck me, I fuck them. They play dirty, 

I play dirty with them.”

On December 28, 2020, Deliveroo sent all its couriers a video thank-

ing them for working hard during the first pandemic year. The video was 

reviewed in a WhatsApp chat room hosting several hundred Italian couri-

ers in dif fer ent cities and received ironic and unenthusiastic comments. 

The couriers perceive the sidereal distance between the rhe toric used by 

Deliveroo—in which couriers are called “heroes”— and the “starvation 

wages” that the same com pany is used to paying them. Some couriers 

compared the cloying rhe toric of Deliveroo’s video to “love bombing,” a 

psychological technique used by narcissistic personalities to emotionally 

manipulate  people. Within hours, the video had been detourned into a 

satirical meme.

 Those who criticize the platform do so mainly for three reasons: low 

pay/income volatility, lack of workers’ rights (paid holidays, sick days, 

accident insurance), and black- boxed algorithms. They are usually inclined 

to consider any collective tactics that may harm the platform as legiti-

mate defensive weapons. Uber  drivers think the same way: “Uber screws 

us over  every day and so we have to find creative ways to work around 

this to make it fairer for  drivers.”84

Yet  there is no clear boundary between one moral economy and another, 

and couriers’ positions can swing to one side or the other over time. Most 

couriers in fact constantly oscillate between  these two moral economies. 

Theirs, we might say, is a “negotiated” position, not entirely adhering 

to  either the hegemonic position of the platforms or the  resistance one. 

Couriers in this position are not opposed to the moral economy of plat-

forms per se, but they question it when it reduces them to “starvation” or 
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to extremely poor working conditions. This attitude reminds us of that of 

the British rioters studied by Edward P. Thompson. The British scholars 

Andrew Charlesworth and Adrian Randall, in reconsidering the impor-

tance of the concept of the moral economy, remind us that the rioters 

 were not against the  free market per se and did not complain so long as 

this system guaranteed them the ability to buy food at acceptable prices, 

but “when the ‘cap i tal ist market imperative’ was permitted to ‘drain the 

country’ . . .  the larger imperative of the moral economy was invoked 

and the crowd intervened to safeguard their own supplies.”85 The same 

is true for many couriers who have joined the protests: the appeal to the 

immoral be hav ior of the platforms and the request of a minimum hourly 

wage occur only when their income drops dramatically.

BEYOND ALGORITHMIC  RESISTANCE: EMERGING ALTERNATIVES 

TO COMMERCIAL PLATFORMS

Nadim Hammami (see figure 3.10) is thirty- three years old and holds a 

bachelor of arts degree in sustainable tourism management. He started 

riding for Just Eat and Deliveroo in 2016, while he was studying in Flor-

ence, Italy. In 2021, tired of working for  these platforms, Nadim joined 

a group of Florentine couriers to found Robin Food, a local food delivery 

cooperative. They claim that their initiative is “green, ethical and local.”86 

Robin Food is the first Italian co-op to join the international federation of 

bike delivery cooperatives, Coop Cycle.87

What distinguishes Robin Food from commercial food delivery plat-

forms? It claims that it wants to support democracy in the workplace 

and guarantee the dignity of the worker without neglecting the local 

economy. Nadim embarked on this initiative only  after experiencing 

the exploitative conditions that the platforms subjected him to. Tactics, 

tricks, and strategies are effective to survive in the platform ecosystem, 

but for him, they  were not enough. So he tried to create an alternative to 

them. However, Nadim is not alone. It is amazing how, just a few years 

 after the founding of food delivery start- ups, so many cooperatives have 

sprung up around the world and developed alternative digital platforms 

driven by ethical values. In Spain, for example,  there are Botxo couri-

ers (Bilbao), Zampate Zaragoza (Zaragoza), Rodant (Valencia), Eraman 

(Vitoria),88 La Pajara ciclomensajeria (Madrid), and Mensakas (Barcelona). 
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Most of them are members of Coop Cycle, too. For them, it is essential 

that  labor rights and adequate working conditions are guaranteed, as well 

as paying their taxes in the countries where they operate.

The  founders of  these co-ops all share a previous background as couri-

ers working for commercial platforms. They learned all the individual 

and collective tactics that we have described so far, created bonds of soli-

darity with other peers, and developed a greater awareness of their own 

condition of subordination and fi nally de cided to change it. Of course, 

it is not easy for  these co-ops to become sustainable. The model of  these 

platforms differs from that of commercial ones in their desire to generate 

an economy of proximity and guarantee decent working conditions. This 

3.10 Nadim Hammami, a thirty- three- year- old courier and cofounder of the co-op 

Robin Food, started in Florence in 2021. Photo by Tiziano Bonini.
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means that the  service provided by  these co-ops has a slightly higher cost 

for the end customer, but as a Spanish courier, Pepe, pointed out: “The 

cheap price for the customer is where the precariousness lies.”

Does platform cooperativism89 represent a real alternative to commer-

cial food delivery platforms and a more concrete form of  resistance to 

their overpowering?

It is still early to say. We cannot know  whether Coop Cycle, Robin 

Food, or Mensakas are models capable of sustainable growth while con-

tinuing to guarantee secure employment and more demo cratic partici-

pation in the management of companies. However, according to Trebor 

Scholz, the founding director of the Platform Cooperativism Consortium 

at the New School of New York, “Platform co- ops offer a more demo-

cratic and equitable alternative to traditional companies, and they have 

the potential to create good jobs, boost local economies, and increase 

resilience in the face of  future shocks.”90 In a postpandemic world, Scholz 

argues that “platform cooperatives could help to build a fairer, more sus-

tainable economy that works for every one.”91 Scholz estimates that  there 

are around 550 proj ects in forty- three countries, spanning industries like 

short- term rental, transportation, domestic work, health care, and energy, 

but the real figure could be much higher.92

Many of  these attempts  will not last, but their mere existence shows 

that gig workers are by no means passive in the face of the computational 

power wielded by platform capitalism. Everyday  resistance tactics, tricks 

and stratagems, and riots and strikes are only the beginning of a new 

wave of  resistance that is becoming more and more structural.
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INTRODUCTION

A release of the Korean pop  music sensation BTS has pushed its fans, 

millions of  people around the world, to help them circulate its  album, 

launching a sophisticated campaign (or “stream party”) to make sure that 

the boy band reaches number 1 on the charts. BTS fans in the US created 

fake accounts to play the band’s  music on  music streaming  services and 

distributed access to users’ accounts in other countries via social media. 

Recipients streamed BTS  music continuously over multiple devices 

through virtual private networks (VPNs), which can “spoof” locations by 

redirecting user traffic through multiple global servers. Some fans would 

even go as far as to  organize donations so that other fans could pay for 

premium streaming accounts. This type of networked action artificially 

inflated the consumption of the  album and tricked Spotify’s algorithms, 

which interpreted the rapid increase in clicks as a fast- rising  music trend 

deserving greater visibility. In turn, Spotify’s algorithms automatically 

included BTS songs in a greater number of algorithm- generated play lists. 

In this way, Spotify’s algorithms acted as unwitting allies of the strategy 

designed by BTS fans.

This is just one example of the practices implemented by consumers of 

cultural artifacts in their attempts to manipulate algorithms for their own 

4
GAMING CULTURE
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benefit. In chapter 3, we saw how gig workers— and, more specifically, 

food delivery couriers— are able to exercise some  limited, but also very 

creative, forms of agency vis- à- vis the power of the platforms they work 

for. In this chapter, we  will focus on how algorithmic agency is exercised 

in the field of platformed cultural industries, by both producers and con-

sumers of cultural objects. We  will explore how algorithms are resisted 

in the realm of cultural production and consumption by examining the 

case of  independent content creators of the global influencer marketing 

industry. More specifically, we  will investigate Instagram “engagement 

groups,” where users exchange “likes” to artificially manipulate their vis-

ibility on the platform. First, we have to understand how the rise of plat-

forms is changing traditional cultural industries, while reshaping cultural 

creation, distribution, and consumption.

THE PLATFORMIZATION OF CULTURAL INDUSTRIES

The creation and circulation of cultural artifacts have long been medi-

ated by professionals in the vari ous cultural industries. However, the rise 

of digital platforms is transforming the role of cultural industries and 

turning culture into an increasingly platform- dependent commodity. 

Two media scholars, David Nieborg and Thomas Poell, call this  process 

“platformization of cultural production,” which they define as “the pen-

etration of digital platforms’ economic, infrastructural, and governmen-

tal extensions into the cultural industries, as well as the  organization of 

cultural practices of  labor, creativity, and democracy.”1 In another work 

written with José van Dijck, the two authors conceive of this  process 

as the “reor ga ni za tion of cultural practices and imaginations around 

platforms.”2

But what does this reor ga ni za tion entail? It refers to the ways in which 

content producers and consumers modify their activities, imaginations, 

and identities to comply with the logic of global digital platforms.

According to media scholars such as Brooke Erin Duffy and her col-

leagues, we should understand this  process both as institutional and as 

“rooted in everyday cultural practices.”3 Poell, Nieborg, and Duffy4 iden-

tify three dimensions that characterize this  process of platformization of 

cultural industries: markets, governance and infrastructure.
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sHIftIng mArkets

Platformization brings about a shift from single and two- sided markets 

to complex, multisided markets. For example, Spotify and YouTube act as 

intermediaries among dif fer ent actors ( music and content creators who 

upload their work on  these platforms, advertisers, listeners and viewers, 

public and private institutions, cultural intermediaries, entertainment com-

panies,  etc. . . .), or sides of the market in which they operate. According 

to Poell and his colleagues, platforms act as “matchmakers by connect-

ing consumers or ‘end- users,’ a wide variety of businesses (advertisers, 

content creators,  etc.), governments, and nonprofits.”5 The platformiza-

tion of the cultural industries— from  music to  television, from publishing 

to journalism, from fashion to design— strongly affects the positions of 

power acquired by traditional cultural producers. For example, newspa-

pers, which so far have played a central role in the intermediation of 

information, are being marginalized since they increasingly depend on 

the algorithms of Facebook and Twitter to deliver the news that they pro-

duce for their readers. This change triggers the adoption of new manage-

rial strategies by legacy media and pushes them to adapt their publishing 

mechanisms to the logic of the platforms.6 For example, public  service 

radio stations have to decide  whether to make their podcasts available on 

Spotify and reach a larger audience or keep them on their own website.

cHAngIng governAnce

Platformization not only affects the markets of cultural production, but 

also the ways in which cultural production is governed. Platforms decide 

the ways in which the audience discovers cultural artifacts and the rules 

that govern the pro cesses of cultural distribution. Photo graphs, newspa-

per articles, personal comments, and videos are all subject to the rules 

of the platforms, which have the power to accept them without reser-

vation, reject them (by banning them), or accept them but limit their 

visibility. The story of Facebook’s censorship of the famous photo of the 

naked  Vietnamese girl  running down a village street, evoking the hor-

rors of the Vietnam War, is a classic example of this normative power.7 

Nieborg and Poell argue that platforms exercise “significant  political eco-

nomic and infrastructural control over relations between complementors 
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and end- users.”8 Poell et al. in par tic u lar focus on forms of “governance 

by platforms” that “structure how content can be created, distributed, 

marketed, and monetized online, affecting the regulation of public space 

more generally.”9  These authors show that the governance choices of 

platforms have an impact on the autonomy of cultural producers.

InfrAstructurAl trAnsformAtIon

Platformization transforms the infrastructure of cultural production. This 

means that creators who have  shaped cultural artifacts through their own 

creativity must necessarily make the artifacts suitable for the platform 

that  will provide the infrastructure to connect them with a potential 

audience. Cultural producers  will therefore have to optimize their cre-

ations, preparing them so they can be as “recognizable” by the platforms’ 

algorithms as pos si ble.10 The American media scholar Jeremy Wade Mor-

ris underlined the increasing pressures on artists and producers to make 

a “Spotify song,”11 defined as “ music that seems sonically optimized for 

Spotify’s platform and for the vari ous listening occasions and environ-

ments for which users turn to Spotify for sonic accompaniment.”12

Nieborg and Poell argue that cultural producers “are incentivized to 

change a predominantly linear production  process into one in which 

content is contingent, modularized, constantly altered, and optimized 

for platform monetization.”13 According to Nieborg and Poell, not only 

are cultural industries dependent on platform power, but also platformi-

zed cultural artifacts are contingent— that is, they are continuously repro-

grammed and manipulated, as the position of a song in a play list or the 

headline of a news item on an online newspaper.

When the infrastructure provided by platforms becomes the main 

gatekeeper of their visibility, then content creators have to adapt their 

creative ideas to the technological affordances of the platforms. This phe-

nomenon is not entirely new, since content creators always had to adapt 

to previous media infrastructures, such as radio and  television.

In sum, the idea of the platformization of culture argues that cultural 

producers, cultural artifacts, and cultural consumers are increasingly 

dependent on the choices of platforms that become the new gatekeepers 

of the cultural industry.14  These new gatekeepers react in real time to the 
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consumption choices of their audience and modify the artifacts to meet 

their needs and wants, or even better, to anticipate them through an 

accurate analy sis of their taste profile.15

If the form and relevance of cultural artifacts are contingent, and not 

immutable, it also means that they can be manipulated. Usually, this 

manipulation is the prerogative of platforms, which modify their prod-

ucts according to user feedback. For instance, Netflix offers the same 

film or  television series to dif fer ent users, adapting the cover according 

to the user’s taste profile: in this way, the same object can take manifold 

forms based on distinct cultures. Yet if a cultural object is contingent, its 

visibility also depends on user feedback. This then means that even the 

user, to a lesser extent, has the power to (organically or artificially) affect 

the visibility of that artifact, as in the example of the K- pop fans given 

at the beginning of this chapter. This is what this chapter  will focus on, 

 after clarifying how cultural work is changing with the rise of platforms.

PLATFORMIZED CULTURAL WORK: PRECARIOUSLY SEEKING . . .  

VISIBILITY

What does it mean to work in the cultural and creative industries  today? 

What is cultural work in the time of platform capitalism? In recent years, 

many scholars have focused their research on the changing nature of 

cultural work, describing it as “fraught with stress and burnout,”16 increas-

ingly precarious and insecure, less  unionized, and more individualized.17 

In some ways, however, working in the cultural industries has always 

been characterized by a certain amount of precariousness and insecurity. 

 Those who have read the novel Lost Illusions by Honoré de Balzac18 may 

remember the story of the provincial young man Lucien Chardon. Char-

don arrives in Paris  under the illusion that he could become a famous 

poet. He desperately seeks fame, but all he gets are disappointment and 

a precarious artistic life. Balzac describes with ethnographic precision the 

bohemian life of the  Parisian creative class of the 1820s (e.g., writers, jour-

nalists, poets,  painters, printers, theater critics, actors, and publishers). It is 

like reading the chronicles of  today’s creative workers: penniless, forced 

to go out  every night and hustle to meet  people who could give them a 

job, one month rich, the next month broke.
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While it is true that  careers in the creative industries have long been 

marked by precarious conditions of work and unstable wages,19 the eco-

nomic model imposed by digital platforms are challenging the survival 

model of cultural and creative workers. Brooke Erin Duffy and her col-

leagues argue that  today’s platformized creative economy amplifies the 

precarity of the past  because it is powered by a neoliberal ethos that 

values self- commodification and recasts  independent employment as 

self- entrepreneurship.20 What distinguishes platform cultural work from 

previous forms of cultural work is an even more extreme and individu-

alized condition of precariousness and, above all, a more intense “met-

rification” of the worker’s  performance: fame, popularity, and visibility 

are constantly monitored, calculated, and updated. Just as visibility can 

fluctuate due to a change of the metrics that  measure it, the income of a 

platformized creative worker is fragile, ephemeral, and volatile.  Careers 

in this field are “bound up with fluctuations in wider socio- economic, 

cultural, and  political realms,”21 like the price of gold on the stock mar-

ket. Visibility has become the main currency of platformized cultural and 

creative works. To make a living, a freelance cultural worker— ranging 

from a musician to a journalist publishing on Spotify or Medium— has to 

accrue more and more visibility. Cultural  labor in the age of platforms is 

a “visibility  labour”22 or a “visibility game,”23 but cultural workers do not 

have full power over their visibility; it is not a commodity they control. 

On the contrary, it depends on  factors external to them.

To a certain extent, fluctuations in the visibility of cultural work have 

always existed, but what is new  today is the ability of platforms to capture 

and govern the visibility of cultural workers. By developing the techni-

cal infrastructure that affords them to quantify the visibility of a cul-

tural product, platforms have been able to subsume the visibility of cultural 

work, to fence it  under their bound aries and turn it into a new, precious 

commodity. Visibility has been appropriated and datafied: the computa-

tional infrastructures built by platforms continuously transform creators, 

cultural objects, and consumers into data. The visibility of a song, for 

example, is quantified and broken down into dozens of data points, such 

as the number of plays within a specified period of time, the number of 

 people who have saved the track in their library, the average time spent 

listening to the track, and the “skip rate” (i.e., the number of  people who 
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have  stopped listening to the track before the end).24 The same  process of 

metrification is applied to  every digital cultural artifact, like online news 

articles, films, podcasts, and ebooks. Creators and consumers are data-

fied too.  Every subject that takes part in the platform ecosystem is being 

metrified to establish her position in the visibility rankings. As cultural 

work is increasingly turned into a data- driven activity, cultural workers 

are pushed to “pursue quantifiable markers of visibility.”25 Duffy argues 

then that visibility has become a requirement for  career success in cul-

tural industries amid platformization, and accordingly, “metrics are the 

central axes on which power and resources are exchanged—in the form 

of sponsorships, brand deals, collaborations.”26

Platforms possess the means of production (data and algorithms) to 

capture and govern the visibility of their complementors. While in the 

case of the gig workers discussed in the previous chapter, the computa-

tional power of platforms served to govern the  performance of gig work-

ers’ material bodies, in the field of cultural industries, the computational 

power of platforms serves to govern the  performance of cultural workers’ 

immaterial creativity, expressed through the currency of visibility. Visibility 

is thus the battleground where platforms and cultural workers confront 

each other. In the platform ecosystem, algorithms exert disciplinary 

power over users through what Taina Bucher has called “the threat of 

invisibility”:27 unlike the Foucauldian Panopticon, where prisoners feared 

being constantly vis i ble, Bucher argues that what platform users fear is 

losing their visibility. This threat pushes users to implement practices, 

legitimate or not, aimed at being algorithmically recognizable: Instagram 

users know that if they want a photo to be detected by the algorithm as a 

potentially viral image, they need to get a certain number of “likes” and 

“shares” within the very first few minutes  after posting it. If visibility is 

so central to the survival of cultural workers offering their products on 

platforms, it is understandable that they  will do anything to gain more 

of it, including practices aimed at gaming the platform’s algorithms. Like 

the gig workers from the previous chapter, they try hard to understand 

the functioning of the algorithms that govern them, generate theories 

to explain their be hav ior, engage in reverse engineering practices, and 

develop tactics to cheat them.28 However, this  process of algorithm sense- 

making belongs not only to cultural workers, but also to ordinary cultural 
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consumers such as  music listeners, Netflix viewers, and Instagram users, 

and to commercial agencies like an emerging cottage industry selling 

tricks and “hacks” to game an algorithm.29

Platform power in the cultural industries, although increasingly endemic, 

is neither monolithic nor stable over time. Indeed, as Nieborg and his 

colleagues argue, we should develop a nuanced and ambivalent under-

standing of this power: “Platforms exert mechanisms of power over the 

phases of the creation, distribution, monetization, and marketing of 

culture; but they also furnish space for negotiation and contestation.”30 

The prosumers of platformized cultural industries exert strategic and 

tactical algorithmic agency on their online visibility. Wherever visibility 

is at stake, we find individual and collective practices that attempt to 

artificially manipulate this visibility. Again and again, where  there is 

power,  there is  resistance. Negotiation and contestation of algorithmic 

computation can, in fact, be detected in all the fields of platformized 

cultural industries, from  music streaming platforms to Instagram and 

TikTok.

GAMING PRACTICES ARE EVERYWHERE

During the first COVID-19 lockdown in Wuhan, China, in March 2020, 

millions of Chinese students had to stay at home and attend classes 

online. One of the most  popular platforms used by schools in Wuhan dur-

ing the lockdown was DingTalk, a Chinese app for collaborative online 

work created in 2016 by the Alibaba group to “make work and study 

easy.” Students had to download the app and log in to attend classes, and 

teachers used it to send homework to the students. At one point, how-

ever, the app risked disappearing from the Chinese App Store, as its score 

dropped from 4.9 to 1.4 overnight.31 Somehow, hundreds (maybe even 

thousands) of Chinese students had orchestrated a coordinated effort to 

review the app negatively and consequently damage its ranking. The Chi-

nese students realized that by flooding the app with negative reviews, its 

reputation would drop so low that it would risk being kicked out of the 

App Store or lose visibility in its search engine.

Attempts to cheat the algorithms of platforms in the cultural and cre-

ative industries are everywhere; that is, they are an endemic feature of 
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the platform society. The discoverability and visibility of platformized 

cultural items are qualities that are never completely determined by plat-

forms, but they are the result of a continuous and dynamic contest. 

Visibility in the platformized cultural industries is a contested commod-

ity. On one side of the barricade,  there is the power exerted by platforms; 

on the other side,  there are gaming tactics that can be found in any plat-

form environment, from online video games32 to fitness apps,33 from 

online dating apps34 to podcasting35 and  music.36  Music industry report-

ers, in par tic u lar, have shed light on many stories about  music produc-

ers who  were able to artificially inflate their ratings and delude Spotify’s 

algorithms into thinking that they  were dealing with genuinely emerging 

hits that deserved a place on the more  popular play lists. The motivation 

for gaming Spotify’s algorithms in  these cases was purely economic: they 

mobilized both computational power and substantial  budgets to generate 

an impressive increase in the number of “plays” and be rewarded with 

more visibility and more revenues. Spotify is highly critical of  these kinds 

of practices, which it interprets as “artificial streams,” and it has taken 

several countermea sures and sanctions against  those users who are  doing 

this,37 but it has not yet succeeded in curbing this practice.

Yet attempts to cheat algorithms  don’t just come from  music industry 

professionals. They can also be carried out “from below” (i.e., by commu-

nities of fans and listeners who are not motivated by a desire to increase 

their income, but by passion for their idols). As we saw in the open-

ing story of the chapter, this is the case with K- pop fans.  These fans are 

famous for their incredible ability to mobilize, including planting a rain 

forest for their favorite artist, buying expensive ads in Times Square, or 

sinking US president Donald Trump’s rallies.38 In 2018, the global fandom 

of the Korean band BTS became famous for being able to manipulate Spo-

tify’s streaming charts. Upon the release of its  album Love Yourself: Answer 

in August 2018, superfans of the band launched a sophisticated campaign 

to make sure that it reached the top of the Billboard charts. BTS fans who 

 were in the US apparently created accounts on streaming platforms and 

distributed the login details to BTS fans in other countries. The recipients 

would then stream BTS’s  music continuously by VPN, often with multiple 

devices. By using this strategy, one BTS fan group claimed that it had dis-

tributed more than 1,000 Spotify accounts, boosting BTS’s ranking on the 
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US Spotify  music charts.39 This tactic is so widespread that  there is even 

a Korean fan- slang word for streaming an artist repeatedly to boost chart 

numbers: sumseuming, or “streaming 24/7 as one breathes.”40

The cultural studies scholars Qian Zhang and Keith Negus argue that 

 these practices are the result of a par tic u lar kind of fandom: the “data 

fandom.”41 Data fans, according to them, adopt individual and collec-

tive strategies to “deliberately intervene and to influence the statistical, 

sonic and semantic data collected by and reported on digital platforms 

and social media.”42  These fans have realized that they are relevant to 

the  music industry in that they can be turned into data, so they use this 

knowledge to benefit their favorite musicians and enhance their sense of 

achievement and agency.

We understand  these practices of gaming algorithms “from below” as 

manifestations of algorithmic tactical agency that are not aligned with 

the moral economy of streaming platforms. In fact, what is considered 

illegal by Spotify and other streaming platforms is instead deemed as mor-

ally acceptable to fans: “ We’re just trying to support our idols,” says 

Lamia Putri, a BTS fan from Yogyakarta, Indonesia. On the contrary, fans 

consider Sajaegi— a practice orchestrated by Korean marketing agencies 

for profit—to be unfair. Sajaegi means “unethically and/or illegally boost-

ing a chart ranking.”43 K- pop fans consider sumseuming a fair practice, 

whereas Sajaegi is wrong  because “it’s outside our control. It’s created by 

 people who have power.  We’re only fans. We  can’t do anything but get 

angry.”44 Yet Sajaegi is not a native practice of the platform era, since it 

existed even before when entertainment agencies used to bulk- buy their 

own artists’ CDs. In the digital era, they are using bots or troll farms to 

repeatedly stream songs and raise chart numbers. Many Korean bands 

 today receive offers of Sajaegi from marketing agencies to inflate their 

audience in exchange for money. According to the moral economy of 

streaming platforms, both sumseuming and Sajaegi are illegal, while the 

moral economy of K- pop fans distinguishes sumseuming from Sajaegi and 

considers the latter just a greedy manifestation of the power of money.

While the practice of Sajaegi is an example of strategic algorithmic 

agency that is not aligned with Spotify’s moral economy, sumseuming is 

an example of tactical algorithmic agency, and it also fails to comply 
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with the platform’s moral economy. Yet this agency can be detected in 

all spheres of the platformized cultural industries, particularly on  those 

platforms such as YouTube, TikTok, and Instagram, where the income 

of  independent content creators depends entirely on the “vagaries” of 

the algorithms that determine their visibility. In  these cases, we have 

noticed that  independent content creators have developed very sophis-

ticated collective tactics to game the algorithms. Social media content 

creators are an impor tant case study for understanding the lived experi-

ences of platformized creative workers. As Zoe Glatt explains, “whilst 

most cultural industries existed prior to the Internet, the influencer 

industry is a rare example of one that grew out of it.”45 Therefore, we 

de cided to focus on a specific kind of platformized creative worker— 

independent content creators on Instagram— and study46 their tactics to 

survive amid the rising uncertainty of the global influencer marketing 

industry.

GAMING INSTAGRAM: AMONG INSTAGRAM  

ENGAGEMENT GROUPS

“Done. Put a like in my profile picture, please!” “Done. You can recipro-

cate my like by putting a like on the picture you prefer.” “Done. Recip-

rocate it?  Will you help me liking my wife and  daughter’s picture? You’ll 

find it among the first comments in this post, thank you all!!!”

 These are just some of the comments (see figure 4.1) you might come 

across if you join an Instagram pod, also called an engagement Pod, an 

engagement group, or a direct message (DM) group.

According to the new media scholar Victoria O’Meara, who was among 

the first to research this phenomenon, engagement pods are “grassroots 

communities that agree to mutually like, comment on, share, or other-

wise engage with each other’s posts, no  matter the content.”47 Facebook, 

Instagram,  Telegram, and WhatsApp are the most used platforms to host 

 these groups. The term “pod” means both “a herd of marine mammals” 

(including  whales, dolphins, walruses, and seals) and “a vegetable cas-

ing.” The idea of a pod already suggests a group of individuals acting 

collectively in the same way, driven by common interests. The members 
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of an Instagram pod are all united by the same goal: to increase their vis-

ibility on the platform and avoid paying for sponsored content.

Pods become  popular to the wider audience only in March  2016, 

when Instagram replaced its chronological feed with an algorithmic one. 

On March 15, 2016, the  popular social media platform announced the 

implementation of algorithmic personalization on its official website as 

follows:

You may be surprised to learn that  people miss on average 70  percent of their 
feeds. As Instagram has grown, it’s become harder to keep up with all the photos 
and videos  people share. This means you often  don’t see the posts you might 
care about the most. To improve your experience, your feed  will soon be ordered 
to show the moments we believe you  will care about the most. . . .  48

4.1 An Italian Instagram engagement group, or pod. Red circles highlight the requests 

made by the members to their peers: “Reciprocate,” “Put a like to my profile photo,” 

“Reciprocate, please,” or “Follow me.”
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Soon  after this change, content creators across the Instagram commu-

nity began reporting diminished reach and engagement numbers. Many 

users  were angry about this change and created the hashtag #RipInsta-

gram.49 A Change . org petition demanding that Instagram revert its news 

feedback to chronological order garnered 343,011 signatures.50

O’Meara interpreted engagement pods as a “grassroots tactical response 

developed to contend with  these algorithmic conditions of cultural pro-

duction.”51 Instagram considers  these groups illegitimate and works con-

stantly to track and eliminate them. Point 17 of Instagram’s Platform 

Policy explic itly advises users not to “participate in any “like,” “share,” 

“comment,” or “follower” “exchange programs,” while in the platform’s 

Community Guidelines,  there is a call to not “artificially collect likes, 

followers, or shares.” Yet  these calls are useless  because since 2016, engage-

ment groups have multiplied and became endemic to the platform. Engage-

ment groups, or “pods,” are common among TikTok users and creators too, 

but their utility is contested.52

How Pods work

Pods sprout like mushrooms on several platforms, not just Instagram. 

Their life is as fragile as a soap  bubble or a butterfly. They grow fast, and 

just as quickly they burst: they have an ephemeral and contingent life, 

like the cells of a secret association. Their maximum size depends on the 

rules established by the platforms. Closed groups on Facebook have no 

membership limit, while WhatsApp groups cannot exceed 256 members. 

On  Telegram, groups can reach a maximum of 200,000 members, which 

is why pod administrators usually employ a bot to patrol its many mem-

bers. Each group is administered by one or more  people committed to set 

the rules of the group, verify that they are respected, and accept or reject 

new members. Pods vary greatly from platform to platform and may be 

created for vari ous purposes: to exchange follows, “likes,” or comments, 

or all of them altogether.

While some pods are  organized around a common theme,  others 

are dealing with  every kind of content. Ruben, a twenty- nine- year- old 

microinfluencer living in Milan, stated that in the beginning, he took 

part “in groups where  there was  really every thing,” an expression that he 

used to differentiate them from what he defined “topic- oriented groups”; 
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Abramo, a microinfluencer from Verona, also spoke about “generalist” 

groups, as opposed to “niche” or thematic groups. In the second case, 

they can focus on a common passion, like photography, fashion, or 

food. This difference is very impor tant, as we  will see,  because in  these 

topic- oriented, usually niche groups, the degree of support, mutualism, 

and solidarity is higher.

An extremely specific type of pod is the round pod, found only on 

 Telegram, which is  organized by turns (known as “rounds”) and admin-

istered through bots. The bot that manages the round pod randomly 

selects a minimum number of members that at a specific hour must drop 

(i.e., share their  Telegram profile with the group). Half an hour  after the 

drop, the round starts: all the members of the pod have to put a “like” 

on the last photo published by the users selected by the bot. They only 

have half an hour to comply with the task, or  else the group  will ban 

them. Round pods last for only a  limited time. Each round has a spe-

cific duration  because its members developed specific theories regarding 

how the Instagram algorithm calculates the engagement rates. This sort 

of reverse engineering of the temporality of the algorithmic detection 

 process of engagement is based on a complex mix of word of mouth, col-

lective observations, and discussions within the pods. Altogether,  these 

conversations form a “theory” coming “from below,” a kind of collec-

tively assembled knowledge that Motahhare Eslami and her colleagues 

call “folk theories.”53 It  doesn’t  matter if this belief is true or not: so long 

as  these theories are perceived as true by the group, they  will shape the 

be hav ior of the pod members. The algorithmic agency of the pod mem-

bers is strongly  shaped by  these folk theories.

Pods are populated both by common users (i.e.,  those who have a 

small number of followers or who have just landed on the platform) and 

vari ous types of experienced influencers. It  will be very difficult, how-

ever, to find macroinfluencers and megainfluencers with hundreds of thou-

sands, or even millions, of followers among the members of  these groups: 

macroinfluencers— established stars in the platformized cultural and 

creative industries—do not need to rely on  these groups for visibility. Yet 

among the members of a pod, we can find many of  those influencers that 

Crystal Abidin54 and Victoria O’Meara55 call nanoinfluencers and micro-

influencers56 (i.e.,  people who have an audience of a few thousand followers 
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and have just started their  careers as professional content creators or are 

not yet  doing this job full time).  These types of cultural content creators 

have a constant need to increase their visibility  because wider audiences 

allow them to attract better sponsorships.

Nanoinfluencers and microinfluencers often resort to pod support 

to achieve the engagement goals set by their sponsors. Without pods, 

many influencers (or wannabe influencers) are at risk of failing to meet 

their agreements with their sponsors and thus losing  future earning 

opportunities.

Yet users do not enter pods only to increase their engagement. They 

also access them to trade information about the functioning of the 

platform with more experienced members. As Abramo, a twenty- nine- 

year- old Italian user, recalls: “Let’s say that (a pod) is a sort of Instagram 

clandestine news bulletin, where  people circulate news and tricks; then of 

course . . .  if a news is being circulated by few groups, it’s almost certainly 

a fake news, but if many  people talk about that news, then it means that 

it might be true.”

Thus, pods are both a “gym”—or an informal learning environment— 

where members train their knowledge on the platform, and a clandes-

tine marketplace where its participants exchange valuable commodities 

(“likes,” comments, and follow- backs).

tActIcs to AvoId detectIon By InstAgrAm

Two interviewees, Davide and Damiano, revealed to us a widely  popular 

tactic to avoid detection by Instagram: when a pod member publishes a 

link to receive new interactions to their post, they delete the last part 

of the link to prevent Instagram from tracing it back to the platform on 

which the link was posted: “Many pods are banned  because many  people 

in the group share their posts leaving the link in full; this is something 

that we have understood over time,” said Davide.

Editing the “tracking link” is just one of a set of clever tactics aimed at 

keeping a low profile to avoid ending up “on the radar of Instagram,” as 

one of the interviewees told us.  These actions consist in being careful not 

to exceed the daily limit of interactions allowed by the platform, or not to 

generate too many interactions in a short time  because Instagram might 
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understand this sudden increase in engagement to be inauthentic be hav-

ior fueled by a bot and consequently shadow- ban (block) the user.

Moreover, the members of a pod, just like the members of the under-

ground society in the movie Fight Club, avoid talking to each other about 

the existence of the pod itself: “We  don’t talk about the pod in our chats 

with our friends; we have a  little bit of fear . . .  maybe you have a jealous 

friend who reports your Instagram profile and then Instagram puts you 

‘sotto torchio’;57 so let’s say that  there is a bit of fear in saying you belong 

to a pod,” Damiano remarked. The fact that he used the expression “sotto 

torchio” is a demonstration of how the members of the pod are aware 

of, and maybe even overestimate, the power of Instagram’s automated 

patrolling system.

A “LIFE  BELT IN THE SEA”: THE MORAL ECONOMY OF PODS

From our fieldwork, we discovered that pod members are highly critical 

of  those who resort to bots or that buy and sell “likes” and “follows.” 

They consider  these practices as forms of unfair competition and draw a 

clear line between the latter and their engagement communities. Accord-

ing to Stefania, for example, “pods guarantee a kind of growth that does 

not rely on any fake profile, but on real  people with au then tic profiles.” 

Users know that pods are heavi ly discouraged by the platform, but they 

still frame them as a morally acceptable strategy  because they consider 

them a fair and easily affordable defense weapon against the algorithmic 

government of visibility on Instagram. Joining an engagement group is 

considered an extremely useful tactics to start building an audience on 

Instagram. Abramo explained that, for a microinfluencer who wants to 

increase their visibility,

bots are not a good option, while pods I think it is the only way, if you  can’t 
afford paying for a post. With the fact that in Italy we are all too poor to pay 
for the sponsorship of a post, I think the pod is the only way to emerge, to start 
building our audience and get to a point where we can start earning money.

If an influencer has no money to invest in sponsoring their con-

tent, pods are considered the only way to increase visibility, but they 

are also perceived as a real life preserver. A microinfluencer explained 
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his “addiction” to pods as follows: “I  don’t say that relying on  these 

groups . . .  becomes a drug, but they become the lifebelt in the  middle 

of the sea . . .  a user  will always find it hard to abandon the pod,  unless 

she reaches very high audience numbers;  there are even some users who 

reached 50,000 followers and are still inside the groups.” He also specified 

that unwillingness to abandon a pod comes from the fear of not being 

able to provide the  service for which a com pany or a brand contracted 

him. Therefore, microinfluencers remain in the pod  because “you never 

know. Maybe a big sponsor shows up and it’s the chance of a lifetime; and 

then you ask yourself:  Will I be able to reach the engagement rates that I 

promised him without the help of the pod?”

The pods are therefore safety nets, life buoys in the  middle of the sea 

to cling to when someone risks a meta phorical drowning. This image 

evoked by one of the interviewees reminds us of the beginning of James 

Scott’s book The Moral Economy of the Peasant, in which he compares the 

structural condition of the  Vietnamese rural population to “that of a man 

standing permanently up to the neck in  water, so that even a  ripple is 

sufficient to drown him.”58 The comparison between an Instagram influ-

encer and a  Vietnamese peasant poised between death and subsistence 

may seem obscene, and it is if we understand it literally. Although a far 

cry from that of the  Vietnamese peasants described by Scott, the com-

parison may be useful to eventually realize the precarious condition of 

Instagram’s influencers and their extreme dependence on the force of the 

“tide” (i.e., the platform). The economy of the majority of influencers 

and  independent content creators is also a subsistence economy, exposed 

not to climate change but to other, equally power ful, external forces such 

as algorithmic changes.

The majority of  those we commonly call influencers are not public fig-

ures who wield enormous bargaining power against global brands and 

broadcast media. Most of them are precarious workers of the emerging 

cultural and creative industries,59 or even Syrian refugees trying to make 

some tiny profit from livestream begging on TikTok, as the BBC discov-

ered.60 As Brooke Erin Duffy highlighted, while work in the media and cul-

tural industries has long been considered precarious, the pro cesses and 

logics of platformization have injected new sources of uncertainty into 

the creative  labor economy: “Among the sources of such insecurity are 
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platforms’ algorithms, which structure the production, circulation, and 

consumption of cultural content in capricious, enigmatic, even biased 

ways.”61 The media scholar Zoe Glatt argued that, “contrary to highly 

celebratory discourses that position online content creation as more 

open and meritocratic than traditional cultural industries, this is an 

advertising- driven industry that propels the most profitable creators into 

the spotlight, resulting in the closing down of mobility.”62

The visibility on which content creators build their reputation is 

volatile and unstable and depends on black- boxed algorithms. Rebecca, 

another microinfluencer, confirms that her job is extremely precarious 

and reliant on the visibility that she manages to attain. To represent an 

attractive investment for brands, she must constantly pursue quantifiable 

markers of visibility: “Unfortunately, sponsors require you have 5,000 fol-

lowers at least, so you try to help yourself in some way, if you want to sur-

vive in this world.” Damiano pointed out that “if sponsors see any drop 

in the engagement rates, they simply decide not to invest in that profile 

anymore.” Some of the interviewees envision the pod as a form of retalia-

tion “from below”  toward the power of the platform. Instagram enforces 

its moral code through public announcements, community standards, 

and a continuous policing work over the platform, which aims to ban, or 

deplatform,  those who do not re spect the rules. Similarly, the pods have 

also set up their own methods to ensure that members re spect the rules 

that they have set themselves. On  Telegram, pod administrators use bots 

to verify that their members are  doing what they promised, while on 

other platforms, members use apps to see which peers have  stopped fol-

lowing them, and then undo their “likes” or stop following them in turn.

Most pod participants share a morally alternative code of conduct to 

the one enforced by the terms of  service (ToS) of the platform. This code 

is made explicit by the rules set by each single pod and serves to estab-

lish what is deemed as acceptable and what is not. Similar codes have 

been observed also in engagement groups dedicated to Vinted or TikTok 

users.63 In fact, this represents a real alternative “contract” to the Insta-

gram community guidelines, as shown by the screenshots of the rules of 

some Italian pods (see figure 4.2, 4.3,64 and 4.465).

 These screenshots show the concrete existence of primitive forms of 

everyday  resistance to the moral economy of platforms like Instagram. 
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In public, on the front stage, the members of the pod behave like com-

mon Instagram users, while once on the back stage, they perform actions 

that contrast with the rules of the platform. In  these moral codes of 

conduct, so dif fer ent from the community standards established by Ins-

tagram, we find material evidence of the existence of two contrasting 

moral economies— that of users and that of platforms—as theorized in 

chapter 2.

two comPetIng morAl economIes

The moral economy of Instagram has been encoded into the terms of 

 service and guidelines of the platform, while the rules established by pod 

members are the result of a normative  process based on a diverse moral 

economy.  Those who re spect the pod’s rules are committed to “growing 

with the community” and do not consider it immoral to resort to pods.

4.2 Rules of an Italian Instagram pod on Facebook (with  English translation).
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The logic of the pod leverages on the ethics of collective growth: in 

the descriptions of the pods, the administrators talk about respecting the 

rules, “growing together,” “reciprocate honestly,” “ don’t be an asshole,” 

“help,” “give a hand,” and “Please, reciprocate.” What is this, if not the 

zero degree of a “mutualistic” language, based on a cooperative ethic, in 

which audience growth can only be achieved together? While the dis-

cursive regime of the pods highly values reciprocity and cooperation, 

Instagram emphasizes a narrative in which only the most talented are 

rewarded with visibility, a model of growth based on the individualis-

tic and meritocratic morality typical of a neoliberal logic. Yet the moral 

economy of the platform is not entirely rejected by pod participants. The 

bound aries between the two moral economies are never clear- cut and 

4.3 Rules of an Italian Instagram pod on  Telegram.
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stable over time: pod participants often change their minds, argue that 

they want to leave the groups  because they consider them unfair, but 

then return to them, maintaining a “double morality” for utilitarian pur-

poses. Many of them unconsciously swing between one moral economy 

and the other.

ENTREPRENEURIAL SOLIDARITY  UNDER CONSTRUCTION

Is the act of joining a pod related to self- interest, or does it imply being 

part of a community and feeling responsible for its success?  There is no 

clear boundary between seeking personal interest or nurturing a sense of 

belonging to the community. We found vari ous degrees of utilitarianism 

and mutualism among pod members.  There are members who play the 

game and re spect the rules only if the game provides them with personal 

benefits, while  others develop a stronger sense of belonging to the group 

and invest a lot of time in sharing the skills that they have learned with 

the other members of the pod.

4.4 Rules of an Italian Instagram pod on Facebook.
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The sense of community is much stronger in topic- oriented or niche 

groups. Within  these groups, our interviewees report that the exchange 

seems more “au then tic and sincere.” Groups with few members develop 

community ties more easily than  those with thousands of members. As 

in the economy of gift described by Marcel Mauss,66 the  free exchange 

of “likes,” comments, tricks, and tips could represent a form of “digital 

gift,” which creates and maintains social ties and harnesses community 

members in a perpetual and binding circle of gifts and countergifts. Over 

time, this perpetual exchange of gifts and countergifts makes the mem-

bers of the group more connected to each other, strengthening social 

bonds.

In generalist groups, on the other hand, the exchange of “likes” and 

comments often appears to the members as imposed from the top. Abramo 

told us that when someone leaves, in a few minutes all the pod members 

“unfollow” them. This immediate “punishment” has a rational explana-

tion, as Abramo explained: “Why do I unfollow them? For an ‘algorithmic’ 

reason;  because . . .  I am afraid that, not belonging to this group anymore, 

they  will become an inactive follower of my profile, and this  will lower 

my engagement rate.” The frailty and ephemerality of mutual support 

within an Instagram pod are strikingly reminiscent of the kind of solidar-

ity that Scott found among Malaysian peasants. He wrote of an “imposed 

mutuality,” a very fragile form of solidarity, which was hardly maintained 

through the imposition of rules and sanctions. As Scott illustrates:

Such minimal solidarity depends,  here as elsewhere, not just on a seemly regard 
for one’s fellows, but on the sanctions that the poor can bring to bear to keep 
one another in line. Since the temptation to break ranks is always alluring to 
members of a class that has chronic difficulty making ends meet,  these sanc-
tions must be power ful enough to prevent an ever immanent Hobbesian strug-
gle among the poor. The modest level of restraint that has been achieved makes 
ample use of social sanctions such as gossip, character assassination, and public 
shunning.67

Similarly, even within pods, solidarity depends on “sanctions” imposed 

by pod administrators and is often at risk. In both thematic and generalist 

pods, a “flexible” and minimal solidarity emerges. It is characterized by a 

very low intensity of mutual care and of a contingent and volatile nature, 

which is based on an implicit contract of mutual aid and is imposed from 
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the top by the administrators of the group through sanctions and rules. 

As soon as someone breaks the contract, the mutual aid lapses.

Many Instagram users joined a pod just to improve their visibility, but 

then, over time, they also developed a sense of belonging to the group 

and began to appreciate the solidarity among peers that they found 

within the pod. This solidarity, however, is too contingent and fragile to 

be mistaken for a form of group or class “consciousness.” The solidarity 

that emerges from the practices of podders is quite similar to what Sori-

ano and Cabañes call “entrepreneurial solidarity” (see chapters 2 and 3). 

This kind of solidarity deviates only partially from the moral economy of 

Instagram  because while it challenges the platform rhe toric of competi-

tion and authenticity, it also helps to enhance content creators’ entrepre-

neurial spirit. Fi nally, it lacks a “ political” dimension that challenges the 

structures of power under lying platformized cultural industries.

The pods, in fact, are not the direct result of a preexistent “ political” 

awareness of the pervasiveness of platform power. The decision to enter 

a pod does not depend on a preexistent sense of solidarity between influ-

encers. If anything, the opposite is the case: it is only participation in the 

daily activities of the pods that can generate (more or less consciously) 

new bonds of solidarity, however volatile and “depoliticized” they might 

be. It is an entrepreneurial solidarity in perennial construction.

In the  process of struggling against the affordances imposed by the 

platform, they establish themselves as a community of self- entrepreneurs. 

They enter the pod as individuals animated by self- interest (increasing 

the number of “likes”), but they may leave (or remain in) the pod as 

individuals that rediscovered the benefit of cooperation, mutual aid, and 

entrepreneurial solidarity. Solidarity is an ongoing  process, not a given. 

Pods are only the first of many necessary steps  toward building more 

structured forms of solidarity. The mutual support provided by the pods 

is aimed at fostering the survival of its members within the “like econ-

omy,”68 not at changing its rules or building a more just and equitable 

cultural  labor economy.

But the workers in the platformized cultural industries are not only 

 organizing themselves in engagement groups, they are also building 

more structural forms of mutual support, such as new  independent 

 unions, a type of  organization that is already emerging in all kinds of 
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platform- mediated work.69 In fact, new forms of  labor  organization are 

emerging also among freelance content creators working in the global 

influencer marketing industry. The YouTubers  Union (YTU) was founded 

by a YouTuber named Jörg Sprave in March 2018, and in 2019, YTU teamed 

up with IG Metall, the largest trade  union in  Europe, to improve the 

working conditions of YouTubers who earn income, or aim to, from the 

videos they upload to the YouTube platform.70 IG Metall, the German 

trade  union, explained its decision to join the YTU by stating that several 

thousand  people in Germany alone rely on advertising earnings from 

YouTube videos  either as a main or impor tant supplementary income 

source, and they represent a new frontier of strug gles for workers’ rights. 

Similarly, at the end of June 2020, the fashion blogger Nicole Ocran, and 

the influencer expert Kat Molesworth joined forces to launch The Creator 

 Union (TCU), the UK’s first  union for digital content creators. The same 

month, an industry trade group called the American Influencer Council 

was launched in the US.71

Pods are places to incubate solidarity and awareness of platform power. 

In some cases, microinfluencers not only join a pod, but also resort to 

more structured forms of  resistance, like  independent  unions. If being 

part of a pod can be understood as a tactic of everyday  resistance, join-

ing an  independent  union represents a stronger move  toward forms of 

long- term, strategic agency that are not aligned to the moral economy of 

the platforms.
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Social movement activist Lucy is filming a police officer and live streaming their 

interaction on Instagram as legally allowed by the First Amendment. During 

their meeting, the police officer suddenly pulls out his smartphone and starts 

playing a famous pop song.

This surrealist scene could be the start of a David Lynch movie. Instead, 

it encapsulates the battlefield of con temporary algorithmic politics. The 

police officer is relying on a tactic that exploits social media’s copyright 

protection algorithm to prevent himself from being filmed— and held 

accountable—by the activist. Any video that includes  music, even just 

in the background, is potentially subject to removal by Instagram. An 

increasing number of  political practices are being performed on algo-

rithmically mediated environments, and dif fer ent  political actors have 

learned how to appropriate algorithms to fulfill their needs and objec-

tives. This is happening in the context of a dramatic change in politics in 

the last  decade. Digital platforms and algorithmic media are profoundly 

reshaping the ways in which  political actors generate information, share 

their messages, and carry out their actions at the interstices between 

the digital and the physical realms. As this chapter  will illustrate, at the 

5
GAMING POLITICS
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center of this new type of algorithmic politics lies the quest for visibility 

and the use of algorithms to  either artificially obtain it for oneself or 

to prevent  others from gaining it for themselves. This aligns with many 

of the dynamics of the platform society that we have seen at play in 

the other chapters of this book. The current scenario appears as a mul-

tifaceted technopo liti cal battleground animated by dif fer ent forces that 

coexist and clash, with multiple actors using algorithms to obtain control 

and enforce surveillance on one side, or for emancipatory aims in the 

pursuit of social justice on the other.1 Within this contested battleground, 

platforms are also key actors with their attempts to moderate, channel, 

and control the flow of  political information that circulates through their 

infrastructure.

In this chapter, we locate algorithmic politics within the broader sce-

nario of data politics and draw a distinction between an institutional/

strategic type of algorithmic politics and a contentious/tactical one. We 

subsequently show the articulation between strategies and tactics that 

flesh out a taxonomy of three types of  political engagement with algo-

rithms (amplification, evasion, and hijacking) and discuss the moral econ-

omy of algorithmic activism. In the conclusion, we reflect on the key 

contributions of this chapter, interrogating connections and differences 

with the concept of hashtag activism and addressing the agnosticism of 

algorithmic activism.

THE EMERGENCE OF ALGORITHMIC POLITICS

The critical data scholars Evelyn Ruppert, Engin Isin and Didier Bigo have 

shown that data are not only shaping the relations within our socie ties 

but have impor tant implications for politics and are inextricably linked 

to our demo cratic life. In sum, data create new power relations.  These 

scholars argue that “data politics is concerned with the conditions of 

possibility of data that involve  things . . .  , language . . .  , and  people . . .  

that together create new worlds.”2 This politics consists in “both the 

articulation of  political questions about  these worlds and the ways in 

which they provoke subjects to govern themselves and  others by making 

rights claims.”3 Data politics is thus “concerned with not only  political 

strug gles around data collection and its deployments, but how data is 
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generative of new forms of power relations and politics at dif fer ent and 

inter- connected scales.”4 Expanding on this definition and complement-

ing it with the notion of “contentious politics” advanced by the social 

movement scholars Charles Tilly and Sidney Tarrow,5 Davide Beraldo and 

Stefania Milan6 have introduced a differentiation between the “institu-

tional politics of data,” which refers to the top- down effects of datafication 

on groups and individuals— and the “contentious politics of data,” which 

denotes instead “the bottom-up practices embodied and promoted by 

individuals and groups.”7 With contentious politics of data, the two social 

scientists refer to “the multiplicity of bottom-up, transformative initia-

tives interfering with and/or hijacking dominant, top- down pro cesses of 

datafication, by contesting existing power relations and narratives and/or 

by reappropriating data practices and infrastructure for purposes distinct 

from the intended.”8

In the wake of this helpful distinction, we hereby propose a similar 

articulation for what we call algorithmic politics, a type of data politics 

that is concerned with how dif fer ent groups exercise their algorithmic 

agency by appropriating and acting upon algorithms to fulfill their 

 political objectives. Further, we differentiate between an institutional algo-

rithmic politics and a contentious algorithmic politics. The former refers 

to the efforts to act on algorithms undertaken from above—by a state, 

an institution, a corporation, and so on. The latter represents instead all 

 those practices initiated from below—by a collective, a social movement, 

a civil society  organization, or individual activists.  These two types of 

algorithmic politics connect two strands of lit er a ture that so far has rarely 

dialogued with each other. What we call institutional algorithmic poli-

tics is often referred to as “computational propaganda”9 or “algorithmic 

 populism,”10 while the contentious algorithmic politics has been addressed 

as “algorithmic  resistance”11 or “algorithmic activism.”12 In addition, 

when analyzing  these two types of algorithmic politics, we introduce a 

further axis of analy sis based on de Certeau’s distinction between the 

strategic and tactical dimensions that represents one of the conceptual 

pillars applied throughout this book. The introduction of this analytical 

dimension allows us to engage a fruitful dialogue with social movements 

and digital politics, while also speaking to the theme of  resistance which 

relies at the core of this book.
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INSTITUTIONAL AND STRATEGIC ALGORITHMIC POLITICS

Digital platforms, and social media in par tic u lar, play an increasingly cen-

tral role in the dissemination and amplification of  political voices. At the 

same time, social media represent environments where disinformation 

and hate have proliferated in recent years. The Wikileaks revelations, the 

Cambridge Analytica scandal, the Brexit campaign, the election of Don-

ald Trump for US president, and the “infodemic” that accompanied the 

emergence of the COVID-19 pandemic are only some key events that 

have reignited debates on the role of digital technologies for the manu-

facturing of propaganda and manipulation.13 The current conversation 

about the harms of digital platforms for demo cratic life has taken a decid-

edly darker turn following  these and other similar occurrences around 

the world, and an idealized vision of the digital society “has been swiftly 

replaced by a recognition that our information ecosystem is now danger-

ously polluted and is dividing rather than connecting us.”14 Relatedly, 

new research has flourished along with a related conceptual vocabulary 

that  either dusts off old notions and adapts them to the digital age (dis-

information, misinformation, conspiracy theories, digital/online hate, 

 etc.) or concocts new vague terms like “fake news”15 and “post- truth”16 to 

indicate that the scale of what we are experiencing is unpre ce dented. But 

 these terms have not only been mobilized by scholars: the “fake news” 

moniker was frequently employed effectively by Trump to condemn any 

media coverage critical of him.17

To better account for the entirety of  these vari ous phenomena, 

researchers at the First Draft News  organization have coined the term 

“information disorder”18 to include fabricated, manipulated, imposter, 

and other misleading content, as well as false context and connection 

and even satire or parody when they are mobilized to spread rumors and 

conspiracies. Concomitantly, in the field of digital journalism, scholars 

like Thorsten Quandt have taken stock of the clash between the uto-

pian, idealistic promise of the citizen participation ideal and the gloomy 

real ity of  organized hate campaigns, online misinformation, and the 

manufacturing of consent. Quandt has introduced the concept of “dark 

participation” to account for the variety of  these antidemo cratic forms of 

engagement in news production and circulation.19
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We consider as both institutional and strategic all  those manifestations 

of algorithmic politics enacted by institutions, governments, national 

states, corporations, think tanks, lobbies, public relations companies, and 

other entities that have social, economic, and cultural capital at their 

disposal to interfere with the work of algorithms, governed by long- term 

strategic visions.

For example, Ico Maly has put forward the notion of “algorithmic 

 populism,” which is “a  populism that is at least partially reliant on apply-

ing algorithmic knowledge and activism in order to construct the pop-

ulist voice and let it circulate throughout the hybrid media system.”20 

He shows that nowadays,  political discourse is significantly  shaped by 

the algorithmic affordances of digital platforms. Populist voices are now 

able to exploit the media logic of the new hybrid media system21 for the 

dissemination of propaganda and misinformation, as the architecture of 

social media seems to be particularly prone to  these treacherous dynam-

ics.22 The mono poly of disinformation and manipulation is no longer 

the prerogative of a few power ful states and institutions. This kind of 

propaganda which relies on algorithmic power and operates through 

hybrid media environments, has been referred to as “computational pro-

paganda.”23 This concept addresses the “use of algorithms, automation, 

and  human curation to purposefully manage and distribute misleading 

information over social media networks.”24 Research in this field, for 

instance, has focused on the identification of  political bots, also known 

as astroturf25 accounts or sock puppets.  Political bots are automated social 

media accounts that are built to look and act like real  people and aim 

to manipulate public opinion.26 Practices such as the deployment of 

 political bots in relation to computational propaganda represent nonpas-

sive forms of cohabitation with the work of platforms’ algorithms, even 

if their aim is oriented to the strengthening of one’s own  political or eco-

nomic hegemony.  These kinds of algorithmic media are often mobilized 

to amplify and artificially boost the profiles of specific politicians, par-

ties, and institutions to create an illusion of consent around controversial 

 political positions, or to hinder  political dissent and silence and fracture 

critical voices.27

While reflecting on the new dangers of institutional and strategic algo-

rithmic politics, it is fundamental to avoid a technological deterministic 
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tendency to overestimate the real power of algorithms and the role of 

social media in shaping politics and public life. The renewed interest in 

the most recent forms of algorithmically mediated propaganda has certainly 

helped to expose the extent of this phenomenon and the threats that 

 these practices pose to democracy. Yet we should not embrace too linear 

conceptions of the relationships between technology, democracy, and 

society. As the global media and politics scholars Paula Chakravartty and 

Srirupa Roy have pointed out, in some of the recent academic studies on 

disinformation,  populism, and propaganda, we are witnessing a “revival 

of the hypodermic syringe accounts of power ful media effects that we 

thought had been discredited by empirical evidence to the contrary.”28 

The two scholars add that “these explanations for the rise of  populism 

commonly reference the powers of media to persuade and ultimately dis-

tract or delude the voter from his or her ‘real’ concerns.”29 Hence, it is 

fundamental to look not only at the computational side of  these pro-

cesses, but also at their  political dimension. Research on institutional 

algorithmic politics need to engage with the power relations involved 

and the motivations  behind the social actors who sustain, promote and 

benefit from  these practices.30 What we are witnessing is a  political and 

epistemic crisis, and the role of technologies within it should not be over-

hyped but rather critically assessed, including the conditions that can 

contribute to fuel or mitigate this crisis.31

Looking at the  people  behind the dynamics of strategic algorithmic 

politics means also considering the workforce  behind digital propaganda 

and manipulation and recognizing the motivations that drive several 

 people, especially in the Global South, to partake in this business. The 

ramifications of  these strategies are global and have unfolded not just 

in the Western world, but in countries of the Global South as diverse 

as the Philippines32 and Mexico.33 “Troll armies” and “troll factories” 

are increasingly deployed worldwide to spread disinformation, manu-

facture consent, undermine protest, and interfere in  political opinions 

and decision- making pro cesses. In this context, it is impor tant to zoom 

in on the production mechanisms of digital disinformation, adopting a 

perspective that is close to that of media production studies. We should 

avoid the tendency to portray trolls with  stereotypes such as that of “folk 

 devils,”34 responsible of igniting moral panics in society. Adopting a 
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perspective that focuses on the agency of the  people who produce this 

content is key to get beyond  stereotypes about algorithmically mediated 

forms of control.35 The media scholars Jonathan Ong and Jason Vincent 

Cabañes36  were among the first to propose a dialogue between media 

production studies and disinformation studies to illuminate the com-

plex sociotechnical network of actors and infrastructures that lies at the 

heart of the artificial shaping of politics. The two scholars highlight that 

it is necessary to locate troll farms and whom they call the “architects 

of disinformation” not outside the media industry but, on the contrary, 

firmly “within broader media ecologies.”37 This allows us to understand 

paid trolls not as irrational and anonymous folk  devils, but as precarious, 

underpaid workers who are part of their domestic media industries and 

key actors of our hybrid media systems.

While most of the scholarly attention has been devoted to exploring 

algorithmic governance and top- down forms of digital politics and control 

from established and institutional actors, social movements and activ-

ists around the world are also appropriating algorithmic power in their 

attempts to transform society and bring about social change. In the next 

section, we tackle contentious and tactical forms of algorithmic politics 

focusing on algorithmic activism.

CONTENTIOUS AND TACTICAL ALGORITHMIC POLITICS 

(ALGORITHMIC ACTIVISM)

Collective action is a power ful force that drive social change in our 

socie ties. Throughout history, protest movements have induced major 

societal, cultural, and  political shifts. Exploring their tactics is key to 

illuminating how algorithms are envisioned and enacted in the strug-

gle for a more just society or governed by values other than hegemonic 

ones. Social movements are also central to our understanding of innova-

tive technological appropriations and experimentations. Across the ages, 

activists have proven how to successfully deploy technologies in ways 

that differ from the intentions of their creators to fulfill their needs and 

 political objectives. Relying on their creativity and dealing with a scar-

city of resources, they have been pioneers in the creation of  independent 

media infrastructures and the subversion of corporate digital platforms. 
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At the same time, social movements have constituted privileged settings 

for the development and diffusion of radical and counterhegemonic social 

imaginaries. Activist formations represent spaces where dif fer ent ways of 

thinking about democracy, equality, and justice materialize and where 

diverse ways of using technology are cultivated and enacted. Algorithmi-

cally mediated environments are restructuring collective action and the 

dynamics of social movements at a profound level38 changing the very 

conditions  under which social movements operate.39

Since most digital activist practices now reside within the contours of 

corporate digital platforms, activists must deal daily with the complexities 

of algorithms to promote and carry out their protest activities. Algorithms 

have several implications for the activities of social movements and rep-

resent key actors in what German sociologist Ulrich Dolata has called the 

“socio- technical constitution of collective action.”40 But con temporary 

activist formations show us that social actors can resist, subvert, and 

repurpose algorithms to envision alternative social imaginaries and fos-

ter dif fer ent kinds of data  futures.41 While data studies have paid much 

attention to the dystopian consequences of data systems and regimes of 

algorithmic governance, examinations of activist engagements, appro-

priations, and experimentations with algorithms are still rare. The data 

scholar Helen Kennedy has pointed out that activism that engages with 

data and algorithms “requires the possibility of agency, yet  there is  little 

scope for agentic engagements with data in the visions of datafication 

provided in much data studies scholarship.”42

As we have illustrated throughout this book, in order to grasp how 

algorithms can be repurposed and reconfigured, we need to look at the 

agency of the social actors involved, intended as “the ability of social 

actors to variably engage with, and react to, the context in which they are 

embedded, that empowers them to change their relation to structure.”43 

Algorithmic agency, intended as the reflexive ability to make algorithms 

work to their own needs (as discussed in chapter 1), does not exclusively 

reside in the hands of elites, institutions, governments, and corpora-

tions. As this book has demonstrated, this agency can be exercised from 

above and below by vari ous actors, and for contrasting purposes. Social 

movements, civil society  organizations, community groups, and numer-

ous grassroots and alternative actors can appropriate and repurpose 
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algorithms in counterhegemonic ways to advance social justice and to 

imagine and unfold dif fer ent “data worlds.”44 Studies on data agency,45 

data activism,46 and everyday practices of “living with data”47 concur in 

underlining that the analy sis of top- down pro cesses of datafication is just 

one side of a more contested battlefield. Activists can make sense of algo-

rithms from below and repurpose them to pursue social transformation 

in their efforts to change our socie ties.

Following this line of thought, Maly48 has devised the concept of “algo-

rithmic activism” to tackle the rise of a Flemish far- right activist move-

ment. He sheds light on how a new breed of algorithmic activists from 

this movement strategically exploit the inherent affordances of social 

media to reach their goals, “boost their popularity rankings,”49 and make 

their content go viral. In this chapter, we identify algorithmic activism50 

with the contentious politics of data that is concerned with how a range 

of actors including activists, social movements, and civil society actors 

engage with, and act upon algorithms to achieve their  political aims and 

pursue social change. We therefore conceptualize this phenomenon as a 

form of contentious algorithmic politics exercised through a tactical form 

of algorithmic agency. As we  will see— and as Maly’s example illustrates— 

algorithmic activists can also tactically leverage the algorithmic oppor-

tunities of digital platforms to push conservative, racist, and right- wing 

agendas. We refer to this aspect as the agnosticism of algorithmic activism 

in the conclusion of this chapter.

It is essential  here to recall the articulation between “algorithms as 

stakes” and “algorithms as repertoire” that was outlined in chapter  1, 

drawing on the distinction of Beraldo and Milan between “data- as- stakes” 

and “data- as- repertoire.” 51 In the former type (data- oriented activism), data 

are the “main stake in a hy po thet i cal claim- making agenda.”52 In the latter 

(data- enabled activism), they are instead incorporated within the reper-

toire of action of social movements and activists,53 “alongside other more 

traditional forms of protest and civic engagement.”54 Applying this analyt-

ical articulation to the realm of algorithmic activism, we can foreground 

a type of algorithm- oriented activism that sheds light on negative effects 

of platform power, and another type of algorithm- enabled activism that 

instead deploys algorithms as repertoire. The former kind denounces the 

several biases that are reproduced by the proprietary algorithms of digital 
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platforms. Studies on algorithmic bias, oppression and discrimination have 

made a strong contribution to our understanding of the potentially dev-

astating effects that algorithms can have on our society, democracy, and 

culture.

The work of such scholars as  Virginia Eubanks,55 Sofya Noble,56 Ruha 

Benjamin,57 and Sasha Costanza- Chock58 represents a turning point for crit-

ical data and algorithm studies.  These thinkers raised awareness among 

citizens and global civil society about the many perils of an algorithmi-

cally governed society and have confronted the problematic assumptions 

and decisions in relation to race, gender, status, class, and the vari ous 

forms of domination and discrimination that are encoded, designed, per-

petuated, and intensified by algorithmic systems. They have also proposed 

remedies to the systemic  causes and the structures of oppression that 

circumscribe the effects of algorithms on society. The British computer 

scientist Dan McQuillan, for example, argues that we need to develop 

an “antifascist” artificial intelligence (AI).59 He means that we need to do 

more than debiasing data sets, demo cratizing participation to the engi-

neering elite, or rendering AI more “ethic.” McQuillan argues that this 

approach must be both decolonial and feminist and proposes to create 

structures where  those affected by AI discrimination can contest machine 

decisions through the collective refusal of automaticity.

At the same time, a growing number of initiatives and  organizations60 

are focusing on data and algorithms as stakes, developing forms of activism 

that highlight the harmful effects of platform power and the inequali-

ties that are often reproduced by data systems and the proprietary algo-

rithms of digital platforms. This led to a questioning of the deployment 

of algorithmic systems at a structural level in ways that oppose the inevi-

tability of the adoption of  these technological developments.

While  these two types of algorithmic activism are inextricably con-

nected (as illustrated in chapter 6), the key focus of this chapter lies on 

the latter type of algorithmic activism, where algorithms are integrated 

into the contentious repertoire of social movements and civil society actors 

to pursue  political transformation. The social movement scholar Charles 

Tilly originally defined a “repertoire of contention” as including the 

“ whole set of means [that a group] has for making claims of dif fer ent 

types on dif fer ent individuals.”61 He  later clarified that this notion refers 
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to “claims making routines that apply to the same claimant- object pairs: 

bosses and workers, peasants and landlords, rival nationalist factions, 

and many more.”62 More recently,63 Tilly extended his focus to include 

broader, contentious  performances, emphasizing the constant innova-

tion of contentious politics. Reflecting on the increasing relevance that 

new media have obtained within the repertoires of social movements, 

scholars have started to develop notions such as “electronic repertoire of 

contention”64 and “digital network repertoires.”65

Both social movement and media scholars have  adopted the concept 

of repertoires of contention to study how activists integrate digital tools 

as means to challenge authority, protest, and mobilize.66 Algorithms 

exemplify the latest addition to the repertoire of contention of social 

movements, since the capacity to understand, adapt and repurpose algo-

rithms lies at the center of  today’s collective action. Dif fer ent thinkers 

have touched upon this topic in disciplines as varied as computer science, 

 political science, media, data, algorithm, management,  resistance, and 

social movement studies. For example, scholars working at the intersection 

between social movement, media, and algorithm studies have addressed 

the ways in which activists and algorithms are mutually enmeshed in 

protest- related settings. In their ethnographic account of digital pro-

test in Greece and Sweden, Vasilis Galis and Christina Neumayer67 have 

introduced the concept of “cyber- material détournement” to indicate the 

alliances between activists and algorithms that define social media activ-

ism. Other theorists have grown dissatisfied with dystopian accounts 

of algorithmic power and started to rely on de Certeau’s understanding 

of tactics. Julia Velkova and Anne Kaun, for instance, “foreground the 

significance of mundane user encounters with algorithms through which 

users can develop tactics of  resistance through alternative uses.”68 Relat-

edly, such experts as Justine Gangneux use the term “tactical agency” to 

designate the ways in which young  people engage (and disengage) with 

WhatsApp and Facebook Messenger.69 Tanya Kant70 describes the prac-

tices of social actors who are engaged in “manoeuvring within, against 

and through algorithmic anticipation”71 as “algorithmic tacticians.”

Activists engage in algorithmic activism by leveraging the affordances 

of social media’s algorithms to vari ous ends. Mostly, their goal is to obtain 

mainstream media’s coverage to increase their visibility (for the relevance 
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of visibility, see chapter 4). In this context, visibility can be understood 

as the “digital embodiment and online presence of individuals and 

groups and their associated meanings, which are . . .  constantly negoti-

ated, reinvigorated, and updated.”72 Algorithmic visibility is a new kind 

of power73 that selects which actors and which content can or cannot be 

seen. In algorithmically infused socie ties,74 it is essential for activists to 

play the game of visibility.75 This kind of digital visibility is also deeply 

ambivalent: for civil society actors, being in the spotlight can mean rec-

ognition and empowerment, but also being exposed to more surveillance 

and control.76 The dual nature of algorithmic visibility is exploited by 

activists themselves, as we  will see in the next sections. Yet campaign-

ers also appropriate algorithms to unfold their “narrative agency”77; that 

is, the capacity to tell their stories and frame actions and experiences 

in their own terms. This is testified by movements across the world as 

diverse as #OccupyWallStreet, #BlackLivesMatter, and #YoSoy132. As the 

social movement scholar Zeynep Tufekci has pointed out,78 the most suc-

cessful movements are the ones that can develop a “narrative capacity,” 

intended as the ability to attract public attention and insert new issues 

and frames into the  political debate. In the platform society, algorithmic 

activism represents a central ele ment of the formation of this narrative 

capacity for activist collectives.

A TAXONOMY OF ALGORITHMIC POLITICS

In this section, we illustrate the variety of practices in which algorithms 

are used as repertoire by a variety of both institutional and contentious 

actors around the world. We show how dif fer ent types of algorithmic 

politics center on a strug gle around voice and the incessant pursuit of 

visibility. This entails attempts to achieve that a specific  political enti-

ty’s voice is recognized, and its visibility strengthened, while at the same 

time, it includes the negation of other social actors’ visibility and the 

attempts to silence their voices. We pre sent a taxonomy of three types 

of algorithmic politics: algorithmic amplification, algorithmic evasion, and 

algorithmic hijacking. It is impor tant to clarify that  these categories rep-

resent ideal types of algorithmic practices that in real ity are much more 

enmeshed and interconnected among each other. We have de cided to 
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single them out to better foreground the key dynamics at play and the 

incessant back- and- forth strug gle between algorithmic strategies and tac-

tics that characterize con temporary digital politics. As usual, our focus is 

lying predominantly on the tactics developed from below: for this reason, 

we provide ample space to chart the dynamics of algorithmic activism.

ALGORITHMIC AMPLIFICATION AND THE MORAL ECONOMY  

OF ALGORITHMIC ACTIVISM

In specific  political junctures, both institutional actors and dif fer ent kinds 

of activists can integrate algorithms into their repertoires to artificially 

multiply and amplify their voices and acquire more visibility. For example, 

the “manufacturing of consensus” is now an integral part of the toolbox 

of institutional digital politics across many countries of the world,79 as evi-

denced in  political contexts as diverse as the US,80 Mexico,81  Kenya,82 and 

Argentina.83 The aim is to employ automation to artificially boost the vis-

ibility of and generate an inflated image of popularity for some  political 

candidates, a  process that has been described in reference to Argentin-

ian politics as being “ popular with robots.”84 The perceived popularity 

of  these candidates can generate a “bandwagon effect”85 that motivate 

other  people to “follow” and “like” them on social media platforms, thus 

further increasing their algorithmic visibility and the related illusion of 

popularity.

The algorithmic amplification of visibility and popularity represents a 

clear issue for democracies, as it stifles and poisons the possibility of genu-

ine debate and the au then tic  process of participation that are required for 

demo cratic socie ties to function. As the  political scientists Tobias Keller and 

Ulrike Klinger point out in their assessment of bots in election campaigns, 

“the princi ple of plurality is based on the premise of au then tic interests and 

stakes in a society. Bots may insert non- authentic interests (interests 

no  human or group in a society has ever voiced) and manipulated inter-

ests (fake interests that are manufactured to distort plurality). It becomes 

impossible for a society to monitor itself when machines disguised as soci-

etal members enter and manipulate the marketplace of ideas.”86

Activists too have demonstrated the ability to effectively integrate 

algorithms into their repertoire to multiply and amplify their voice to 
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acquire more visibility while strengthening their agency and narrative 

capacity. For example,  political science scholars have addressed the use of 

algorithms on Twitter to pursue social change and insert alternative nar-

ratives through a notion called “hashtag activism.”87  These researchers 

examine how marginalized groups rely on Twitter hashtags (e.g., #MeToo, 

#GirlsLikeUs, and #BlackLivesMatter) to preempt  political spin, erect net-

works of dissent, and challenge hegemonic understandings of gender 

and race. In our own previous work,88 we devised the notion of “algo-

rithmic  resistance” to characterize vari ous tactics of appropriation and 

repurposing of social media algorithms by social movements to pursue 

their  political aims and achieve greater visibility. This concept originates 

from extended fieldwork into the technopo liti cal practices of the Spanish 

movement 15M (also known as “The Indignados”). Through the tactical 

adoption of social media and their algorithms, this movement was able 

to spread information,  organize protests, build power ful narratives, and 

shape both national and global media coverage.

One of the most representative tactics of algorithmic activism estab-

lished by  these activists consisted in the systematic creation of trending 

topics on Twitter.89 This tactic can be conceived as a communicative prac-

tice that encompassed a meticulous combination of internal communica-

tion technologies and dissemination on social media platforms. Spanish 

activists used tools such as online pads (digital  notepads for collective 

writing) to (in the words of an activist) “collectively select a list of pos-

sibly successful hashtags and build the narrative of the protest.” Then, 

public- facing environments like social media (primarily Twitter)  were 

used to massively spread the information and reach the desired results. 

On  notepads, activists would brainstorm and debate the most effective 

hashtags and then pick some of them depending on the activist actions 

that needed to be promoted. Once a hashtag was selected, a range of 

potential tweets was created accordingly and shared with other cam-

paigners through internal communication tools. Also, 15M activists used 

a variable mixture of instant messaging  services (WhatsApp,  Telegram, 

and Signal), text messages, traditional mailing lists, and direct messages 

on Twitter and Facebook Messenger. This advanced tactic of algorith-

mic amplification presupposes a deep awareness and the understanding 

regarding the ways in which social media algorithms operate. As one 
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15M activist clarifies, this awareness was “obtained through incessant 

sequences of try and error,” originating from “trying to understand how 

the Twitter algorithm worked and how we could exploit it for improv-

ing our visibility, spreading our activities and influence the mainstream 

media agenda.”

As another Spanish activist further elaborates:

Our aim was to hack the Twitter algorithm so our narratives, our voices, our 
ways of seeing  things could reach as many  people as pos si ble. We use  these 
corporate social media  because this is where most  people are, and we want to 
reach the highest number of persons out  there. We want to be vis i ble, and we 
want our message to get across and be picked up by other mainstream media as 
well. We know that the nature of commercial social media is extractive and that 
they use our data in many ways, but this time it’s us using them to multiply our 
presence, spread our messages and empower our movement.

Through their continuous technological endeavors, social move-

ment actors found that general trending topics had a cycle of twenty- 

four hours and “all the accounts needed to tweet si mul ta neously with 

the same hashtag” (interview with a media activist). Furthermore, they 

detected that the hashtag had to be “fresh”  because the Twitter algo-

rithm always rewards newness. It is telling that in the quote given  here, 

the Spanish activist specifies that that “the nature of commercial social 

media is extractive” in relation to activists’ data, and tactics of algorith-

mic amplification that empower the movement are a way to use them 

back. This points to the existence of an alternative moral economy that 

justifies the artificial creation of popularity from below  because corporate 

digital platforms are often seen as commercial predators with no social 

values and no scruples, and thus they are conceived as environments that 

can be exploited by any means necessary to advance real democracy and 

social justice  causes. Another illuminating quote from an experienced 

hacker also touches upon this issue:

We are very aware that social media are toxic spaces of data extraction. Besides, 
being on them expose you to control and surveillance by authorities and the 
police. But we are not naïve  either . . .  For the first time, we have the knowledge 
to utilize them in ways that can massively multiply our message and discourses 
and reach a lot of  people . . .   Because this is where the  people are, we need to be 
 there, and we have the right to strengthen a message that promotes democracy, 
equality, and real participation.
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This last quote also aligns with what the Italian sociologist Paolo Ger-

baudo has called the move from cyberautonomism— that characterized 

the global justice movement and the creation of alternative media like 

Indymedia—to cyberpop u lism90 that defines con temporary activism. In 

the latter, movements do not shy away from commercial platforms and 

adopt a pragmatist attitude in the gaming of their algorithms91.

A similar tactic has been observed by Halperin92 on Facebook, where 

left- wing groups have developed tactics of “counter- populist algorithmic 

activism” to increase the visibility of their comments. This consists, for 

instance, in sharing  popular posts by right- wing politicians on Facebook 

with the group’s followers. Then, a subset of the group members would 

visit the post leaving critical comments, and other members would return 

to their group’s page to share links to the antagonistic comments that 

they posted. As Halperin explains, “Once such comments are in place, 

a band of around 200 to 300 members who are available at the time fol-

low  these links en masse and “like” the messages left by their peers.”93 

Facebook’s ranking algorithm relies on the princi ple of relevance,94 which 

is determined by levels of engagement (e.g., the numbers of “likes” to a 

comment). Consequently, the first  thing that many ordinary social media 

users who visit  these posts would encounter is the critical comments from 

leftist activists. This form of  resistance exploits Facebook’s ranking algo-

rithm: the group aims to boost the visibility of members’ comments on 

 popular Facebook pages “to restructure the manner in which the public 

make its appearance on social media and demonstrate to online audi-

ences that large parts of the  people vehemently reject the Right’s exclu-

sionary populist vision.”95

In other cases, activists rely on algorithms to amplify the visibility of 

someone in order to expose them with the aim of hurting their pub-

lic image. In 2018, in response to Donald Trump’s policies on immi-

grations and lesbian, gay, bisexual, transsexual, and queer/questioning 

(LGBTQ) rights, activists started to manipulate Google’s search algorithm 

by massively linking the word “idiot” to pictures of him.96 The associa-

tion between the word “idiot” and the president of the US at the time 

was partly ignited by the choice of London protesters of the Green Day 

song “American Idiot” during Trump’s visit to  England. Activists on Red-

dit started to upvote posts of Trump97 associated with the word “idiot,” 
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leading Google’s ranking algorithm to establish that connection. Google 

has a long history of this type of scandal, with offensive and sometimes 

racist content being linked to specific individuals: in 2009, searches for 

“Michelle Obama” returned a picture of the first lady’s face with apelike 

features. To date, the com pany’s stance in relation to this and similar 

incidents has been not to interfere with its research results.  These contro-

versies highlight the inherent biases of algorithmically driven decisions,98 

but they also exemplify the changing and contested dynamics of algo-

rithmic power where dif fer ent actors (digital platforms,  political figures, 

activists, the public,  etc.) and logics interact.

Fi nally, activists can integrate algorithms into their repertoire to 

respond to  these forms of algorithmic injustices. For example, Julia Vel-

kova and Anne Kaun99 have focused on forms of explicit algorithmic 

 resistance though their concept of “media repair practices.”  These “media 

practices of repair are tactics to correct existing shortcomings within algo-

rithmic culture rather than by producing alternative pathways. In that 

sense, they establish reactive user agency in an algorithmic aftermath.”100 

The two scholars investigate the World White Web proj ect by the Swed-

ish design student Johanna Burai, who sought to tweak Google’s image 

search algorithm to amplify alternative search results  after discovering 

that her basic photographic search of a  human hand returned almost 

exclusively images of White hands. In 2015, Burai launched a campaign 

to get six images of nonwhite hands to be among the top results in Google 

image searches. Practices of algorithmic amplification show that activists 

can appropriate algorithms to achieve more visibility or amplify someone 

 else’s biased voice to hurt their public image. This latter case displays how 

protesters can repurpose algorithmic power to repair what are perceived 

as unjust forms of invisibility.

ALGORITHMIC EVASION

This category includes examples of vari ous social actors fighting against 

digital platforms’ codes and algorithmic regulations to have their voices 

heard and their messages spread. This includes the realm of “content moder-

ation avoidance strategies.”  These strategies have been observed in spheres 

as varied as vaccine- opposed groups,101 pro– eating disorder (Pro- ED) 
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communities,102 and far- right movements.103 In relation to the first type, 

Moran et al.104 have exemplified how COVID-19 vaccine- opposed groups 

are able to bypass community guidelines and moderation features on 

social media through vari ous maneuvers. One of the most diffuse of  these 

techniques consists in lexical variations on Twitter, where iterations of 

words (e.g., “v@ccine”) are used to prevent algorithmic detection and the 

blocking of content. On the same platform, they would also create vaccine- 

neutral hashtags to insinuate misinformation into pro- vax conversations. 

The practices of antivax strategists,  these scholars show, are always carefully 

tailored to the specific platform architecture that they are appropriating. 

On Instagram, they would foster ephemeral content strategies including 

antivaccination content on stories rather than in- feed, or rely on coded 

language with words like “toxins” and “metals” instead of “vaccines.” On 

Facebook, they would provide links to vaccination misinformation in the 

comment section rather than in the original post.

In the case of Pro- ED groups on Instagram, similar strategies of content 

moderation circumvention  were identified in response to Instagram’s 

ban of phrases such as “anorexia,” “proana (pro- anorexia),” “thinspira-

tion,” “thighgap,” and “imugly,” as well as the hindering of the results 

for certain hashtag searches since 2012. This has led to a multiplication 

of lexical variants of the banned tags to deceive algorithmic controls. 

Pro- ED would replace “thighgap” with “thyghgapp” and “thinspo” with 

“thinspooooo.” Research105 has demonstrated that the Instagram ban 

exacerbated the situation since new variants obtained an even further 

reach than  those that they  were designed to replace, spreading to other 

platforms such as Tumblr and Twitter.

Relatedly, Prashanth Bhat and Ofra Klein106 have elucidated how far- 

right activists evaded censorship by Twitter’s automated moderation algo-

rithm during the 2016 US presidential election.  These scholars draw on the 

notion of “dog whistling” to describe the use of symbols and terminology 

that means something to the larger public but acquire a dif fer ent mean-

ing for a more specific group. In this case, words as “googles” or “Dindu 

Nuffins”  were used to indicate African Americans and “skittles” to desig-

nate Muslims for a white supremacist audience. Other symbols, such as 

parentheses and percentages,  were used to spread hate and racist, xeno-

phobic content that escaped Twitter’s algorithmic filters. The reliance on 
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a par tic u lar language for avoiding algorithmic control and surveillance 

has been also observed in con temporary Turkey, but in the hands of activ-

ists opposing the authoritarian government. Tønnesen107 underlined how 

activists who oppose the government appropriated the “vernacular Twitter 

language and the Western  popular culture, which includes drawing subtle 

comparisons between movie villains and the President, references to early 

Internet phenomena, captioning viral videos with implied  political mes-

sages  etc.”108 This appropriation allows them to fly  under the Turkish gov-

ernment’s social media control while still getting their message across; this 

playful vernacular language is out of sync with progovernment forces’ digi-

tal tools. Other examples of evasion tactics include far- right Italian activists 

on Twitter using symbols and numbers instead of letters (see figure 5.1 and 

5.2) when writing highly critical tweets targeting specific politicians. This is 

5.1 Tweet from an Italian right- wing activist on March 18, 2022, commenting on the 

views of a neoliberal Italian politician, Michele Boldrin, accusing him of being a “deranged” 

person: the encrypted message stands for “Boldrin squilibrato” (“Boldrin deranged”).110

5.2 Tweet from an Italian far right- wing activist on March 19, 2022. The cipher stands 

for “Riccardo Bauer è un povero coglione” (“Riccardo Bauer is a poor asshole”). Riccardo 

Bauer (1896–1982) was an Italian antifascist politician.
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carried out to cheat Twitter’s algorithm and avoid censorship while at the 

same time creating a sense of community with other likeminded users.109

Fi nally, algorithmic evasion includes tactics of obfuscation and dis-

engagement. The former has been conceived as a form of vernacular 

 resistance to the surveillance regime of digital platforms.111 As Brunton 

and Nissembaum articulate, “With a variety of pos si ble motivations, 

actors engage in obfuscation by producing misleading, false, or ambigu-

ous data with the intention of confusing an adversary or simply adding to 

the time or cost of separating bad data from good.”112 From radar chaff to 

BitTorrent and TOR,  people can rely on a plethora of anonymizing tech-

nologies to protect their activities and identity from algorithmic control. 

In the latter case, algorithmic evasion might involve  political disengage-

ment, as  people “may stop acting po liti cally on social media platforms as 

a way of avoiding an algorithmic visibility regime that is felt as demean-

ing their civic voices.”113, p. 77

Based on his research in Brazil, João Magalhães explores how citizens 

disengage from Facebook  because they perceive that the existence of algo-

rithmic  bubbles harms their citizenship. Moreover, they feel that the cost of 

visibility is too high, entailing “unacceptable sacrifices to their values and 

emotional well- being”114 and causing distress  because of the impossibility to 

fully control their visibility even when it is achieved. This experience illumi-

nates the moral economy of algorithmic activists from a dif fer ent point of 

view. Both 15M activists and Brazilian users share a vision of social media as 

extractive and toxic commercial platforms. However, whereas Spanish pro-

testers engaged in amplification tactics to (as the activists we interviewed 

would tell us) “hack  these environments” for their own  causes, Brazilian 

users abstain from social media.  These cases prove that algorithmic activ-

ism is not only about appropriating algorithms to amplify visibility and 

strengthen narrative agency, but also about finding new ways to evade them 

to avoid being silenced, tracked, or even recognized by digital platforms.

ALGORITHMIC HIJACKING

With the term “hashtag hijacking,” computer science lit er a ture defines 

a practice where hashtags are used to spread unrelated, negative content 

or spam. The goal is to tarnish the intended motive of a hashtag, thus 
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rendering its presence counterproductive.115 The following case study 

from Mexico  will elucidate this dynamic. On September  26, 2014, six 

deaths and the forced disappearance of forty- three students at the Ayo-

tzinapa teachers’ college in Guerrero spurred the emergence of a social 

movement in solidarity with the families of the victims, whose main aim 

was “to pre sent the missing students’ lives.”116 The spark of the move-

ment was ignited  after the event, when outraged activists started to 

protest on social media, creating the Twitter hashtag #YaMeCanse (IAm-

Tired) that expressed the feeling of not being able to stand any more 

vio lence. The hashtag soon became a key space for protest  organizing, 

information spreading, and one of the most successful hashtags in Mexi-

can history. The multimedia artist and writer Erin Gallagher has collected 

a detailed database of bot attacks and algorithmic strategies in Mexico 

and beyond.117 In relation to #YaMeCanse, she noticed something aty pi-

cal in her search results for  these hashtags: they  were flooded with tweets 

that had no content besides random punctuation marks. The accounts 

tweeting this empty content  were in fact bots with no followers, which 

 were tweeting automatically. As documented by the Mexican activist and 

blogger Alberto Escorcia,118 automated accounts purposively hijacked the 

hashtag inserting “noise” through links to pornography, advertisements, 

and violent images. The Twitter algorithm would flag it as spam and con-

sequently block it. The confusion that this generated made it challenging 

for citizens to share information using hashtags that vanished from Twit-

ter’s list of trending topics. However, activists reacted to the attempted 

hijacking of their hashtags by applying the previously described tactic 

of algorithmic evasion: they produced dif fer ent lexical iterations of their 

original hashtag, such as #YaMeCanse1 and #YaMeCanse2.  These itera-

tions  were able to move the conversation elsewhere, escaping the confu-

sion created by the government’s automated trolls.

This case exposes the battlefield of algorithmic politics with activists 

engaged in tactics of algorithmic evasion and reamplification in response 

to top- down strategies of algorithmic hijacking. Alberto Escorcia is part 

of a new generation of activists who have been detailing the rise of bots, 

trolls, and fake profiles in Mexico since the 2012 elections and publish-

ing his original analy sis of hashtags, trends, and data on his platform 

LoQueSigue (WhatFollows).119 In this blog, the Mexican activist has 
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documented the use of automated accounts to disrupt protests in numer-

ous  political campaigns. Relying on social network visualization tools 

such as Flocker and Gephi, Escorcia has developed ways to detect bots by 

examining the number of connections that a Twitter account has with 

other users. He also creates videos explaining to the public the dangers of 

bots and algorithmic attacks, proposing recommendations to help activ-

ists to counteract strategies of algorithmic hijacking. As he illustrated dur-

ing an interview with us:

You should always post new, fresh content and avoid posting the same stuff all 
over again  because Twitter’s algorithm  favors novelty. Also, you should devote 
time and resources to build real and strong connections in your activist network 
to show to the algorithm that you are not in fact a bot. Moreover, as it hap-
pened with YaMeCanse, you can build iterative versions of the hashtag with 
numbers like “YaMeCanse1,” “YaMeCanse2,”  etc. to avoid bot armies that are 
trying to drown out real conversations with noise. In that way, you can move 
the discussion elsewhere and continue.

This example shows how institutions can deploy strategies of algo-

rithmic hijacking to prevent activists’ voice from being heard and silence 

online dissent. Yet activists can quickly use algorithms to react to  these 

strategies. Through algorithmic evasion and amplification, activists 

reclaim spaces for their own narratives in the never- ending confrontation 

between strategies and tactics that defines con temporary politics. Another 

illustration of this tactic is represented by the collective hijacking of the 

Twitter hashtag #myNYPD described by Sarah Jackson and Brooke Fou-

cault Welles,120 that followed the launch of a public relations campaign 

by the New York City Police Department in 2014. The scholars document 

how activists’ hijacking of the police hashtag led to the formation of a 

counterpublic sphere. They rely on this experience to demonstrate how 

the activists’ repertoire of contention is evolving in the algorithmic age.

K- pop fandoms— known for their dedication to the idols of South 

Korean  music— have recently received journalistic coverage for their algo-

rithmic skills at the  service of social justice  causes (see also chapter 4). 

In 2020, protests emerged in response to the police killing of George 

Floyd in Minneapolis, and the subsequent threat of President Trump 

to employ the army against demonstrators. In this scenario, the Dallas 

Police Department asked the public to submit video of “illegal activity 
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from the protests” through a dedicate app. K- pop fans inundated the app 

with K- pop- related content such as “fancams” (fan- edited videos of K- pop 

stars). As a result, the Dallas Police Department was forced to remove the 

app.121 K- pop fans are also responsible for hijacking right- wing hashtags 

like #MAGA, #BlueLivesMatter, and #whitelivesmatter, flooding them 

with clips of K- pop groups, memes, and similar content to drown out 

racist and other offensive voices. As the digital culture researchers Crys-

tal Abidin and Thomas Baudinette122 have remarked, the fact that K- pop 

fans are mastering  these tactics is no surprise to fandom scholars who 

have been following their practices for years.  These communities have 

a long history of “being  political,” using online platforms to promote 

charitable  causes, online vigilantism, and social justice goals.123 Through 

their constant engagement with the architecture of the social media eco-

system, they have developed a strong algorithmic awareness and refined 

tech- savviness.

Fi nally, algorithmic hijacking is not merely related to hashtags; it 

extends to other devices and practices. For example, police officers in 

the US (see the sketch at the start of this chapter) have been playing 

copyrighted  music with their phones during attempts to be recorded by 

activists in the course of their encounters. Their aim is to prevent  those 

videos to be posted on YouTube, thus eluding accountability. To do so, 

they exploit the platform’s copyright policy, which filters and removes 

this kind of material through a system called Content ID.124 This kind 

of algorithmic hijacking to silence activists’ voices illustrates the hybrid 

nature of the phenomenon that can manifest at the intersection between 

the physical and the digital spheres.

BEYOND HASHTAG ACTIVISM: FINAL REFLECTIONS  

AND KEY TAKEAWAYS

This chapter has represented a journey into algorithmic politics, an area 

of inquiry concerned with how dif fer ent groups appropriate algorithms 

to meet their  political objectives. We have introduced the distinction 

between an institutional and strategic use of algorithms for  political pur-

poses and a contentious and tactical one. This second type epitomizes 

the field of algorithmic activism. Within this kind of activism, algorithms 
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can be the object against which activists’ actions are oriented (algorithms 

as stakes) or the tool through which they exercise their protest (algorithms as 

repertoire). We have shown that algorithms represent the latest addition to 

the repertoire of contention of social movements, and we have discussed 

a taxonomy of three types of algorithmic politics (algorithmic amplifica-

tion, algorithmic evasion, and algorithmic hijacking) to illuminate the actors 

and forces at play within this technopo liti cal battleground and reflect on 

the moral economies sustaining algorithmic activism.

It has become clear that our conception of algorithmic activism 

includes but exceeds the notion of “hashtag activism.” While Twitter has 

been a fundamental space for recent forms of contention, algorithmic 

activism encompasses a wider range of tactics, dynamics, and stratagems 

and navigates a broader ecosystem of platforms, devices, actors, and 

sociopo liti cal territories. Moreover, as our book clearly demonstrates, 

algorithms are gradually pervading more aspects of our lives, and thus 

 these practices are becoming more mundane. It is also key to underline 

the agnosticism of algorithmic activism. As we have shown, algorithms are 

being appropriated both by right- wing, racist, and misogynistic move-

ments and by oppressive and authoritarian regimes. At the same time, they 

are employed by progressive activists, left- wing movements, and radical 

collectives. Hence, the battlefield of algorithmic politics and the fight 

for visibility is multidimensional and ambivalent.125 It is defined as an 

incessant strug gle between strategies and tactics and as disruptions and 

alliances between vari ous actors, with platforms playing an increasingly 

salient part in this game. It is also defined as competing moral economies, 

with activists reacting to the extractive nature of commercial platforms 

through appropriation and engagement or choosing instead forms of 

withdrawal and abstention.

More than ten years ago, the  political theorist Jodi Dean argued that 

“globally networked communications remain the very tools and ter-

rains of strug gle, making  political change more difficult— and more 

necessary— than ever before.”126  These words resonate stronger than ever 

in the platform society, where  political change and algorithmic agency 

continuously intersect.
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The Street finds its own uses for  things— uses the manufacturers never  imagined.

The microcassette recorder, originally intended for on- the- jump executive 
dictation,

becomes the revolutionary medium of magnitizdat,

allowing the covert spread of suppressed  political speeches in Poland and China.

The beeper and the cellular telephone become tools

in an increasingly competitive market in illicit drugs.

Other technological artifacts unexpectedly become means of communication,

 either through opportunity or necessity.

The aerosol can give birth to the urban graffiti matrix.

Soviet rockers press homemade flexi- discs out of used chest X rays.

— William Gibson1

INTRODUCTION

How  will we live in 1,000 years, if we are  going to be still on this planet? 

 Will artificial intelligence (AI) have completely enslaved us, or  will it 

have freed us from laboring at all? A  future with machines that are more 

intelligent than  humans is not science fiction, but something that sci-

entists predict  will happen very soon. Stuart Russell, the  founder of the 

Center for Human- Compatible Artificial Intelligence at the University of 

6
FRONTIERS OF  RESISTANCE 
IN THE AUTOMATED SOCIETY
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California, Berkeley, said most experts believed that machines more intel-

ligent than  humans would be developed this  century: “I think numbers 

range from 10 years for the most optimistic to a few hundred years,” said 

Russell. “But almost all AI researchers would say it’s  going to happen in 

this  century.”2  Will a global elite rule the rest of the population through 

AI, making our  free  will and agency obsolete?

Critics of the automation of society tell us that this danger is already 

 here. The pro cesses of automation enabled by AI systems are shaping 

 human  labor, consumption choices,  political decisions, urban mobility, 

health, and cultural tastes.

The French  philosopher Bernard Stiegler argued that our daily lives are 

completely overdetermined by automation.3 According to him, we social 

beings subjected to digital capitalism are now reduced to a condition of 

automatons overdetermined by algorithmic mechanisms that nudge and 

shape our social be hav ior. Shoshana Zuboff takes a similar stance to that 

of Stiegler when she argues that for surveillance capitalism, “it is no lon-

ger enough to automate information flows about us; the goal now is to 

automate our be hav ior.”4 In their interpretation of con temporary capital-

ism, we seem to hear an echo of Horkheimer and Adorno’s critique of 

instrumental reason: “Thought is reified as an autonomous, automatic 

 process, aping the machine it has itself produced, so that it can fi nally be 

replaced by the machine.”5

Recently, the media scholar Mark Andrejevic also expressed his con-

cern about the rise of the automated society. He does not speak of online 

platforms, but rather of “automated media.”6 For him, when an algo-

rithm decides what news,  music, or video to show us, we are facing the 

automation of culture. What he calls “automated media” are beginning 

to permeate the world around us, mediating our symbolic exchanges 

with  others. The digital communication networks on which the gig econ-

omy relies on are able, Andrejevic argues, to “subsume” all  those forms 

of work that  were once not subject to supervision and control. He con-

vincingly argues that “the physical enclosure of the factory is no longer 

needed when virtual enclosures created by digital communication net-

works capture more information than any  human supervisor could. The 

gig economy is a creation of highly automated systems for coordinating 

the activities of workers dispersed across the landscape.”7

Downloaded from http://direct.mit.edu/books/book-pdf/2328452/book_9780262377485.pdf by guest on 26 September 2024



frontIers of  resIstAnce In tHe AutomAted socIety 157

Platform capitalism seems to be an updated version of the communi-

cative capitalism foreseen by the  political theorist Jodi Dean more than 

ten years ago.8 Following Dean’s reasoning,  today, we could say that not 

only has communicative capitalism appropriated networked telecommu-

nications, transforming commercial digital platforms into the new infra-

structures of society, but it increasingly relies on complex algorithmic 

infrastructures to exercise its power. The 2.0 version of communicative 

capitalism taking shape in this third  decade of the new millennium is 

thus not only the consequence of the “convergence of networked com-

munications and globalized neoliberalism,”9 but also of the merging of 

globalized neoliberal ethos and datafied algorithmic infrastructures. This 

version is even more power ful than the previous one  because it holds 

more data and computational power than the one originating at the begin-

ning of the new  century. The communicative capitalism of the twenty- 

first  century extended its control over all forms of work that happen 

outside the traditional places of production: gig economy apps moni-

tor, supervise, and make productive the effort of a bike rider, the driving 

skills of an Uber driver, the emotional  labor of an el derly caregiver, the 

 performance of an Upwork freelancer, and so on . . .

Work automation is not simply about replacing workers with an 

AI system, but it is a more complex  process, tending both to optimize 

 human work through AI and to optimize AI through  human work. In 

the first case, we mean all  those  human jobs that are governed by algo-

rithms with the aim of making them more efficient, as is the case of 

Amazon’s workers10 or  those in the gig economy explored in chapter 3. 

In the second case,  human  labor is employed to make machines work 

better. The Italian sociologist Antonio Casilli has examined the forms of 

 human  labor hidden  behind the training pro cesses of AI systems,11 while 

the Latin American sociologists Milagros Miceli and Julian Posada con-

tributed to define data work as “the  human  labor necessary for data pro-

duction . . .  for machine learning.” Data work, they argue, “involves the 

collection, curation, classification, labeling, and verification of data.”12 

These workers who are literally  behind the machines reside mainly in 

the Global South. Con temporary climate and geopo liti cal crises pro-

vide the gig economy and the artificial intelligence (AI) industry with 

an ever- growing reserve army of  labor. The critical thinker Phil Jones13 
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reveals how a globally dispersed complex of refugees, slum dwellers, and 

casualties of occupations are “compelled through immiseration, or  else 

law, to power the machine learning of companies like Google, Facebook, 

and Amazon.”14

Jones cites the example of the transport automation industry. The 

growth of the self- driving vehicle sector, he argues, depends on the ability 

of AI algorithms to correctly recognize all ele ments of the urban envi-

ronment, from pedestrians and animals to traffic signs, traffic lights, and 

other vehicles. The images taken by in- vehicle cameras contain large 

amounts of raw visual data that first must be categorized and labeled in 

order to be fruitful.  These data are used to train the software installed 

in driverless cars and prevent them from mistaking a traffic light for a 

pedestrian. Companies such as Tesla outsource data training to the Global 

South. In 2018, Jones reveals, more than 75  percent of this data was tagged 

by Venezuelans facing the most desperate circumstances. In the aftermath 

of the country’s economic collapse, a significant number of newly unem-

ployed  people— including many former middle- class professionals— have 

turned to microjob platforms such as Hive, Scale, and Mighty AI (acquired 

by Uber in 2019) to annotate images of urban environments, often for less 

than $1 per hour.15 More recently, Time magazine discovered that OpenAI 

used  Kenyan workers (working for less than $2 per hour) to make Chat-

GPT less toxic.16

Automation is advancing, no doubt. Even if the predictions of AI crit-

ics turn out to be wrong and AI does not outsmart us in a few years, schol-

ars like Kate Crawford have demonstrated how the  limited intelligence of 

current AI systems are already capable of putting our environment, free-

dom, democracy, and autonomy at risk.17 She has shown how AI systems 

represent expressions of power of specific economic and  political forces, 

which are created to increase profits and centralize control in the hands 

of  those who hold them. The new media scholar Nick Dyer- Witheford 

and his colleagues argue that on its current trajectory, AI represents an 

ultimate weapon for capital. It  will render humanity obsolete or turn it 

into a species of transhumans working for a wage  until the heat death of 

the universe.18 If the computational power of AI is  going to increase, we 

need to ask ourselves in  favor of whom this power  will work and which 

actors will benefit from it. The risk that AI,  whether  really “intelligent” or 
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not, may limit rather than enrich our lives and autonomy is real— here 

and now, not in 100 or 1,000 years. AI may indeed be harmful, although 

it prob ably  won’t be in the sense intended by the likes of Elon Musk and 

Geoffrey Hinton, the so- called godfather of AI, both of whom fear that AI 

is in danger of taking over humanity.  These visions risk overshadowing 

much more concrete risks than the mass extinction of humanity at the 

hands of AI, such as the increased power of employers over employees, 

the use of AI against marginalized communities, and its devastating envi-

ronmental impacts.

Yet is this description of the consequences of automation of society 

“thick” enough? Are we  really being automated by the “smart” machines 

of digital capitalism without  resistance? Are we facing (again) the return 

of an apocalyptic and deterministic vision of media and technology? This 

new emphasis on how digital platforms, AI systems, and algorithmic or 

automated media influence politics, enslave  human  labor, and shape cul-

tural industries, exerting an increasingly ubiquitous form of power, risks 

losing sight of the space still available to  people. In all  these  grand narra-

tives of the current condition of increasingly mediatized cap i tal ist democ-

racies,  there is something apparently minuscule and mundane that escapes 

the broad meshes of communicative or platform capitalism’ theories. What 

escapes their gaze are the thousands of microscopic acts of  resistance to the 

narrative force of platform capitalism, which materialize in the appropria-

tion, by ordinary  people, workers, and activists, of the tools of networked 

communication first, and algorithms  today, to put them in the  service not 

of a neoliberal ethos but of a cooperative and solidarity agenda.

Cinematic imaginary offers a highly power ful tool to answer  these ques-

tions and imagine the  future to come. Thousands of writers, authors, direc-

tors, and filmmakers imagine the humanity to come, influenced by the 

 political and social prob lems of the historical moment in which they live.

Among the many pos si ble fictional tales of the  future,  there are two 

movies that we would like to evoke. One is the remake of Dune, directed 

by Denis Villeneuve. In the first installment of this film series released in 

2021, the cruel Harkonnen rule the planet Arrakis, also known as “Dune,” 

on behalf of the Imperium, the master of the universe. The planet’s native 

population, the Fremen (who look very much like the Polisario Front fight-

ers of Western Sahara), are hiding in the sandy desert. The technological 
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gap between the masters of Dune and the Fremen is enormous, but the 

Fremen have learned to live in the desert and are ready to resist. The 

dialectic between ruler and ruled is also at the heart of another science 

fiction film, Elysium (2013), directed by Neill Blomkamp. In the film, set 

in the  middle of the twenty- second  century, the Earth is overpopulated 

and heavi ly polluted. Most of the inhabitants live in poverty, subjected 

to extreme forms of surveillance. The rich and power ful have left and rule 

the Earth from Elysium, a space station orbiting the planet and equipped 

with advanced technologies to cure any disease. In this postapocalyptic 

scenario, a group of cyberpirates manage to build a spaceship capable 

of hacking into Elysium’s defense systems and illegally land on it to use 

Elysium healing capsules to cure their friends.

What do  these films tell us? They  don’t  really speak about the  future, 

but they narrate a thousand- year- old story. Where  there is power,  there 

is always a part of humanity that rises up to resist it. This is the case even 

when this power seems invincible, like that of the Imperium in Dune, of 

the rich citizens of Elysium, or of the Metaverse of Mark Zuckerberg. It 

has happened in the past; it happens  every day; and it  will continue to 

happen on Arkaris, on the satellite Elysium, or in 100 or 1,000 years on 

planet Earth (that is, if we survive ourselves).

Although we are immersed in this deeply “mediatized”19 ecosystem and 

we live a “media life,”20 our relationship with digital platforms is never fric-

tionless. Users and platforms,  human and nonhuman subjects coinhabit 

this ecosystem in complex ways. The relationship that we have with the 

algorithms that populate our daily lives is symbiotic and recursive. While 

it is true that algorithms learn quickly from users’ gaming attempts and 

therefore are able to realign themselves, users are also capable of readjust-

ing themselves to face the new challenges posed by algorithms, as demon-

strated by the rider from Naples who found a way to circumvent the facial 

recognition software introduced by the food delivery com pany Glovo, as 

discussed in chapter 3.  Every day,  people temporarily ally themselves with 

algorithms to achieve their own strategic ends, but they also constantly 

break  these alliances. Alliances with algorithms and rebellions against or 

through them alternate incessantly in everyday life.

This continuous realignment of algorithmic alliances gives life to 

contingent reconfigurations of power balances. We recognize that this 
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relationship is informed by strongly asymmetric power relationships 

that leave increasingly less space for agency. However, we argue that 

algorithmic systems are to be considered as sociocultural and  political 

battlegrounds where power is continuously renegotiated.  People can still 

tactically appropriate the algorithmic infrastructure of platform capital-

ism to repurpose it at their own advantage.

In this last chapter, we summarize the key contributions of the book 

and reflect on its conceptual journey. We  will reflect on the relevance of 

the key concepts of algorithmic agency, moral economy and  resistance. 

We hope that, at the end, it  will become evident that algorithmic agency 

is an endemic and defining characteristic of our con temporary highly 

mediatized lives.

tHe relevAnce of AlgorItHmIc Agency

In this book, we have observed the emergence of vari ous forms of algo-

rithmic agency. We have done so by looking at the fields of gig working, 

cultural industries, and  political activism for examples. We could have 

focused on only one of  these fields—in fact, each of them could be a book 

in itself— but we chose to bring them together in this book  because we 

wanted to show how forms of algorithmic agency are a structural con-

dition of the platform society, not just a set of practices related to one 

or more platforms. The platform society described in detail by José van 

Dijck et al.21 and the  whole emerging platform studies field22 is defined by 

the semimonopolistic and quasi- infrastructural power that platforms are 

acquiring, but, at the same time, platform power is only half this story. 

Just as  there is no power without  resistance,  there is no platform power 

without algorithmic agency. Through case studies taken from the worlds 

of gig working, cultural industries, and politics, we wanted to show how, 

wherever  there is an algorithm acting as an intermediary,  there is always 

someone who has found a way to repurpose that algorithm to their own 

advantage. This does not mean that  these practices are always “right” and 

“fair” or that they are widely spread among all  people. On the contrary, 

we have seen how knowledge of  these practices is not equally distributed 

among users and how the effectiveness of  these practices depends on the 

availability of time, capital, and expertise.
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Yet the mere fact that they exist and continue to evolve demonstrates 

the  human capacity to respond both tactically and strategically to the 

challenges posed by algorithmic power. Algorithm gaming practices are 

everywhere: in work, cultural production and consumption, politics, and 

many other fields affected by platformization. Recently, the scholars 

Krishnan Vasudevan and Ngai Keung Chan discovered how Uber  drivers 

resist Uber’s gamification features by using them in unintended ways. 

 Drivers appropriated the affordances of the Uber app and re oriented 

its purpose to maximize their earnings and maintain control over their 

 labor.23

We showed that in  these three realms of everyday life, the repertoires 

of algorithmic agency can follow similar patterns, even if they serve dif-

fer ent aims. But  there are many more practices to be discovered beyond 

 these three domains. Our attempt only touches the tip of the iceberg. If 

we look for them, practices of algorithmic agency can be found in many 

other spheres of everyday life, even the most mundane and banal.

Clever tactics against the power of algorithms over our daily lives are 

flourishing everywhere. For instance, a  Maryland resident, Timothy Con-

nor, saw an exponential increase in traffic spring up overnight on the 

quiet street where he lived. When he realized that this increase was due to 

the suggestions provided by Waze to  drivers who wanted to avoid a road 

 under repair in the vicinity, Connor borrowed a tactic that he read about 

(on an online private group) from the car wars of southern California and 

other traffic- weary regions. He became a Waze “impostor.”  Every rush 

hour, he went on the Google- owned social media app and posted false 

reports of a wreck, speed trap, or other blockage on his street, hoping to 

deflect some of the car traffic.24

We could also look at the example of the German artist Simon Weck-

ert, who borrowed phones from friends and rental companies  until he 

had acquired ninety- nine devices, which he piled into a  little red wagon. 

Weckert started taking the red  little wagon along the Spree River, in 

Berlin, creating a huge traffic jam— one that only existed on Google 

Maps. With his “Google Maps Hack,” Weckert wanted to draw atten-

tion to the systems that we take for granted and how we let them shape 

us.25 But we could also cite the case of the Vice journalist Oobah But-

ler, who managed to turn a shed in his garden into London’s top- rated 
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restaurant on Tripadvisor,26 demonstrating how easy it is to fool reputa-

tional algorithms.

All  these cases go beyond the world of gig work, culture, and politics. 

Artists, students, and other citizens who want to preserve the silence of 

their neighborhood, K- pop fans, criminals who want to make easy money, 

food delivery couriers, politicians, activists, high school students, social 

media content creators, hoteliers and restaurateurs, and who knows how 

many  others encounter dif fer ent kinds of algorithmic media  every day 

and constantly negotiate with them a truce or an alliance, leveraging all 

the means at their disposal. Sometimes the truce breaks down, and the 

algorithms become an  enemy; sometimes  there is no negotiation at all 

and the algorithms are naturalized and incorporated frictionlessly into our 

daily lives; or sometimes we strategically ally with them. The tactics and 

strategies that we have shown are relevant not only for the  people who 

enact them to survive and cope with algorithmic power. They are relevant 

for the rest of us too  because they represent the evidence that it is pos si ble 

to negotiate our relationship with algorithms, even within the cramped 

limits imposed by platforms. Yet we have only scratched the surface of 

algorithmic agency;  there is still a lot of digging and much research to do.

AlgorItHmIc Agency Across gIg work, culture,  

And PolItIcs

 There is a common characteristic to all the practices we have observed. 

Algorithmic agency is rarely exercised in complete solitude, carried out 

by a single individual without the help or partial cooperation of some 

other person. Many of the forms of algorithmic agency that we have been 

examining may be individual actions, but this is not to say that they 

are un co or di nated, as James Scott already explained about the forms of 

everyday peasant  resistance that he observed in Malaysia.27 Even in  those 

cases where individuals acted alone, the tactics used  were learned from 

other individuals they met in online groups on WhatsApp,  Telegram, or 

Facebook. Only by belonging to one of  these groups could individuals 

learn tactics that they enact on their own. We have seen how private 

online chat groups represent infrastructures of solidarity and learning 

environments for couriers of the food delivery online  services, but also 
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for social media  independent content creators. Most of the time, gam-

ing algorithms is a collective effort. Especially when the gaming attempt 

comes “from below” and does not have large economic and computa-

tional resources available, the cooperation of a wide network of users is 

central to its success. In many cases, the exercise of tactical algorithmic 

agency gets results only if it can involve an entire swarm of users who 

volunteer their time to make up for their lack of computational power 

and economic resources.

In the previous chapters, we have seen how couriers, content creators, 

and social movement activists have joined forces to “grow together” or 

give more visibility to their cause. In gig working, cultural industries, and 

politics,  people dealing with algorithms and platforms realized what the 

anarchist thinker Pyotr Alekseevič Kropotkin28 had already understood 

more than 100 years ago: that cooperation brings them more benefits 

than competition. Collective action and cooperative ethics are thus com-

mon features of all the fields we studied, but  there are other similarities, 

as well as some differences. In the field of cultural industries and  political 

activism, for instance, the practices that we showed in our discussion 

all had to do with visibility: content producers and consumers,  political 

activists, marketing agencies, and  political institutions exercised strategic 

and algorithmic agency with the aim of gaining more visibility (or, in 

some cases, to avoid visibility). Platforms like Facebook, Twitter, Spotify, 

TikTok, Instagram, and YouTube exercise capillary control over the visibil-

ity of  every item shared on them. This control over the visibility of objects 

and  people, made pos si ble by the computational power of the platforms, 

is the target of all four manifestations of algorithmic agency described 

 here. Visibility, in  these platforms, is a contested commodity. Strategic 

and tactical manifestations of algorithmic agency,  whether aligned with 

the moral economy of the platforms or not, are aimed at partially or fully 

contesting the algorithmic governance of visibility exerted by platforms.

While in the case of politics and cultural industries, platforms exert 

algorithmic governance of visibility, in the gig economy, algorithmic 

governance manages the physical and cognitive  performances of work-

ers.29 Overall, then, we can see how, on the one hand, platforms employ 

algorithms to better control the bodies of workers and the visibility of the 

products of  human creativity. On the other hand, gig workers, cultural 

Downloaded from http://direct.mit.edu/books/book-pdf/2328452/book_9780262377485.pdf by guest on 26 September 2024



frontIers of  resIstAnce In tHe AutomAted socIety 165

prosumers, and  political actors try to resist this control over their bodies 

and visibility by exercising their algorithmic agency. Another feature that 

cuts across all the manifestations of algorithmic agency is the existence 

of a moral code that can be aligned with that of the platforms, or not.

“omAr  comIn’!”: on tHe relevAnce of tHe morAl 

economy concePt

One of the most significant scenes in the beloved HBO  television series 

The Wire happens during the second season. Omar  Little, who goes 

around robbing drug dealers, is testifying in court against a drug dealer 

named Bird, who is accused of murder. Bird’s  lawyer, Maurice Levy, is paid 

by one of the most power ful drug dealers in Baltimore, Avon Barksdale, to 

get his “soldiers” out of trou ble. Levy, in Bird’s defense, accuses Omar of 

being a less than credible witness. “You are amoral, are you not?” he asks 

him. “You are trading off the vio lence and despair of the drug trade. You 

are a parasite that leeches off . . . ,”

“Just like you, man,” interrupts Omar.

“Excuse me, what?” asks a shocked Levy.

“I got the shotgun. You got the briefcase,” Omar replies. “It’s all in the 

game, though, right?”

At first sight, Omar is telling Levy that  there is no moral difference 

between the two of them— both are corrupt. If, as Levy says, Omar is not 

credible, then neither is Levy. But  there is more than that.  After the death 

of Michael Kenneth Williams, who played the epic character of Omar 

 Little, the Guardian journalist Kenan Malik argued that if we look at the 

entire narrative arc of The Wire, it should be clear to us that the under-

lying message of this crime series is that  people who find themselves in 

impossible situations are forced to figure out for themselves what is ratio-

nal and moral within their own life- world: “What may seem from the 

outside, from  those who make the rules of ‘the game,’ as irrational and 

immoral is, for  those trapped by the system, the only way to weigh up 

good and bad in the settings in which they find themselves.”30 Malik 

invites us to look at the world of The Wire as a complex ecosystem, where 

dif fer ent moral economies collide and the definition of what is right and 

wrong is always a question of power.
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This book takes this invitation seriously and proj ects it onto the plat-

form society. What the platforms consider as immoral or illegitimate 

might instead be the only pos si ble be hav ior for  those on the other side or 

for  those who use them to work or add visibility to their  political cause. 

 There is no one single dominant moral economy within the platform 

society, but several competing moral economies, and the bound aries 

between  these economies are blurred. For both users and platforms, the 

“ends justify the means,” but the ends and means of the former do not 

always coincide with  those of the latter.

Platforms’ moral economies are characterized by a blind faith in their 

ability to determine what and who deserves the most attention. Western 

commercial platforms embody the neoliberal ideology of meritocracy. 

The software developers of  these platforms genuinely believe that they 

are able, through their data and algorithms, to recommend what is best 

for users31 or to calculate who are the best- performing workers. The moral 

economy of the platforms is characterized by the fetishism of algorithmic 

rankings. Rankings always have a winner and a loser,  whether it is a piece 

of  music that  will be recommended more than  others, a rider that  will 

receive more  orders than  others, or an Instagram post, a TikTok video, 

or a tweet that  will be granted more visibility than  others. Users who 

embrace this moral belief find this competition “fair” and “natu ral.”

However, we have seen that  there are other users who do not accept 

the logic of the sheer competition and prefer to ally with their peers 

against the platform (or other users).  Those who do so are usually aware 

that platforms do not simply reward the “best” item. Couriers starting 

out in a city where  there are already hundreds of other delivery workers 

know that it is impossible to gain reputation points and climb the rank-

ing without someone’s help or a few tricks. Likewise, Instagram content 

creators know that  those who have money to promote their content get 

a visibility boost that is not at all meritocratic.

 Political activists know that Twitter does not treat all user- generated 

hashtags in the same way.32 Often,  those who resort to gaming practices 

do so  because they have no alternative and could not survive on the 

platform other wise. But just as often,  those who resort to  these practices 

do so  because they do not fully accept the moral discourse encoded by 

Downloaded from http://direct.mit.edu/books/book-pdf/2328452/book_9780262377485.pdf by guest on 26 September 2024



frontIers of  resIstAnce In tHe AutomAted socIety 167

the platforms and recognize social media as highly toxic, extractive com-

mercial environments.

A typical feature of the users’ moral economies is the rhe toric of “grow-

ing together,” of helping each other.  These users oppose the mutualistic 

discourse of “united we are stronger” to the meritocratic discourse of the 

platforms. This mutualism can be put at the  service of dif fer ent ends, 

which we— from our specific sociomaterial point of view— may consider 

dangerous, right, wrong, immoral, banal, or heroic. We did not want to 

argue in  favor of any moral economy of users. Building on the invita-

tion made by the US anthropologist Nick Seaver, to consider algorithms 

as cultural artifacts,33 this book has illuminated the complexity of the 

platform society and the existence of manifold ways of making sense of 

algorithms.

The concept of moral economy helped us to foreground this complex-

ity and to illustrate how the supposed objectivity and neutrality of algo-

rithms is not a “natu ral” property of algorithms but, on the contrary, is 

just a  matter of power: the power of  those who decide what and how 

should be calculated and for what purposes. Algorithms perform opera-

tions based on a set of instructions (if . . .  then) set by someone driven 

by specific objectives. If the objectives change, so do the results and thus 

the ranking of items generated by  these algorithms. Algorithmic com-

putation can therefore be altered, modified, manipulated in many ways, 

at dif fer ent levels, by both  human and nonhuman actors. In the case 

where the modification occurs “from above,” from the platform itself, it 

is considered legitimate. Platforms constantly modify their algorithms, 

and consequently their ranking systems. When Instagram and YouTube 

changed their algorithms, many talented content creators suddenly lost 

visibility.  There is nothing objective or meritocratic about this. However, 

when it is the users who manipulate the results of the algorithms, “from 

below,” this practice is considered illegitimate by platforms. As in the 

world of The Wire, what is fair and what is not? Which manipulation 

is more “just”? It is always the more power ful actors who decide what a 

technological artifact should do. The designers of objects, technologies, 

and artifacts inscribe in them an intention, give them a meaning and a 

“moral”: they design  these objects in a par tic u lar way, so that they can 

afford some actions at the expense of  others.
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Designers know what their objects should do. So, in the heads of a 

Spotify or Netflix software designer, an algorithm should give the listener 

something that  will hold their attention for as long as pos si ble, while 

Frank, Deliveroo’s algorithm, should be able to assign an order to the 

“best” rider available at that very moment. In the case of Spotify or Netf-

lix, the designer does not inscribe in the code of the algorithm the task of 

recommending to the user items that represent the diversity of the musi-

cal or audiovisual cultural production of a par tic u lar society, as the algo-

rithm of a public  service platform, such as the BBC, might do. Thus, the 

Deliveroo algorithm has not inscribed in itself the task of distributing to 

all couriers enough  orders to make a decent wage. This task could instead 

be inscribed in the algorithm of a cooperative food delivery platform.

Algorithms, like any artifact, communicate and automate the moral 

values of  those who designed them through their affordances. All arti-

facts, in fact, as noted by the Australian sociologist Judy Wajcman, “reflect 

the culture of their makers.”34 Building on the American social scientist 

Langdon Winner, we could say that artifacts do not only have politics,35 

but they also have a moral. Affordances mediate the specific moral values 

inscribed in them. But does this mean that the way that technologies are 

designed determines user be hav ior? Not quite. Winner’s view should be 

complemented with a reflection on the agency of users of artifacts, which 

we inherit from British cultural studies thinking on media audiences36. 

Moral values inscribed in technological artifacts are neither hegemonic 

nor fixed forever.  These moral discourses can be accepted, negotiated, or 

rejected by users. When users “decode” algorithms,37 they also decode the 

meanings and moral values attributed to them by their creators. Users 

can accept the moral economy inscribed in the apps they use or  else chal-

lenge it, even if only partially or temporarily.

In the examples that we have seen so far, users attribute new mean-

ings to the algorithms that they use and attempt to put them at the 

 service of dif fer ent moral values. The algorithms of Instagram, Twitter, 

Deliveroo, and Spotify have been designed according to a morality that 

rewards competition among individuals. On the other hand, some of the 

users of  these platforms, like the Indonesian couriers we met in chapter 3, 

try to bend the affordances of  these algorithms according to a morality 

that rewards a collective, a mutually supportive group, sometimes to the 
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detriment of other groups or collectives of actors. The concept of moral 

economy has been productive to frame the relationship between plat-

form power and user agency as a battleground where manifold moral val-

ues face each other. But again, we feel we have only scratched the surface. 

 There is still a lot of research to be done. Our hope is to have breathed 

new life into this concept.

tHe relevAnce of everydAy AlgorItHmIc  resIstAnce

Many, though not all, of the manifestations of algorithmic agency in 

the domains of work, culture, and politics that we have described so far 

can also be understood as forms of  resistance. Drawing from the work of 

Hollander and Einwohner38 and other  resistance scholars, we clarified in 

chapter 1 what we mean by  resistance: (1) an act, (2) performed by some-

one upholding a subaltern position or someone acting on behalf of and/

or in solidarity with someone in a subaltern position and (3) most often 

responding to power through algorithmic tactics and devices. We focused 

our attention on the kind of  resistance exerted through algorithms rather 

than against them. We called this form of  resistance algorithm- enabled 

 resistance, which conceptualizes algorithms as a repertoire of tools and 

tactics. In chapter 1, we also argued that  there is neither a clear distinc-

tion between agency and  resistance nor a perfect superposition. Rather, 

we proposed that the agency manifestations that we described  there 

move along a continuum that goes from forms of agency openly resist-

ing platform power and other forms of agency that have no intention of 

questioning or challenging platform power and thus cannot be deemed 

as  resistance acts.

All  those practices that characterize the moral economy of users as 

opposed to that of platforms are certainly resistential. For example, all 

collective actions oriented  toward user cooperation are in fact, regardless 

of their aims, a form of  resistance to the hegemony of the moral economy 

of platforms, based on individual success. The kind of  resistance we have 

shown in the chapters on  labor, culture, and politics is a kind of mundane 

 resistance, an “everyday”  resistance, as James Scott understood it, or an 

“art of the weak,” as Michel de Certeau framed it. Scott noted that “the 

goal,  after all, of the  great bulk of peasant  resistance is not directly to 
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overthrow or transform a system of domination but rather to survive— 

today, this week, this season— within it.”39 We could say the same for 

most of the forms of  resistance mapped so far: their goal is to survive 

 today, this week, this season.

To make it even clearer, we could consider couriers of food delivery apps, 

K- pop fandoms, Instagram podders, and  political activists as bricoleurs 

who are able to adapt, manipulate, and renegotiate tools (the algorithms) 

that they neither possess nor control directly. From this point of view, 

the acts of  resistance that we have described resemble the ritual forms of 

 resistance enacted by the British subcultures described by Stuart Hall and 

his colleagues in  Resistance through Rituals.40 As James Procter pointed out 

in his book on Hall’s intellectual legacy, “Unlike revolutionary  resistance, 

which tends to work by rejecting or overturning, ritual  resistance is about 

using and adapting. Such forms of  resistance are not necessarily  going to 

‘revolutionize’ class structures in the sense of a straightforward inversion; 

they are potential forms, ‘not given but made.’”41

Like ritual  resistance, algorithmic  resistance remains a  process of ongo-

ing negotiation rather than a solution to the power of platforms. Hall and 

his colleagues argued that the styles and rituals of subcultures could only 

be used to negotiate and survive the experience of belonging to a subordi-

nate class; they could not solve it: “The problematic of a subordinate class 

experience can be ‘lived through,’ negotiated or resisted; but it cannot be 

resolved at that level or by  those means.”42

Similarly, the repertoire of algorithmic  resistance tactics that we have 

shown are not a solution to the overwhelming power of platforms, but 

rather a proof of a mismatch between users’ and platforms’ moral econo-

mies. Although endowed with enormous computational and symbolic 

power, the hegemony of platforms can hardly be taken for granted. Their 

power is not unending nor is the exercise of this power frictionless, just 

as platform users are not permanently incorporated and subordinated to 

the moral economy of platforms.

In the chapters on gig work, culture, and politics, we described many 

practices that we interpreted as expressions of algorithmic agency. As a 

final synthesis of our work, we positioned all the tactics and strategies 

mentioned so far within the conceptual framework described in chap-

ter  2. Figure  6.1 shows how workers, cultural prosumers, and  political 
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activists exercise their agency  either strategically or tactically, with dif-

fer ent endowments of capital, time, and expertise, and along competing 

moral economies.

CONCLUSION: THE MAKING OF THE PLATFORM WORKING CLASS

In his famous book on the making of the  English working class, the his-

torian Edward P. Thompson showed how rural peasants and inner- city 

craftsmen  were industrialized between the eigh teenth and nineteenth 

centuries.43 The peasants gradually left the countryside, whose lands had 

been enclosed and privatized, to be employed in the new cycle of indus-

trial production. Craftsmen who  were used to working in small work-

shops or in their own homes gradually abandoned their workplaces and 

moved into factories. By the latter part of the nineteenth  century, the 

 process of industrialization of  labor in the UK was mature.

In a similar way, we could say that  today, a  whole range of activities 

that used to be carried out online on the web, or offline in the world 

of “atoms,”44 are increasingly platformized: bloggers, content creators, 

 political activists, delivery couriers, taxi  drivers, musicians, and consumers 
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TACTICAL ALGORITHMIC AGENCY

6.1 Practices of algorithmic agency and  resistance situated in our conceptual framework.
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of cultural products, news, or food are undergoing a  process of progres-

sive platformization. Work, cultural production and consumption, and 

 political activities have been progressively captured and enclosed in the 

private spaces of commercial platforms. Bloggers who had created their 

own  independent websites had to converge on Instagram, Facebook, Twit-

ter, and YouTube to continue to meet an audience, while  independent 

podcasters who used to have their podcasts delivered through an .rss feed 

are now moving into the walled garden of Spotify.

Yet platformization is neither a uniform nor a frictionless  process. 

Thompson showed that early industrial capitalism took time to turn the 

masses of  English peasants and artisans into disciplined workers, respect-

ful of factory rules and working time. Industrialization has not advanced 

in a linear fashion; it has been  shaped by the emergence of mutual aid 

associations, benefit socie ties, clubs, and eventually trade  unions that 

helped to transform the “18th  century mob in the 19th  century working 

class.”45

If we situate platform capitalism in the long durée of industrial capital-

ism and look at it as the latest cycle of cap i tal ist accumulation of value, we 

may be facing a transition similar to the industrial one:  labor, consump-

tion, and  political activities are gradually subsumed and captured inside 

the fences of platforms, but this  process of platformization, like the previ-

ous one of industrialization, is again neither homogeneous nor linear. As 

Nieborg et al. have argued, we should challenge any “essentialist theory 

of platform dominance.”46

On the one hand, the mass adoption of platforms for work, culture, 

and  political activities also entails the adoption by users of the moral 

economy of platforms, based on individualistic and highly competitive 

be hav ior. On the other hand, this moral economy does not impose itself 

on every one in the same way. Platform capitalism is taking time to trans-

form its users— whether Deliveroo couriers or Instagram prosumers— 

into disciplined workers, competing for money and visibility. While this 

 process of platformization is gaining momentum, at the same time, prac-

tices emerge that  either are holding back or have the potential to shape 

this  process. Just as the  English working class emerged between the eigh-

teenth and nineteenth centuries, a new platform “working class” with 

Downloaded from http://direct.mit.edu/books/book-pdf/2328452/book_9780262377485.pdf by guest on 26 September 2024



frontIers of  resIstAnce In tHe AutomAted socIety 173

its own specific culture in dynamic contrast to that of the platforms is 

slowly emerging.

In the case of the Industrial Revolution, Thompson noted that by the 

nineteenth  century, factory workers had begun to  organize themselves, 

giving rise to benefit socie ties governed by extremely strict moral codes 

and based on mutual aid:

By the early years of the 19th  century it is pos si ble to say that collectivist val-
ues are dominant in many industrial communities;  there is a definite moral 
code, with sanctions against the blackleg, the “tools” of the employer or the 
unneighbourly, and with an intolerance  towards the eccentric or individu-
alist. Collectivist values are consciously held and are propagated in  political 
theory, institutions, discipline, and community values which distinguishes the 
19th  century working class from the 18th  century mob.47

In the case of the platform society, our examples show that platform 

users also started to  organize themselves, to come together first in informal 

solidarity groups, such as private online groups on WhatsApp,  Telegram, 

and Facebook, and then in more formal associations. In Naples, members 

of a private WhatsApp group of couriers set up Casa del Rider, a common 

space where they could meet and take a break from work, as we have seen 

in chapter 3. Something similar, but much more structured, is happening 

in Jakarta. The researchers Rida Qadri and Noopur Raval have mapped the 

emergence of hundreds of informal courier associations in the Indonesian 

capital.  These associations have built roadside shelters where couriers and 

 drivers can meet, exchange information, recharge their smartphones, and 

wait for their next order. Qadri and Raval detail the daily life of an Indo-

nesian driver, Mba Mar, and that of her community:

Mar’s community is just one of the hundreds of platform driver collectives 
spread across Jakarta. Each has its own membership rules, ranging from moral 
expectations (members must be honest) to socializing expectations (members 
must remain an “active” part of the WhatsApp groups, attend all social events 
of the community, come to the basecamp at least once a week, and so on). 
Communities hold internal elections and have mandatory monthly member 
meetings. Some even have membership fees, which go into a common pool 
of money used to support community expenses. Most communities have built 
basecamps where  drivers meet between  orders, some calling  these spaces their 
“second home.” Many issue ID cards to identify members in case of road acci-
dents, and as a way to solidify their sense of belonging. Collectively, they have 
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set up their own joint emergency response  services, and informal insurance- like 
systems that use community savings to guarantee members small amounts of 
money in the case of accidents or deaths. They have also provided their mem-
bers with Covid relief, such as distributing personal protective equipment and 
 free groceries.48

 These Indonesian communities of ojol (mobility platform  drivers) 

are interconnected through WhatsApp groups in which they build net-

works of solidarity and friendship: “Salam Satu Aspal, the motto of the 

ojol, signals their unity: they share with each other the ‘Blessings of One 

Road.’ ”49

In addition to Indonesia, similar mutual aid associations coordinated 

via WhatsApp emerged in China and Mexico, as we saw in chapter 3, 

and in who knows how many other countries in the Global South where 

no research has yet been done. The similarities between  these informal 

solidarity groups and the early benefit socie ties described by Thompson 

are striking: membership rules and fees, moral expectations, and infor-

mal insurance- like systems.  Here, too, collectivist values prevail over the 

individualist values typical of the moral economy of Western commercial 

platforms.

During the eigh teenth and nineteenth centuries, benefit socie ties in 

the form of friendly socie ties and trade  unions  were essential in providing 

social assistance for sickness and unemployment and improving social 

conditions for a large part of the working population. Similarly, more 

con temporary forms of benefit socie ties are essential to improve the con-

ditions of platform workers.

Some might argue that in contexts of extreme precarity such as that 

of food delivery couriers, forms of solidarity are more likely to emerge. 

Yet in chapter  4, we saw that such associations are also emerging in 

the global influencer marketing industry, albeit in dif fer ent forms: alli-

ances between traditional  unions and content creators for YouTube, new 

 unions in defense of content creators, or simpler engagement groups for 

Instagram and TikTok, which also have, as we have seen, their own moral 

code. K- pop fan communities also established their own moral code, 

which may be at odds with that of the platforms, as do  political activ-

ist movements that use platforms to amplify their ideas. As we exten-

sively illustrate in chapter 5, social and  political movement activists often 
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frame their appropriation of the algorithms of corporate social media to 

amplify their voices as legitimate action  because they recognize the toxic 

and extractive nature of  these platforms. Thus, any kind of practice that 

can “use them back” to fuel activists’  causes is seen as legitimate. In other 

cases, this led activists to completely withdraw and abstain from using 

digital platforms  because they are perceived as actors whose logic clashes 

with the development of proper civic cultures, dialogue, and demo cratic 

values.

The platform society is thus undergoing two opposing pro cesses: on 

the one hand, the  process of platformization of workers, consumers, 

activists, and more generally of all the customers of the platforms, which 

tend to discipline and socialize them to the rules and the habitus of their 

moral economy; on the other, a  process of growing  resistance to this 

moral economy, which is taking on increasingly structured forms of indi-

vidual and collective action. But  these increasingly structured forms of 

 resistance can emerge only when platform users have acquired a certain 

degree of awareness of the pro cesses of spoliation of their data, bodies, 

emotional states, and  performances operated by platforms.

In this sense, the practices of everyday  resistance that we have mapped 

represent the first step, not the solution, in a  process of awareness- raising 

among a vast multitude of actors who occupy a position of moderate/

extreme weakness or subalternity with regard to platforms. As James Scott 

noted, “In the  process of struggling, they discover themselves as classes.”50

Commenting on the Luddist movement, the British historian Eric 

Hobsbawm once suggested that “through machine breaking itself, the 

luddites composed themselves as a class by creating bonds of solidarity.”51 

Drawing on Hobsbawm, we could argue that through the exercise of tacti-

cal and strategic forms of algorithmic agency not aligned to the platform 

moral economy, platform workers “composed themselves as a class by 

creating bonds of solidarity.”52 Through the daily gossip about the work-

ing of algorithms, the exchange of tricks and the collective exploitation 

of platform loopholes, platform users learn the benefits of mutual aid and 

cooperation and build networks of solidarity ( either “entrepreneurial” or 

“oppositional”). Each new cycle of industrialization has not only forged 

a new type of worker but has in turn been  shaped by the vari ous forms of 

 resistance opposed by workers. While Thompson and Hobsbawm studied 
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the emergence of the  English working class and the construction of soli-

darity bonds among industrial workers, Italian theorists of workerism53 

accounted for the new  process of class composition and the new forms of 

 resistance exhibited by the youthful mass workers deskilled by the intro-

duction of new automation technologies into the Italian factories of the 

1960s and 1970s.54 Today, we may be facing a new phase of industrial capi-

talism, in front of which a new class— where, by “class,” we do not mean 

a specific social formation in the Marxian sense, but rather a more het-

erogeneous global “multitude”55 of platform workers, cultural prosumers, 

and  political activists—is being recomposed.

We mentioned in the introduction that the digital  labor performed by 

the members of this multitude is of dif fer ent types ( free  labor vs. platform 

 labor), the members are subjected to dif fer ent forms of exploitation, and 

manifold are the kinds of agency afforded to each. The goal of this book, 

however, has been primarily to show what  these categories of digital 

laborers have in common— namely, the ability to painstakingly improve 

their working conditions,  organize forms of collective action, and build 

solidarity bonds in the face of the disproportionate computational power 

wielded by tech companies and regardless of their situated class status.

Among this multitude, whose daily life is continuously datafied and 

exploited through a dispositive that Shoshana Zuboff calls “behavioral 

surplus accumulation,”56 many just stop at the first step of everyday 

 resistance  because their energies are barely enough to survive in this 

highly surveilled ecosystem. Criticizing the power assumed by  these 

platforms, as many radical scholars do, is a necessary move  because its 

excesses are  there for all to see. Theorizing how digital capitalism could be 

revolutionized is even better and certainly very fascinating. But to change 

the face of digital capitalism  these critiques are not enough. Change  will 

happen only when  people who use  these platforms  every day to work, 

consume, inform themselves, and engage in  political activity realize that 

they are being exploited or at least are severely  limited in their agency. 

Faced with this realization, the first reactions are to try to cheat the sys-

tem, getting as much benefit as pos si ble without any intention of  really 

changing it. Many of the practices described in this book stop at this 

point. But other  people, especially  those who depend eco nom ically on 

the platforms for a living, realize that this ecosystem makes their lives 
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precarious and unpredictable and then begin to  organize, protest, and 

eventually imagine alternative solutions. Only through the embodiment 

of the most pervasive forms of power is it pos si ble for the spark to be 

ignited to try to change  things.

Thousands of food delivery couriers,  after meeting in private chats, 

started to  organize unauthorized strikes, found new  unions, or decide to 

definitively log out to found cooperative platforms, based on alternative 

moral codes to  those of commercial platforms. In Bengaluru, the capital 

of the Indian state of Karnataka, for example, the Autorickshaw  Drivers 

 Union (ARDU) launched its own ridesharing smartphone app, Namma 

Yatri, on November 1, 2022, based on ethical values like fair wages and 

affordable fares.57

In addition to founding cooperative platforms that could foster more 

convivial social relationships,58 this emerging platform working class is 

taking advantage of the digital technologies of commons- based peer pro-

duction to create small- scale entrepreneurial activities, especially in the 

Global South.59 Alongside the semimonopolistic global platforms, many 

small digital platforms of petty producers are flourishing, which the 

Swedish sociologist Adam Arvidsson interprets as a sign of the rise of a 

new industrious class, which refuses to work for Big Tech and is shaping 

the  future of the digital economy.60 In the field of cultural industries too, 

as we have seen, new  unions of creative workers have emerged, while in 

the field of  political activism,  there is a rising mobilization against the 

discriminatory power of algorithms.61

Critics of the everyday forms of  resistance claimed that such acts intrin-

sically lack revolutionary consequences. Yet, echoing Scott’s words again, 

“this may often be the case, but it is also the case that  there is hardly a 

modern revolution that can be successfully explained without reference 

to precisely such acts when they take place on a massive scale.”62 And 

even in cases where  these  resistance practices are  limited to daily survival, 

we can say, as Scott does, that they “prevent the worst and promise some-

thing better.”63

We have described the ambivalence of the transition taking place in the 

platform society, framing it as a contested  process between two (and 

prob ably, more) competing moral economies. Platform users continue to 
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swing between forms of agency  shaped by cooperative moral values and 

 others instead influenced by competitive moral economies.

While this book recognizes the power imbalance between platforms 

and users, it also casts a more complex and nuanced vision, showing that 

the conflict is still open: the sounds of  battle are already  here, but the 

outcome is still uncertain. Remixing Stuart Hall et al. about the relations 

between subordinates and dominant cultures, we could say that “the out-

come” of the conflict between platform power and  human agency “is not 

given but made.”64

 People have begun to realize that computational power in the hands 

of platforms can be countered only by joining forces and pooling our 

knowledge, time, and economic resources. Computational power can be 

confronted only through cooperation, mutual aid, and collective power.

Platforms are a battleground where  people sometimes dance with 

algorithms and other times clash with them. Sometimes they lose; other 

times, they (temporarily) win. Sometimes they game the system; some-

times they radically change it.

The fight is still on.
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This book is the result of a painstaking effort to weave together vari ous 

strands of research and fieldwork. Most of the data generated for this 

book emerged during one of the most difficult periods of our lives, the 

global COVID-19 pandemic. We started discussing the topics of this 

book in April 2019, during a dinner in Siena, in front of a good  bottle 

of wine. We both had  behind us several bodies of research on  people’s 

agency with digital technology, although in dif fer ent fields (Emiliano in 

politics and Tiziano in cultural industries), and some of the data that we 

have collected in the past was reanalyzed for this book. However, most 

of the interviews and fieldwork began close to the end of 2019, and a 

few months  later the  whole world was in lockdown: Emiliano in Cardiff, 

Tiziano in Florence. We had to wait  until the end of August 2021 to meet 

in person again. On that occasion, in a farm house near Marradi, lost in 

the mountains on the border between Tuscany and Emilia Romagna, we 

fi nally discussed for ninety- six hours the concepts of the book, the data 

collected, and the division of the writing. But between March 2020 and 

August 2021, we had already built the foundations of the book through a 

daily dialogue on a WhatsApp chat and innumerable Zoom and Jitsi calls. 

To write this methodological note, we exported the chat and calculated 

the words that we exchanged from January 2020 to November 2021. Our 

conversations around this book corresponded to 139,897 words.

APPENDIX: RESEARCH METHODS
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For almost two years, the chat was the place where each of us shared 

new ideas, reflections, interpretations of data, discoveries, and moments 

of disappointment. In fact,  these 139,897 words represent the field notes 

of our research. This is the shape that the famous ethnographer’s field 

notes have taken in the era of a global pandemic: a WhatsApp chat writ-

ten by the two of us between Cardiff and Florence. While carry ing out 

research during a pandemic was a  great challenge at vari ous levels, it also 

represented an opportunity to ignite our “methodological imagination.”1 

It pushed us to find new ways to harness the power and flexibility of qual-

itative, hybrid, and multisited research in this unpredictable scenario. 

Further, it reinforced our commitment to  doing qualitative research to 

excavate the meanings, challenges, and understandings that social actors 

ascribe to their practices in such challenging times.2

This book brings together several data sets gathered during dif fer ent peri-

ods of time across multiple countries by scholars working at vari ous institu-

tions. If we  were to situate chronologically the dif fer ent pieces of research 

that constitute this book, the result would be as follows. Emiliano’s research 

on digital activism and data politics from 2012 to 2020 across several proj-

ects in Latin Amer i ca and vari ous  European countries (including Spain, 

Italy, Greece, and UK) fuels chapter 5. Research on Instagram pods from 

October 2019 to May 2020 by Tiziano and his research assistant, Francesca 

Murtula, informs chapter 4. Desk research carried out by Tiziano and Emil-

iano in 2020 and 2021 feeds into all the book’s themes. During May and 

June 2020, Thomas Davis at Cardiff University extended the part of the data-

base about algorithmic politics, thus contributing to chapter 5. The cross- 

cultural, multisited research on food delivery couriers’ practices carried out 

between July 2020 and August 2021 informs chapter 3 and involves vari ous 

researchers in a number of countries (including Mexico, India, China, Italy, 

and Spain) coordinated by Tiziano and Emiliano. We provide more detail 

regarding  these data sets and the research that produced them in the next 

sections, where we follow the order of the book’s chapters.

GAMING THE BOSS

The individual and collective tactics deployed by riders of online food 

delivery  services have been mapped thanks to the Algorithmic  Resistance 
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Proj ect (AlgoRes), of which we  were co– principal investigators (PIs). Its 

aims  were to explore the algorithmic agency and  resistance tactics of 

online food delivery riders in the Global South. The proj ect started in 

July 2020 and ended in August 2021, with an online workshop acces-

sible only to the research team, where we shared and commented on our 

findings. Four early  career researchers participated in the proj ect: Dan-

iele Cargnelutti (University of Guanajuato, Mexico), Swati Singh (In dra-

pra stha College for  women, Delhi University), Zizheng Yu (University 

of Greenwich, UK), and Francisco Javier Lopez Ferrández (Jaume I Uni-

versity, Spain). All  these researchers had previous connections to Emil-

iano’s academic trajectory and  were recruited organically for this proj ect 

 because they had experience and availability and could cover a wide vari-

ety of cultural contexts and countries.

Daniele had been Emiliano’s research assistant at the University of Queré-

taro, Mexico. Swati joined this proj ect as part of a collaboration with Emil-

iano as she was getting her bachelor of arts degree. Emiliano was Zizheng’s 

PhD supervisor at the School of Journalism, Media, and Culture, Cardiff 

University, and he acted as Javier’s PhD external examiner in Spain.

The research team carried out a total of sixty- eight interviews (seven in 

Mexico, thirty- two in India, twelve in China, twelve in Italy, and five in 

Spain) with online food delivery couriers and did participant observation 

of dozens of WhatsApp, WeChat, and Facebook groups with thousands of 

riders in all five countries involved in the study. Interviews  were carried 

out in a number of cities: Querétaro and Mexico City in Mexico; Delhi, 

Gwalior, Mumbai, Pune, Lucknow, Chattisgarh, Gurugram, and Patna in 

India; Beijing, Shanghai, Shenyang, Weifang, and Dongguan in China; 

Livorno, Florence, Milan, Naples, and Messina in Italy; and Valencia, Bar-

celona, and Bilbao in Spain. The platforms involved  were Uber, Cabiify, 

Didi Food, InDriver, EasyTaxi, Rappi, Sin Delantal, Didi Food, and Uber 

Eats in Mexico; Swiggy, Zomato, and Uber Eats in India; for Meituan, Ele.

me, Flash EX (Shansong), and SF Express in China; Just Eat, Uber Eats, 

Deliveroo, and Glovo in Italy; and Uber Eats, Glovo, Deliveroo, Just 

Eat, and Stuart in Spain.

Researchers established a long- distance dialogue via WhatsApp with 

some of the interviewed couriers for several months, and this dialogue 

was deeply meaningful for understanding some aspects of their work. 
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Some of the interviewed couriers allowed us to follow them during their 

work shifts and showed us how food delivery apps work. In Mexico, Dan-

iele Cargnelutti also worked for two weeks as a courier to get a firsthand 

impression of how the algorithm hides itself  behind the high wall of 

obscure regulations and how gamification works in practice. Two couri-

ers also agreed to read what Tiziano had written and provided their com-

ments in chapter 3. The interviews lasted from thirty to sixty minutes and 

 were recorded using digital audio recorders. Interviews  were conducted in 

the original languages of the couriers (Chinese, Hindi, Italian, Spanish, 

and Mexican Spanish) and then translated into  English. We are aware of 

the many concerns and limitations surrounding both the translation of 

concepts into another language3 and the choice of  English as the lingua 

franca of academia,4 and for this reason, we invited all the members of 

the research team to publish individual papers on other aspects of this 

research in their home languages.

The interviews  were complemented by a digital ethnography5 of dozens 

of online private chat groups (mainly on WhatsApp,  Telegram, Facebook, 

and WeChat) created by the couriers. For a full year (July 2020– August 2021), 

we observed thousands of couriers interacting with each other in  these 

private chat rooms. Private chats are enabled by apps like WhatsApp and 

 Telegram. They are cross- platform messaging apps that allow users to 

exchange messages over a phone’s data traffic without paying extra for 

short- text messaging, and they have proved to be very effective in fostering 

peer- to- peer communication in both con temporary media activism6 and 

gig  labor.7 Studying activists’ and workers’ social interactions within the 

chats enabled by  these apps allows researchers to observe social dynamics 

over time and provides a huge wealth of data.

Conducting ethnographic research within instant messaging apps rep-

resents an innovative practice in the field of digital ethnography, but 

it also comes with significant ethical challenges. Barbosa and Milan ask 

themselves “how to develop a creative approach to digital ethnography 

that did not harm or interfere with the interactions among chat mem-

bers.”8 In accessing this new field of research, we followed their approach, 

which is based on the “do no harm” princi ple in private chat groups.

Access to the field began in Italy. Stefano— the courier whose practices 

we analyzed at the beginning of the book— was the first gatekeeper who 
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introduced us to the field. He was a friend of ours, and we had several 

conversations with him about his work as a courier. He introduced us to 

other couriers who worked in the same city and the first WhatsApp group 

of workers, facilitating our encounters with its members as researchers, 

but also as his friends. Through this group, we discovered the existence of 

other similar groups, both nationally and locally, in other cities. We started 

asking to join the workers’ private groups in July 2020. We transparently 

explained our research agenda and introduced ourselves as researchers in 

each group. Once we had been admitted by the administrators, we clari-

fied that some of them might be invited to an interview at a  later stage. 

Admittance was granted to us thanks to prior acquaintance with some of 

the chat group members, who worked as trusted intermediaries.

Within a  couple of months, we  were part of dozens of WhatsApp 

groups of Italian couriers, through which we recruited the first interview-

ees, who in turn introduced us to other courier friends of theirs. We then 

extended this research method to other countries as well. The researchers 

who worked with us on the AlgoRes proj ect  were all trained through an 

in- house workshop and replicated this model in their respective field-

work. The interviewees agreed to participate  under the condition of full 

anonymization and protection of the interview data. Screenshots of 

images posted by couriers in WhatsApp and WeChat groups  were taken 

only  after obtaining consent from the authors of the messages. Further, 

we discussed with our interviewees which algorithmic tactics could be 

shared and which  were better kept hidden  because they could directly or 

indirectly pose a threat to the workers. Data originated from the proj ect 

 were shared by members of the team in a safe, encrypted online environ-

ment. It was made clear from the start that each researcher could use the 

data gathered through their research, so long as the co- PIs  were informed. 

This allowed researchers to foster their  careers by using their data in their 

 theses, talks, and academic and nonacademic publications.

The results of this proj ect  were presented at several conferences and 

workshops, which allowed us to refine the concepts and improve our 

understanding of the data.9 Part of this work has been published in arti-

cles focusing on Chinese riders’  resistance strategies10 and on how instant 

messaging apps afford learning,  resistance, and solidarity among food 

delivery workers.11
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GAMING CULTURE

The data on Instagram engagement groups are the result of a digital eth-

nography that Tiziano Bonini and his research assistant, Francesca Mur-

tula, carried out from October 2019 to May 2020. Daily nonparticipant 

observation was complemented with twelve semi structured interviews to 

Instagram microinfluencers between March 11 and 25, 2020. Digital eth-

nography consisted in the observation of several online groups (on Face-

book,  Telegram, and WhatsApp), the continuous generation of a series of 

field notes, the transcription and open- coding of semi structured inter-

views with group members, and the collection of screenshots of online 

chats. The first engagement groups  were intercepted by searching for 

keywords such as “pod,” “engagement group,” and “like exchange” on 

Facebook and  Telegram, while other groups  were added to the field  after 

our interviewees reported them. Semi structured interviews  were recorded 

with the consent of the respondents and lasted from a minimum of thirty 

minutes to a maximum of one hour;  after the first interview, all respon-

dents  were contacted several times for further investigation, and we con-

ducted a second interview with four of them.

The twelve interviewees (six  women and six men, with an average age 

between  eighteen and thirty years, with experience in pods ranging from 

a few weeks to a few years) defined themselves as Instagram microinflu-

encers; they derive an advantage (albeit minimal) from their work on the 

platform, but none of them live off the income from this work alone. The 

number of their followers ranges from 2,000 to a maximum of 25,600. 

Part of this work has been published in an Italian scientific journal.12 

Francesca Murtula’s research was financed through a research fellowship 

granted by the Department of Social,  Political, and Cognitive Sciences at 

the University of Siena.

GAMING POLITICS

The research on gaming politics, partly builds on previous proj ects that 

Emiliano  either coordinated or was involved in. Reflections on Mexican 

and Latin American social movements and algorithmic activism are based 

on three research proj ects where Emiliano acted as PI.  These proj ects have 

received funding from the 2012 Mexican Faculty Improvement Program 
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(fund number 103.5/12/3667 and professor number UAQ- PTC-224), the 

FOFI- UAQ Fund 2012 (proj ect number FCP201206) and the FOFI- UAQ- 

Fund 2013 (proj ect number FCP201410) of the Autonomous University of 

Querétaro. Insights on the 15M movement in Spain  were gathered in the 

context of a proj ect supported by an Insight Development Grant from the 

Social Sciences and Humanities Research Council of Canada (file number 

430-2014-00181). Data from  these proj ects  were assembled in a new data-

base on NVivo and reanalyzed in a constant dialogue with the research 

aims of this book and a focus on the dynamics of strategic and tactical 

algorithmic politics and their interplay. This included the exploration of 

a corpus of fifty- six interviews, eighty- three documents produced by insti-

tutions and activists (leaflets, posters, social media posts and videos on 

vari ous platforms, digital images, and  others) complemented by extended 

ethnographic notes during short periods of fieldwork from 2012 to 2018. 

Funding from the School of Journalism, Media, and Culture, Cardiff Uni-

versity, supported the work of Thomas Davis, a research assistant who 

gathered and analyzed a corpus of press and academic articles around 

algorithmic politics that  were added to the general database. Thomas 

also prepared a preliminary report with key insights into the unfold-

ing of algorithmic practices in politics in dif fer ent countries around the 

world, for which we are extremely grateful. To add to  these data, seven 

more interviews  were carried out by Emiliano with prominent algorith-

mic activists in Mexico, Italy, and Spain during 2020. Further, additional 

data  were gathered on the algorithmic tactics of the Italian far- right 

through observation, interaction, and message exchanges on Twitter. 

Some of the reflections of this research have been published in a social 

movements studies’ journal.13

DIGITAL, ALGORITHMIC, OR HYBRID ETHNOGRAPHY?

We are hardly the first social scientists to adapt our methods to the pan-

demic. Dozens of articles have come out on how to do research during 

lockdowns, and many have focused on how to explore ethnography with-

out being able to move from home or from their city.14 In any case,  there 

was no need for a pandemic to digitize ethnography. Digital ethnography 

was an established research method well before the outburst of COVID-

19.15 As the sociologist Angèle Christin points out, “It is impor tant to 
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acknowledge that such a turn is also far from new.”16 However, Christin 

adds that qualitative scholars analyzing digital data should be more aware 

of the question of “how do software and platforms shape exchanges and 

repre sen ta tions,”17 and they should engage in what she calls “algorithmic 

ethnography,”18 a way of  doing digital ethnography with a specific focus 

on the “study of the computational systems enabling and shaping online 

interactions.”19 Without even being aware of it, our way of working with 

digital data for this book was partly aligned with the concept of “algorith-

mic ethnography” developed by Christin.

The research that fuels this book, then, is the result of several digital 

ethnography research proj ects, complemented by more traditional eth-

nographic practices of face- to- face interviews and periods of participant 

observation, both online and offline. Both digital and traditional ethnog-

raphies are multisited.20 We define our fieldwork as multisited and hybrid 

not only  because we have generated data in dif fer ent countries, through 

the collaboration of an extensive network of researchers, but also  because 

we have practiced long periods of participant observation on dif fer ent 

digital fields, such as dozens of private WhatsApp,  Telegram, and Face-

book groups. The ethnographic field in this case weaves together intense 

networks of  human and nonhuman actors, platforms, conversations, 

audio messages, videos, emails, face- to- face meetings, and platforms. As 

the anthropologist Gabriele de Seta argues, the meaning of “being there” 

(in the field) evoked by Ulf Hannerz21 is clearly different in this context: 

“Being there on different platforms and services, different conversa-

tions and groups, updated and in-the-loop regarding different topics and 

events: the spatial experience of the Internet was way more social than 

technological.”22 What then has become the famous “ethnographic field”? 

As de Seta rightly notes, the field is a network, and the ethnographer is a 

“networked field weaver.”23

Scholars have pointed out that online research has mostly been carried 

out in  English since “most research on the Internet is centred in Anglo- 

American cultural contexts.”24 However, according to Clare Madge, this 

can restrict the agency of  people who do not speak this idiom as a first 

language to express their views.25 By mainly relying on local, multilin-

gual researchers, our aim was to mitigate this aspect promoting digital 

 sociological inquiry beyond the Western world.
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WHATSAPP AND THE POWER OF SCREENSHOTS

In this extended field, which blurs the bound aries between online and 

offline worlds, ethnographic materials are no longer just the physi-

cal objects that ethnographers would normally take home as indices of 

the culture they  were studying— they can also be digital objects such as 

memes, emojis, videos, and audio messages posted by users in a Facebook 

or WhatsApp group. The anthropologists Edgar Gómez- Cruz and Igna-

cio Siles documented the relevance of visual ele ments such as emojis, 

stickers, and GIFs in the daily use of WhatsApp in Mexico City.26  These 

visual ele ments also proved to be central to our observations. Through 

them, group users conveyed moods and opinions. Some of  these images 

then became part of the specific jargon that developed within a chat, 

acquiring new meanings. We can therefore consider them to be, to all 

intents and purposes, typical expressions of the culture of a social group 

interacting through WhatsApp. Thus, our ethnographic materials include 

not only the photos of food delivery riders that we took when we met 

them face- to- face, but also the hundreds of screenshots of textual con-

versations and visual ele ments that we collected in the online groups 

we frequented for more than a year. As Jan Švelch noted, screenshots are 

“cultural artifacts.”27  These screenshots  were then discussed in our daily 

chat dialogues. It often happened that one of us would share a screenshot 

in our private chat so we could interpret it together.28 As Deborah Lupton 

pointed out, the benefits of considering  these groups as fieldwork are the 

“thick data and the prolonged engagement of participants.”29

Of all the groups that we observed on the dif fer ent platforms,  those 

on WhatsApp  were the ones we frequented the most, which allowed us 

to better understand the worlds that we  were studying. WhatsApp is a 

new object of study for media scholars but, as Gómez- Cruz and Harin-

dranath argue, “WhatsApp is [a] quin tes sen tial research object if we want 

to understand digital culture(s) from a non- data- logic standpoint, using 

a non- media- centric perspective, especially in the Global South.”30 What-

sApp and similar devices have become part of  people’s communication 

routines and are tools through which  people express their culture, and 

as cultural studies researchers, we cannot help but include them in our 

fieldwork. This strategy has allowed us to resolve some of the limitations 
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caused by social distancing  measures and our initial inability to access the 

fields and populations we wanted to study.

WhatsApp’s role in the research  process for this book has been twofold: 

(1) as a field notebook and (2) as fieldwork. It was both the field and the 

place to reflect on the fieldwork. In other words, WhatsApp has constituted 

both the medium (the field) and the metamedium (the field notebook) of 

our research. However, our toolbox did not stop at digital ethnography. In 

the intermittent periods between lockdowns, we also managed to practice 

some more traditional ethnography, meeting our  informants in the field, 

observing them during their daily activities, and interviewing them face- 

to- face, as well as on Zoom, GMeet, Skype, and Jitsi.

DESK RESEARCH AND OTHER DATA

Alongside our ethnographic work, we carried out desk research on both sci-

entific papers and the press around algorithm gaming practices. Between 

2020 and 2021, we built a database with 100 press articles and 150 sci-

entific articles. We did a content analy sis of this database and coded the 

press articles according to three categories: gaming culture, politics, and gig 

work, while the scientific articles  were coded both according to their rel-

evance to one of  these three categories and their adherence to the themes 

of agency and  resistance. All the data generated through the vari ous eth-

nographies and the content analy sis are the result of an iterative  process 

inspired by grounded theory.31 We always entered the field with general 

questions, driven by curiosity to find out “What’s  going on  here?”

Some of the data mentioned marginally in this book come from other 

research proj ects that we coordinated or  were involved in. The data on 

the gaming tactics of Airbnb hosts come from the article “ ‘Ancora non ci 

ho capito niente di come funziona l’algoritmo’: La consapevolezza algorit-

mica degli host di Airbnb,” (“ ‘I Still  Don’t Understand How the Algorithm 

Works’: The Algorithmic Awareness of Airbnb Hosts”), coauthored by Fran-

cesca Murtula and Tiziano Bonini.32 Fi nally, the tactics from Tinder come 

from the master’s thesis in communication and media studies of Susanna 

Bonelli, supervised by Tiziano Bonini at the University of Siena.
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