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Preface

Robots are a curious sort of thing. On the one hand, they are designed 

and manufactured technological artifacts. They are things. And like any of 

the other things that we encounter and use each and every day, they are 

objects with instrumental value. Yet on the other hand, these things are not 

quite like other things. They seem to have social presence, they are able to 

talk and interact with us, and many are designed to mimic or simulate the 

capabilities and behaviors that are commonly associated with human or 

animal intelligence. Robots therefore invite and encourage zoomorphism, 

anthropomorphism, and even personification.

So are robots things, technological objects that we can use or even abuse 

as we decide and see fit? Or is it the case that robots can or even should 

be something like a person—that is, another subject who would need to 

be recognized as a kind of socially significant other with some claim on 

us? These questions, which have been a staple in science fiction since the 

moment the robot stepped foot on the stage of history—quite literally in 

this case as the word robot was initially the product of a 1920 stage play by 

Czech playwright Karel Čapek—are no longer a matter of fictional specula-

tion. They are science fact and represent a very real legal and philosophical 

dilemma.

Resolving this seems pretty simple. All that is needed is to assemble the 

facts and evidence, develop a convincing case, and then decide whether to 

categorize robots as one or the other. This is not just good reasoning: it’s the 

law. In fact, the binary distinction separating who is a person from what is 

a thing has been the ruling conceptual opposition in both moral philoso-

phy and jurisprudence for close to two thousand years. When the Roman 

jurist Gaius (130–180 CE), in a treatise he titled Institutes, explained that 
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law involved two kinds of entities, either persons or things, he instituted a 

fundamental ontological division that has been definitive of Western (but 

not just Western) moral and legal systems. In the face of another—another 

human being, a nonhuman animal, a tree, an extraterrestrial, a robot, and so 

on—the first and perhaps most important question that must be addressed 

and resolved is “What is it?” Is it another subject similar to myself, to whom 

I would be obligated? Or is it just an object that can be taken up, possessed, 

and used without any further consideration or concern?

Consequently, all that is needed is to decide whether robots are things or 

persons. It sounds easy enough. But as detailed in the course of this book, 

it is much easier said than done. In fact, the robot does not quite fit in 

or easily accommodate itself to either category. Being neither an objectiv-

ized instrument that is a means to an end nor another kind of socially sig-

nificant subject, the robot resists and confounds efforts at both reification 

and personification. It therefore frustrates and complicates the prevailing 

order—the mutually exclusive either/or—that has helped us make sense of 

ourselves and others by distinguishing who is to be recognized as a moral 

and legal subject from what remains a mere object or thing.

But this is not just about robots. It is ultimately about us. It is about the 

moral and legal institutions that human beings have fabricated to make 

sense of all that is. It therefore is about and concerns the fate of a myriad 

of others who we live alongside and that dwell with us on this exceptional 

and fragile planet. What is seen reflected in the face or faceplate of the 

robot is the fact that the existing moral and legal ontology is already bro-

ken or at least straining against its own limitations. And what is needed in 

response to this dysfunction is not some forceful reassertion of more of the 

same but a significantly reformulated moral and legal ontology that can 

scale to the challenges of the twenty-first century and beyond. Confronting 

and responding to this will undoubtedly be as terrifying and exhilarating 

as any of the robot uprisings that have been imagined in science fiction, 

because getting it right will require nothing less than a thorough rethink-

ing of everything that we (and who is interpellated by or implicated in this 

first-person-plural pronoun will itself be an important component of what 

needs to be investigated) thought was right, natural, and beyond question.

What follows does not make any pretentions to providing a ready-made 

alternative. The existing ontology—the dichotomous model that divides 

persons from things—took hundreds if not thousands of years to be fully 
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developed, codified, and instituted. It therefore seems reasonable to assume 

that a new moral and legal ontology—especially one that can respond to 

and take responsibility for the diversity of beings—will require the same 

kind of time, effort, and attention. For that reason, the objective of this 

book is more modest than what one might gather (or even expect) from 

a cursory reading of its title. Instead of delivering a brand-new, ready to 

use out of the box moral and legal ontology, it seeks to set the stage for 

that work, providing a structure and framework for what will be, and what 

needs to be, a deeply collaborative effort that invites and draws on the wide 

range and diversity of human knowledge, experience, and reflection. This 

book, then, is more of an invitation to work together in shaping a shared 

vision for the future than it is a determination and prescription for that 

future. It is the point of departure for what will need to be a shared journey 

and is not (not yet, at least) the destination.

In terms of my previous efforts, this book occupies the third position 

in what will now be the Machine Question trilogy. The first book in the 

series, The Machine Question: Critical Perspectives on AI, Robots, and Ethics 

(2012), sought to extend previous innovations in moral circle expansion by 

examining the terms and conditions by which machines of our own mak-

ing would or could come to be considered moral agents and patients. The 

second, Robot Rights (2018), continued the analysis by examining whether 

and to what extent these artifacts either can or should have claims to moral 

status and legal recognition. And this third piece to the puzzle, Person, 

Thing, Robot, investigates how and why these artifacts already do not quite 

fit within the established order of things, challenging us to rethink and 

revise the existing moral and legal ontology.

Taken together, what these three books demonstrate is that robots, AI, 

and other seemingly social and intelligent artifacts are not just one more 

technological challenge to which we need to apply existing moral and legal 

thinking. They are and they do much more than that. They provide the 

opportunity for and provoke the need to reassess and reevaluate all aspects 

of what comprises and justifies these moral and legal affordances, question-

ing what is often taken for granted and thereby goes by without notice. 

This is the unique impact and significance of the machine question. It is 

a question not just of ethics applied to the exceptional opportunities and 

challenges of emerging technology. It is a question that concerns the very 

foundation and integrity of ethics itself.
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1  Introduction

Ethics, in both theory and practice, is an exclusive undertaking. In con-

fronting and dealing with others—other human beings, nonhuman ani-

mals, the natural environment, and technological artifacts—we inevitably 

make a decision that has the effect of dividing things into one of two types, 

arranging an exclusive distinction that separates those others who we are 

obligated to respect from what remain mere things. As eighteenth-century 

German philosopher Immanuel Kant (2012, 40) described it: “Beings 

whose existence rests not indeed on our will but on nature, if they are non-

rational beings, still have only a relative worth, as means, and are therefore 

called things, whereas rational beings are called persons, because their nature 

already marks them out as ends in themselves, i.e., as something that may 

not be used merely as means, and hence to that extent limits all choice (and 

is an object of respect).”

But even if you’ve never heard of Kant, this just sounds intuitively cor-

rect. We go out into the world and deal with others, knowing there’s a 

difference between other persons to whom we owe respect as ends in them-

selves and those things that are mere objects with instrumental value as a 

means to an end. As Roberto Esposito (2015, 1), who arguably wrote the 

book on this subject, explains: “If there is one assumption that seems to 

have organized human experience from its very beginnings it is that of a 

division between persons and things. No other principle is so deeply rooted 

in our perception and in our moral conscience as the conviction that we are 

not things—because things are the opposite of persons.”

Not only does this distinction have deep roots, but it works.1 And that’s 

the problem. Because it works—and has worked so well—the line divid-

ing things from persons is often taken for granted, assumed to be the 
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natural state of affairs, and therefore is not questioned. It only stands out 

and becomes evident in those moments when it is challenged or even just 

momentarily violated. Consider, for example, what is now a rather com-

mon but still surprising social practice. Users of digital voice assistants, like 

Siri and Alexa, often find themselves saying “thank you” to the object. This 

is both weird and disorienting. We typically do not express gratitude to 

things or feel bad about not doing so. We use automobiles to travel around 

town without feeling the need to say “thank you” to the vehicle. But if we 

take a taxi or use a ride-sharing service, we will—or we think we should—

say “thank you” to the driver of the vehicle, who we recognize as another 

person. Because digital voice assistants are things that talk like another per-

son, we often (and rather unconsciously) respond to the object as if it were 

something other than a mere thing, a kind of someone to whom we feel 

obliged to say “thank you.”

It is, of course, possible and entirely reasonable to explain and excuse 

these behaviors as mistakes. But what these “mistakes” reveal and make 

visible is that the line dividing person from thing (or, if you prefer more for-

malistic legal terminology, persona from res) is neither fixed nor stable. The 

boundary separating who is a person from what is a thing has been flexible, 

dynamic, and alterable. This is actually a good thing; it is a feature and not 

a bug. Ethics and law both innovate and advance by critically question-

ing their own exclusivity and accommodating many previously excluded 

or marginalized others, recognizing as persons what had previously been 

considered things and property—women, people of color, indigenous peo-

ples, animals, the environment, and so on. And these critical challenges 

have often been spearheaded by innovative and forward-thinking efforts to 

introduce and advance a vindication of the rights of others—for example, 

Mary Wollstonecraft’s protofeminist manifesto A Vindication of the Rights of 

Women, Thomas Taylor’s vindictive but no less influential A Vindication of 

the Rights of Brutes, and now, it seems, a vindication of the rights of robots.

1.1  Robot Rights

The very notion of a vindication of the rights of robots sounds like some-

thing out of science fiction, and there is a good reason for this. Unlike 

artificial intelligence (AI), which originated in a scientific seminar held at 

Dartmouth College in the mid-1950s, robots are the product of fiction. And 
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the idea of “robot rights” was already in play and operational from the 

moment the robot appeared on the stage of history. “The notion of robot 

rights,” as Seo-Young Chu (2010, 215) has insightfully pointed out, “is as 

old as is the word ‘robot’ itself. Etymologically the word ‘robot’ comes from 

the Czech word ‘robota,’ which means ‘forced labor.’ In Karel Čapek’s 1920 

play R.U.R., which is widely credited with introducing the term ‘robot,’ a 

‘Humanity League’ decries the exploitation of robot slaves—‘they are to 

be dealt with like human beings,’ one reformer declares—and the robots 

themselves eventually stage a massive revolt against their human mak-

ers.” This scenario—the robot uprising and struggle for recognition—has 

become one of the most popular themes or leitmotifs in subsequent science 

fiction. Even if you are not familiar with Čapek’s play, there’s a good chance 

you already know the storyline.

So when we first hear or encounter the phrase robot rights or rights for 

robots, we can be excused if the expectation is for some kind of dramatic 

uprising as the machines either take up arms against their human oppres-

sors or take to the streets in violent protest. But reality is fortunately much 

more sanguine, considerably less dramatic, and, in a word, real. This is not 

to say that the robot uprising will not happen. It will. In fact, it already has. 

It just does not conform to what has been scripted for us in science fiction. 

No robot armies marching through the streets, no heart-pounding chase 

sequences with spectacular explosions, no intense emotional encounters 

between the robots and their makers. None of that. Instead, it takes place 

and is already taking place in ways that are much more mundane and seem-

ingly boring by comparison, as philosophers, legal scholars, and courts and 

legislatures advance proposals, publish documents, and deliberate costs and 

benefits. It’s more C-SPAN than it is Terminator.

Consider the following: There has been an explosion of activity address-

ing the subject of robot rights in both academic research and popular 

media. In a survey of the existing scholarly literature, Jamie Harris and Jacy 

Reese Anthis (2021) found just under three hundred publications in cir-

culation, with an exponential rise in activity over the past several years. 

There are books with provocative titles like Robot Rights (Gunkel 2018), 

Rights for Robots (Gellers 2020), Artificial Life after Frankenstein (Hunt Botting 

2021), Robotic Persons (Smith 2021a), We, the Robots? (Chesterman 2021), 

and more. There are peer-reviewed research articles published in journals of 

ethics, artificial intelligence, and law. Here’s just a sample of titles: “Legal 
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Personhood for Artificial Intelligence” (Jaynes 2020), “The Hard Problem of 

AI Rights” (Andreotta 2021), “Recognising Rights for Robots” (Bennett and 

Daly 2020), “Is it Time for Robot Rights?” (Müller 2021), and “Robots and 

Rights” (Schröder 2021).

In the popular press, one can find articles like the New Yorker’s “If Ani-

mals Have Rights, Should Robots?” (Heller 2016), “Robot Rights?” in 

the Brown Political Review (Lehman-Ludwig 2019), Diginomica’s “Robot 

Rights—A Legal Necessity or Ethical Absurdity?” (Marko 2019), “Humans 

Keep Directing Abuse—Even Racism—at Robots” at Vox (Samuel 2019), and 

video explainers, like “Do Robots Deserve Rights?” from Kurzgesagt—In a 

Nutshell (2017) and an interview with animal rights innovator and Berg-

gruen Prize winner Peter Singer in “Will Robots Have Rights in the Future?” 

from Big Think (2019).

But this subject is not something limited to academic curiosity and 

popular media speculation. “The robot rights argument,” as James Dawes 

(2020, 592) points out, “has already begun—just Google the phrase.” And if 

you do so, you will find that there are already a number of actual proposals 

in circulation and even a few legislative acts and judicial decisions already 

on the books. In May 2016, the Committee on Legal Affairs of the European 

Parliament—the legislative branch of the European Union—proposed that 

“sophisticated autonomous robots” be considered “electronic persons” with 

“specific rights and obligations” for the purposes of contending with the 

challenges of technological unemployment, tax policy, and legal liability.

In November 2020, the legislature of the Commonwealth of Pennsyl-

vania passed a bill (Senate Bill 1199) that classifies autonomous delivery 

robots, or what the text of the act calls personal delivery devices (PDDs), 

as pedestrians in order to provide a legal framework for their deployment 

on city streets and sidewalks. Similar laws have been passed in a number 

of other jurisdictions, including the commonwealth of Virginia (Code of 

Virginia § 46.2–908.1:1), which provides the following stipulation: “a per-

sonal delivery device operating on a sidewalk or crosswalk shall have all 

the rights and responsibilities applicable to a pedestrian under the same 

circumstance.”2

In 2021, South Africa and Australia recognized an artificial intelligence 

system as the inventor on a patent application. This outcome was the result 

of an international effort lead by legal scholar and lawyer Ryan Abbott. Since 

2018, Abbott and his team at the Artificial Inventor Project have petitioned 
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patent offices across the globe to recognize an AI system developed by Ste-

phen Thaler, called DABUS (Device for the Autonomous Bootstrapping of 

Unified Sentience), as the sole inventor of a food container system. Previ-

ous filings in the EU, UK, and US had been denied—not because DABUS 

did not originate the product but because, under current law, only natural 

persons may be named as inventors on a patent application. While these 

decisions were being appealed, first South Africa’s Companies and Intellec-

tual Property Commission and then the Federal Court of Australia (in the 

decision regarding Thaler v. Commissioner of Patents [2021] FCA 879) found 

in favor of the applicant, becoming the first jurisdictions on planet Earth 

to recognize the claim of an AI to be legally recognized as an inventor on a 

patent application.

1.2  The Debate

Robot rights are not a matter for the future. They already matter here and 

now. Even if real-world circumstances and scenarios are seemingly less excit-

ing and action-packed than the robot uprisings of science fiction, the issue 

of robot rights is the site of a dramatic and important conflict. And like any 

conflict, there are two sides or opposing forces.3 On one side, there are what 

could be called the Critics. According to this group, the very idea of robots, 

AI applications, or other socially interactive machines being accorded any-

thing approaching moral or legal status beyond that of a mere instrument 

or piece of property is not just wrong-headed thinking but also a danger-

ous development that should be severely curtailed, resisted, or interrupted 

before it even begins. In short: robots, AI systems, and other artifacts are 

just things and not persons. The other side—formed of what we might call, 

by way of contrast, the Advocates—recognizes that various technological 

systems and implementations might need some form of social recognition 

and/or legal protection and that entertaining this exigency is an important 

contribution to ongoing efforts to test, validate, and even revise the limits 

of our moral and legal systems. In short: robots, AI systems, and other arti-

facts can be people too (figure 1.1).4

The debate is polarizing, with one side opposing what the other pro-

motes. One side, for instance, argues that robot rights open the opportu-

nity for thinking about the limitations of existing moral and legal systems, 

thereby contributing to similar efforts to address the plight of previously 
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excluded individuals and populations. The other side argues that focusing 

attention on what are human designed and manufactured artifacts actually 

distracts us from the more important and pressing moral, legal, and social 

matters that confront us, thereby risking further harm to already vulner-

able populations. One side suggests that as robots and AI systems become 

increasingly capable, sentient, and maybe even conscious, we will need to 

consider their interests and well-being in a way that is no different from the 

consideration enjoyed by other persons, like human beings or even non-

human animals. The other side argues that because robots with conscious-

ness or sentience would need the protection of rights, it would be prudent 

to avoid ever making things like this to which we would feel the need to 

be obligated. One side proposes that addressing questions regarding robot 

rights and the legal standing of AI systems will help us resolve problems of 

liability and responsibility in a world where artifacts make (or at least seem 

to make) independent decisions. The other side asserts that doing so will 

only exacerbate existing problems with responsibility gaps, shell compa-

nies, and liability shields.

It is a heated contest, with both sides appearing to advance positions 

and arguments that (when one initially hears them) make sense. And 

like similar polarizing disagreements—think, for example, of other seem-

ingly irresolvable moral or legal disputes, like debates about abortion or 

physician-assisted suicide—there is no clear winner. Both sides continue to 

heap up arguments and evidence in support of their position, but the basic 

terms and conditions of the conflict remain largely in place and essentially 

unchanged. For this reason, this book does not take sides in the existing 

conflict by advocating for one over and against the other, nor does it seek 

Robot
Rights

Critics: The very idea of robots or AI 
being accorded anything approaching 
moral or legal status is not just wrong-
headed thinking but a dangerous 
development that should be severely 
curtailed, resisted, or shut down before it 
even begins.

Advocates: Robots and AI might need 
some form of social recognition and 
protection; entertaining this exigency is 
an important component in our on-
going efforts to test, validate, and 
even revise the limits of our moral and 
legal systems.

Robot
Rights

Figure 1.1
The robot rights debate. Original image by the author.
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to mediate their differences and disputes. Instead, it deploys an altogether 

different strategy. It targets not the points of conflict nor the differences 

that separate the one from the other, but the common set of shared values 

and fundamental assumptions that both sides already endorse and must 

endorse in order to enter into conflict in the first place. And it does so in 

order to devise an alternative that can better respond to and take responsi-

bility for the moral and legal opportunities and challenges that we confront 

in the face or the faceplate of robots.

1.3  Terminology

Before getting too far into things, it may be prudent to pause for a moment 

and define or at least characterize the term robot. As indicated earlier, the 

word originates in a work of fiction—specifically, a stage play titled R.U.R. 

or Rossumovi Univerzální Roboti (Rossum’s Universal Robots), written by Karel 

Čapek. In Czech, as in several other Slavic languages, the word robota (or 

some variation thereof) denotes “servitude or labor,” and robot was the word 

that Čapek used to name a class of manufactured, artificial servants. Since 

the publication of Čapek’s play, robots have infiltrated the space of fiction. 

And some of the most memorable characters in twentieth- and twenty-first-

century film and television have been robots: Robby the Robot, Astroboy 

or Tetsuwan Atomu, Data, R2-D2 and C-3PO, WALL-E and EVE, the Cylons, 

the replicants, and the Terminator.

When it comes to defining the term robot, science fiction actually plays a 

significant and influential role. In fact, much of what we know or think we 

know about robots comes not from actual encounters with the technology 

but from what we see and hear about in fiction. When you ask someone—

especially someone who is not a roboticist—to define robot, chances are the 

answer that is provided will make reference to something found in a sci-

ence fiction film, television program, or story. This does not only apply to 

or affect outsiders looking in. “Science fiction prototyping,” as Brian David 

Johnson (2011) calls it, is rather widespread within the disciplines of AI and 

robotics, even if it is not always explicitly called out and recognized as such. 

As roboticists Bryan Adams, Cynthia Breazeal, Rodney Brooks, and Brian 

Scassellati (2000, 25) point out: “While scientific research usually takes 

credit as the inspiration for science fiction, in the case of AI and robotics, it 

is possible that fiction led the way for science.”
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So what in fact does the word robot designate? Even when one consults 

knowledgeable experts, there is little agreement when it comes to defin-

ing, characterizing, or even identifying what is (or what is not) a robot. In 

the book Robot Futures, Illah Nourbakhsh (2013, xiv) explains the problem 

this way: “Never ask a roboticist what a robot is. The answer changes too 

quickly. By the time researchers finish their most recent debate on what 

is and what isn’t a robot, the frontier moves on as whole new interaction 

technologies are born.”

Despite this equivocation, definitions are unavoidable and necessary. 

One widely cited source of a general, operational definition comes from 

George Bekey’s Autonomous Robots: From Biological Inspiration to Implementa-

tion and Control: “In this book we define a robot as a machine that senses, 

thinks, and acts. Thus, a robot must have sensors, processing ability that 

emulates some aspects of cognition, and actuators” (Bekey 2005, 2). This 

“sense, think, act” or “sense, plan, act” (Arkin 1998, 131) paradigm has 

considerable traction in the literature—as evidenced by the fact that it con-

stitutes and is called a paradigm.

This characterization of a robot is, as Bekey (2005, 2) explicitly rec-

ognizes, “very broad,” encompassing a wide range of different kinds of 

technologies, artifacts, and devices. But it could be seen as being too broad 

insofar as it may be applied to all kinds of artifacts that exceed the concep-

tual limits of what many consider to be a robot. As John Jordan (2016, 37) 

notes, “The sense-think-act paradigm proves to be problematic for indus-

trial robots: some observers contend that a robot needs to be able to move; 

otherwise, the Watson computer might qualify.” The Nest thermostat pro-

vides another complicated case: “The Nest senses: movements, tempera-

ture, humidity, and light. It reasons: if there’s no activity, nobody is home 

to need air conditioning. It acts: given the right sensor input, it autono-

mously shuts the furnace down. Fulfilling as it does the three conditions, 

is the Nest, therefore, a robot?” (37). And what about the seemingly com-

mon and mundane smartphone? According to Joanna Bryson and Alan 

Winfield (2017, 117), these devices could also be considered robots under 

this particular characterization. “Robots are artifacts that sense and act 

in the physical world in real time. By this definition, a smartphone is a 

(domestic) robot. It has not only microphones but also a variety of proprio-

ceptive sensors that let it know when its orientation is changing or when 

it is falling.”
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Consequently, robot already allows for and encompasses a wide range 

of different concepts, entities, and characterizations. It therefore is already 

the site of a conversation and debate about technology and its social posi-

tion and status, and we should not be too quick to close off the possi-

bilities that this lexical diversity enables and makes available. As Andrea 

Bertolini (2013, 216) argues, “All attempts at providing an encompassing 

definition are a fruitless exercise: robotic applications are extremely diverse 

and more insight is gained by keeping them separate.” Adopting this kind 

of approach—one that is tolerant of and can accommodate a range or an 

array of different connotations and aspects—allows for a term like robot to 

be more flexible and for the analysis to be more responsive to the diverse 

ways the word is actually utilized and applied across different texts, social 

contexts, research efforts, historical epochs, and so on.

This does not mean, however, that anything goes and that robot (or AI, 

which is often substituted for robot5) is whatever one wants or declares 

it to be. It means, rather, paying attention to how the term comes to be 

deployed, defined, and characterized in the scholarly, technical, and pop-

ular literature, including fiction; how the term’s connotations shift over 

time, across different contexts, and even (at times) within the same text; 

and how these variations relate to and have an impact on the options, 

arguments, and debates concerning the moral and legal status of these tech-

nological artifacts.

1.4  Plan of Attack

The analysis at hand will commence by getting a handle on both persons 

and things. Doing so will involve excavating from the sediment of the his-

tory of philosophy and law not only the way that both concepts have been 

deployed and developed but also, and perhaps more importantly, how 

they have been distinguished from each other and how that difference has 

shaped the way that each term has come to be defined and operational-

ized. As Esposito (2015, 16) explains: “From time immemorial our civiliza-

tion has been based on the most clear-cut division between persons and 

things. Persons are defined primarily by the fact that they are not things, 

and things by the fact that they are not persons.”

Although the two categories of this mutually exclusive and totalizing 

conceptual order appear to be relatively stable, membership is not. Over 
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time, many “things” that were once regarded as things—women, children, 

slaves, animals—have come to be recognized as persons and therefore 

admitted into the community of moral and legal subjects. What’s cur-

rently up for debate, then, is whether robots, AI systems, and other artifacts 

belong solely and exclusively to the category of thing; whether it is possible 

now or in the future that these entities might cross the line and be recog-

nized as persons, possessing rights and obligations; or whether we might 

be able to split the difference and formulate some kind of third alternative 

that is neither the one nor the other. And a good part of the analysis that 

follows consists of a detailed reading and thorough cost/benefit analysis 

of the various arguments that have been deployed in this domain by par-

tisans on both sides of the debate. As with previous books, especially Robot 

Rights (Gunkel 2018), the objective of this undertaking is to document who 

is arguing what, to examine how the different arguments and variations 

have been asserted and formulated, and ultimately to figure out what it all 

means. In other words, the goal is to understand how all the piece of this 

complex puzzle fit together.

What is of primary importance in this undertaking is not what makes 

one side in the debate different from and/or opposed to the other. What is 

of interest is what both sides already agree upon and endorse in order to 

come into conflict to begin with. Despite their disagreements and often 

polar-opposite opinions, what is not up for debate or submitted to ques-

tioning is the fundamental ontological presupposition that distinguishes 

person from thing. This difference, which is asserted and operationalized 

by both the Critics and the Advocates as if it were some universally true 

and naturally justified determination that has persisted from the beginning 

of time, is specific and context dependent. It is the product of a particu-

lar cultural formation and philosophical tradition. Consequently, the real 

problem is not that one side is different from and opposed to the other. The 

problem is that both sides tacitly agree to one way of dividing up the world 

and then quibble about who or what is to be included or excluded from one 

category or the other. In other words, both sides agree to and play by the 

same set of rules—that is, a shared moral and legal ontology. But these rules 

(like all rules to all games) are arbitrary, alterable, and at least something 

that needs to be submitted to critical investigation and reappraisal.

The objective of this book, then, is to intervene in this conceptual order 

in such a way as to neither endorse one side or the other nor to mediate 
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their differences via some kind of third alternative that would resolve the 

dispute. There is name for this kind of critical intervention: deconstruc-

tion.6 The word deconstruction, despite initial perceptions, does not indicate 

“to take apart,” “to un-construct,” or “to disassemble.” Despite this wide-

spread and rather popular misconception, which has become something of 

an institutional (mal)practice in both popular media and academic circles, 

deconstruction is not negative. But to say that it is not negative does not 

mean that it is something positive. Instead, what deconstruction designates 

is a kind of thinking outside the box, what in Aristotelean logic would be 

called the law of noncontradiction, that exceeds the grasp of the existing 

conceptual order and its oppositional pairs—for example, construction/

destruction, positive/negative, inside/outside, person/thing, and so on. But 

how this transpires and (maybe more importantly) why are questions of 

methodology.

1.5  Method of Analysis

With any conceptual opposition, the two opposing terms are not situated 

on a level playing field; one of the two already has the upper hand. In 

the person/thing dichotomy, for instance, it is person that occupies this 

privileged position. “The relation between” things and persons, as Esposito 

(2015, 17) explains, “is one of instrumental domination, in the sense that 

the role of things is to serve or at least to belong to persons. Since a thing is 

what belongs to a person, then whoever possesses things enjoys the status 

of personhood and can exert his or her mastery over them.” Deconstruc-

tion of this or any of the other binary oppositions that organize systems 

of thinking—whether philosophical, legal, economic, political, or ethical—

proceeds by way of a double gesture, or what has also been called a “double 

science” (Derrida 1981, 41).

1.5.1  Double Science

In a first move, we deliberately invert the two terms that make up the exist-

ing conceptual order. In the person/thing dichotomy, person occupies the 

position of privilege and has been granted dominance over thing. So we 

begin by flipping the script. This operation is quite literally a revolution-

ary gesture insofar as the existing order—an arrangement that is already 

an unequal and violent hierarchy—is inverted or overturned. “To overlook 
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this phase of overturning,” Derrida (1993, 141) explains, “is to forget the 

conflictual and subordinating structure of opposition.”

But inversion, in and by itself, is not sufficient. It is only half the story. 

This is the reason that it is just a phase or first step. As Derrida points out, 

a conceptual inversion or revolutionary overturning—whether it be social, 

political, or philosophical—actually does little or nothing to destabilize the 

existing order or really change things. In merely exchanging the relative 

positions occupied by the two opposed terms, inversion still maintains and 

preserves the binary opposition in which and on which it operates—albeit 

in reverse order or upside down. This is precisely the problem that is dra-

matized and explored in science fiction with the proverbial robot uprising.

In rising up in revolution against their human makers, robots overturn 

the existing social order, replacing the dominance of human persons with 

robotic things and artificially intelligent machines. Revolution, then, just 

reverses the existing hierarchy and, in doing so, changes little or nothing. 

It may provide the opportunity for some good cinematic drama and action 

sequences, but it is no solution. This is because, as Derrida (1981, 41) knew 

and pointed out, mere revolutionary inversion still “resides within the 

closed field of these oppositions, thereby confirming it.” To put it another 

way, if we stopped here, at this phase of overturning, siding with things 

over and against persons, then it would be hard to answer for or respond 

to the charge that this revolutionary effort amounts to little more than an 

antihumanism or depersonalization.

For this reason, deconstruction necessarily entails—and must proceed 

to—a second, postrevolutionary phase or operation. “We must,” as Derrida 

(1981, 42) states, “also mark the interval between inversion, which brings 

low what was high, and the irruptive emergence of a new ‘concept,’ a con-

cept that can no longer be, and never could be, included in the previous 

regime.” Strictly speaking, this new concept is no concept whatsoever, for it 

always and already exceeds the system of oppositional logic that defines the 

conceptual order as well as the nonconceptual order with which the con-

ceptual order has been articulated. This so-called new concept—the very 

naming of which requires either repurposing the resources of already exist-

ing words (what Derrida calls paleonymy) or inventing new ones (something 

called neologism)—occupies a position that is outside of or at the margins of 

a traditional, conceptual opposition or binary pair. And, as we will see, this 
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new concept, this Thing that is neither a person nor a thing, can be identi-

fied with the name robot.

1.5.2  Raison d’être

But this abstract and schematic characterization of the double gesture of 

deconstruction does not answer the more basic question: Why? If, since 

Roman times, the conceptual distinction separating persons from things 

“has been reproduced in all modern codifications, becoming the presup-

position that serves as the implicit ground for all other types of thought—

for legal but also philosophical, economic, political, and ethical reasoning” 

(Esposito 2015, 2), then why would we ever mess with it? If the person/

thing dichotomy has worked and continues to work, why bother question-

ing it at all? What works, works. Isn’t that good enough? Actually, no. And 

we need to mess with it for several reasons:

1. Limitations.  Binary oppositions, although useful for categorizing things, 

restrict what is possible to know and to say about the world and our own 

experiences. This is because conceptual opposites push things toward mutu-

ally exclusive options. In this either/or mode, any phenomenon is assumed 

to be reducible to x or its opposite, not-x. In other words, we typically make 

sense of ourselves and our world by deploying sets of terminological differ-

ences or conceptual oppositions, like that which divides entities into the 

categories of persons and things. As Barbara Johnson (1987, 12) explains, 

the underlying logic of this way of thinking—that is to say, “if not absolute, 

then relative; if not objective then subjective; if you are not for something; 

you are against it”—is the principle of noncontradiction. This principle, or 

what is also called the law of noncontradiction, has been, at least since the 

time of Aristotle, one of the defining conditions—if not the defining condi-

tion—of human knowledge. As Paula Gottlieb (2019) explains: “According 

to Aristotle, first philosophy, or metaphysics, deals with ontology and first 

principles, of which the principle (or law) of noncontradiction is the firm-

est. Aristotle says that without the principle of noncontradiction we could 

not know anything that we do know.”

Although this kind of exclusivity has a certain functionality and logical 

attraction—not to mention the fact that it has the status of being not just 

a law but the law—it is often criticized for not being entirely in touch with 
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the complexity and exigency of facts on the ground. It is for this reason 

that we are generally critical of false dichotomies—the parsing of complex 

reality into simple either/or distinctions. And the person/thing dichotomy, 

as Anna Beckers and Gunther Teubner (2021, 13) point out in the context 

of AI and robot law, provides an almost perfect illustration of the prob-

lem, insofar as existing technology already seems to resist both reification, 

where the AI or robot is “just a tool” of human action, and personification, 

promoting the artifact to a moral or legal position that would be similar to 

that of a natural human person. There are, therefore, ontological and epis-

temological reasons to question the hegemony of rigid binary oppositions 

and the structural limitations that they impose.

In addition, and following from this, conceptual opposites arrange and 

exert power. The two items are not situated on a level playing field; one of 

the pair has already been determined to be the privileged term. “We are 

not,” as Derrida (1981, 41) explains, “dealing with the peaceful coexistence 

of a vis-à-vis, but rather with a violent hierarchy. One of the two terms 

governs the other (axiologically, logically, etc.), or has the upper hand.” 

Consequently, binary oppositions are not just descriptive or a matter of 

some neutral discursive difference; they are the site of real social, political, 

and moral power. Whoever gets to divide up the world into this versus that 

or us versus them has the power to direct and determine what is possible 

to think, say, and do. The promise of deconstruction is that it provides a 

potent mechanism for working our way out of the maze of oppositional 

pairs and dualisms, like person/thing, by which we have made sense of 

ourselves, our world, and others. And this is especially important for those 

individuals and communities who have been, for one reason or another, 

situated on the “wrong side” of these oppositional dualities—all those who, 

as Donna Haraway (1991) describes it, have been assigned to the unfortu-

nate position of being the other of (Western) man.

2. Gridlock.  The debate about how robots, AI systems, and other seem-

ingly intelligent artifacts fit into the existing ontological categories of per-

son or thing has produced a lot of activity, but the effort seems to be caught 

in what nineteenth-century German philosopher G. W. F. Hegel (2010, 202) 

had called a “bad infinity”—a seemingly endlessly repetition of the same 

arguments and disputes that do not make much progress on the issue. After 

several decades of work and robust discursive activity—activity that will 
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be documented and analyzed in detail—we haven’t got very far and find 

ourselves in a kind of stalemate or cul-de-sac. There are seemingly good 

and decent reasons that robots and AI systems cannot and should not be 

regarded as mere things. But there are just as many good arguments and 

evidence that say extending the status of person to these machines would 

be just as bad, if not worse.

So at this juncture, we find ourselves at something of an impasse. Each 

side in the debate—the Critics and the Advocates—continue to heap up 

arguments and evidence to prove or substantiate their position. But neither 

side appears to have won the contest or is even showing signs of making 

progress on it. This problem is not unique, especially in the field of phi-

losophy. We have seen it before. In fact, it is similar to the problem that 

Kant had addressed and resolved in his Critique of Pure Reason. Kant’s first 

critique7 famously sought to address what had been a deadlock in mod-

ern European philosophy—the seemingly irresolvable debate between the 

Rationalists and Empiricists regarding the origins of human knowledge. 

And in response to this dispute, Kant changed everything by simply alter-

ing the terms of the debate: “Hitherto it has been assumed that all our 

knowledge must conform to objects. But all attempts to extend our knowl-

edge of objects by establishing something in regard to them a priori, by 

means of concepts, have, on this assumption, ended in failure. We must 

therefore make trial whether we may not have more success in the task of 

metaphysics, if we suppose that objects must conform to our knowledge” 

(Kant 1965, Bxvi; emphasis in original).

When debate seems to get stalled in an irresolvable stalemate or eternal 

recurrence of the same, throwing more argumentative effort at the dispute 

only perpetuates the existing problem. A better solution may be to alter the 

terms of the debate itself. For Kant, this meant not asking how knowledge 

conforms to objects but rather how objects correspond to our modes of 

knowing. And that critical pivot has made all the difference. So like Kant, 

we can investigate whether we may not have more success in the task of 

responding to the opportunities and challenges of robots and AI systems if 

we shift our focus and the mode of inquiry. Instead of trying to resolve the 

problem as it is currently formulated—that is, deciding whether robots, AI 

applications, and other kinds of artifacts are things or persons—the decon-

struction of this way of thinking takes the very conceptual opposition that 

had distinguished person from thing as the problem.
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3. Ethnocentrism.  Finally, the seemingly natural opposition between per-

son and thing, which “for so long compressed and continues to compress 

human experience into the confines of this exclusionary binary equation” 

(Esposito 2015, 4), proceeds from a distinctly Western way of thinking, 

“genetically composed of the confluence between Greek philosophy, Roman 

law, and the Christian conception” (3). This way of organizing things—this 

method of dividing up all of existence into one of two mutually exclu-

sive types—is not only exported around the world through colonial con-

quest and religious conversion but has, for better or worse, dominated the  

entire domain.

The person/thing dichotomy, however, is not some universal truth. It 

is a specific way of organizing things that is rooted in and determinative 

of Western thought.8 It is, therefore, not some Platonic form that would be 

universally true for all time. In fact, other cultures and traditions approach 

these challenges in ways that are significantly different and organized 

otherwise. Consider, for example, what Suzanne Kite explains by way of 

Lakota ontologies in the collaborative written essay “Making Kin with the 

Machines”:

How can humanity create relations with AI without an ontology that defines who 

can be our relations? Humans are surrounded by objects that are not understood 

to be intelligent or even alive, and seen as unworthy of relationships. In order to 

create relations with any non-human entity, not just entities which are human-

like, the first steps are to acknowledge, understand, and know that non-humans 

are beings in the first place. Lakota ontologies already include forms of being 

which are outside of humanity. Lakota cosmologies provide the context to gener-

ate an ethics relating humans to the world and everything in it. These ways of 

knowing are essential tools for humanity to create relations with the non-human 

and they are deeply contextual. As such, communication through and between 

objects requires a contextualist ethics which acknowledges the ontological status 

of all beings. (Lewis et al. 2018)

Critically questioning and challenging the person/thing dichotomy is 

not just a way of recognizing and coming to terms with ethnocentrism, 

colonialism, and the multifaceted legacy of what Kim Tallbear calls “whit-

estream disciplinary thinking and ontologies” (Muñoz et al. 2015, 230). It is 

also a way to begin opening the debate about AI systems and robots to other 

perspectives, traditions, and modes of thinking. These alternatives provide 

other ways of responding to and taking responsibility for what José Este-

ban Muñoz calls “the active self-attunement to life as varied and unsorted 
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correspondences, collisions, intermeshings, and accords between people 

and nonhuman objects, things, formations, and clusterings” (Muñoz et al. 

2015, 210). For this reason, it should be no surprise that deconstruction has 

not found a home (or found itself at home) in the established institutions 

and departments of philosophy but has instead enjoyed a more hospitable 

reception in other areas of endeavor: literary criticism, feminism, postcolo-

nialism, posthumanism, queer theory, and so on.

1.6  Preview/Overview

We will begin with things, which is the rather unimposing title to the sec-

ond chapter. Beginning here seems almost unnecessary and obvious. We 

all kind of know what things are, such that asking a question like “What 

is a thing?” seems to be impertinent and immaterial. But as the German 

philosopher Martin Heidegger pointed out, this is precisely the problem. 

Because things are already familiar—perhaps too familiar—we have little or 

no critical distance on them as things. This is because, as Heidegger (1962) 

explains, things are not typically disclosed to us as things but encountered 

as objects. In other words, things are not experienced as mere entities lay-

ing around out there in the world. They are always pragmatically situated 

and characterized in terms of our involvements and interactions with the 

world in which we live. For this reason, things are first and foremost made 

available to us or revealed as objects for a subject. They are objectified. The 

chapter, therefore, examines how the two sides of the debate—the Crit-

ics and the Advocates—mobilize this objective understanding of things to 

construct and develop their arguments. One side, not surprisingly, argues 

that robots and AI systems are objects or instruments for us to use for our 

own purposes and objectives. The other side asserts that there is something 

about these things that makes them more or at least interrupts this objec-

tivist and instrumentalist way of thinking. Although each side offers per-

suasive arguments and extensive evidence to support their claims, neither 

is able to gain the upper hand. And this leaves us with uncertainty regard-

ing the reification of robots, AI systems, and other artifacts.

The third chapter, then, takes up the other alternative and inquires 

whether these things might not be better and more successfully under-

stood as persons. Again, the question “Are robots persons?” seems rather 

direct and immediately understandable. But as was the case with thing, the 
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concept of person also turns out to be far more interesting and complicated 

than one might anticipate. Typically, when we use the word person, we are 

referring to another human being. But this seemingly natural and every-

day understanding is not entirely accurate. The word and concept person 

has a long and rather complicated history in both philosophy and law. 

It is originally derived from the Latin persona, which referred to the mask 

worn by actors in a stage play. In its original form, what we call a person 

would have been closer to what is meant by a word like character or role. As 

a result, person does not just denote an individual human being but also, 

more accurately, names the role that one plays or is assigned within the 

context of a social situation or performance. This can be seen especially in 

law, where who is considered a legal person has not been limited to human 

individuals but can also be extended to other kinds of nonhuman entities: 

corporations, organizations, ships, animals, and the natural environment. 

How this happens, what it means, and how it organizes the terms of the 

debate is the subject of chapter three.

The fourth and fifth chapters critically investigate the debate regarding 

personification of robots, AI systems, and other artifacts. In other words, 

once we know what person designates and means, we can then examine 

how the two sides in the debate have argued for and against extending 

the title of person to these various nonhuman entities. Chapter four takes 

up the subject of natural person, which typically denotes human individu-

als or other entities who can be considered persons by nature. Whether 

something is or is not a natural person is usually decided on the basis of 

individual properties and capabilities—that is, rationality, consciousness, 

sentience, and the like. So there is a kind of litmus test for achieving recog-

nition as a person. We (and who is implicated in or interpellated9 by this 

first-person-plural pronoun will not be insignificant) first define the criteria 

for what makes an entity a person. In other words, we devise a standard by 

deciding what we believe are the necessary person-making properties or 

capabilities. We then use this standard to test and evaluate whether some 

entity is a natural person or not. So the question of whether robots or AI 

systems could ever become natural persons is one that we get to evaluate 

based on criteria that we get to define.

The Critics respond to this question by trying to limit who can be 

included in the category of person. According to these arguments, robots, 

AI systems, and other artifacts are just technological devices and machines. 
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No matter how sophisticated they may become or seem to be, they will 

never achieve any of the person-making properties, like consciousness, 

rationality, or sentience. And because of this, robots and other kinds of 

artifacts will always fail to meet the necessary criteria and can therefore be 

objectively and justifiably refused the title of person. The other side in the 

debate takes an entirely different and polar opposite position, arguing that 

artifacts like AI systems, robots, and autonomous technologies either are or 

will be able to achieve the benchmarks of personhood. If and when (and in 

the hands of these Advocates, it is more often than not a matter of when) 

this happens, then withholding the title of person from these things would 

be unethical and unjust.

Chapter five does a similar kind of analysis for the concept of a legal 

person. Unlike a natural person, which is grounded in the ontological con-

ditions or essential properties of the individual entity, a legal person is a 

socially constructed and conferred recognition. In other words, something 

becomes someone not because of their essential nature but because they 

are recognized by others as having a particular status. To be a person, then, 

means that one is recognized as a subject under the law, possessing both 

responsibilities and rights within a particular legal construct or institution. 

If the paradigmatic natural person is the human being in possession of a set 

of natural capabilities that make one a person, then the paradigmatic legal 

person is the corporation, which is a person not by its nature but because it 

is recognized and situated within the law as a subject of the law.

The question confronted in the face or the faceplate of the robot or other 

seemingly intelligent and/or socially interactive artifact is whether it would 

make sense to extend the category of legal person to these other kinds of 

entities. Responses to this question once again divide into two seemingly 

opposed and irreconcilable positions. Those who are critical of this pro-

posal argue that extending the recognition of person to these technological 

artifacts, although clearly possible and entirely legal, is wrong and should 

not be allowed to happen. And it is wrong because of the negative effects 

and potentially dangerous consequences this decision would have on and 

for us and our legal systems. Those situated on the other side of the debate 

take an entirely different position on this question, arguing that extending 

legal personhood or personality to robots and other intelligent (or at least 

seemingly intelligent) artifacts will be necessary for integrating these tech-

nologies into our moral and legal systems.
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By the time we get to the end of the fifth chapter, it will become evident 

that the debate is ultimately irresolvable. Both sides present good argu-

ments and provide substantial evidence to support their positions. Unfor-

tunately, this produces a version of Hegel’s “bad infinity,” with very little 

progress being made on resolving the question at hand. It is in response to 

this difficulty that the sixth chapter identifies and critically evaluates viable 

alternatives.

In the face of these seemingly irreducible either/or dilemmas, one solu-

tion—and a rather popular one at that—is to synthesize a third alternative 

that is either neither/nor or both/and. This is standard operating procedure 

in all kinds of disputes and debates. In politics, for instance, the tension 

between the right and the left is typically mediated by a third alternative 

that has been called the center or radical middle. In philosophy, the differ-

ence that separates binary opposites, like being and nothing, comes to be 

resolved in and by a third term, becoming, which sublates (Hegel’s watch-

word, meaning “to overcome and preserve”) the difference between the 

one and the other. And in many legal systems, the opposition between the 

mutually exclusive gender categories of male and female has been success-

fully challenged and resolved by formulating a third option: nonbinary.

A similar strategy has been proposed for resolving the person/thing 

debate with robots and AI, and that solution goes by the name slavery. 

Already in Roman times, slaves were regarded as something more than a 

mere thing but not quite a full person. They occupied a position that was 

situated in between the one and the other, being both thing and person. 

And there has been, in both the legal and philosophical literature, a surpris-

ing number of serious proposals arguing for instituting what can only be 

called Slavery 2.0. Repurposing existing slave law to respond to the moral 

and legal challenges of robots might seem like a workable solution, but the 

difficult history of human slavery and its horrific social and political con-

sequences actually produce more problems than they can possibly resolve. 

The sixth chapter provides a thorough critique of these “robots should be 

slaves” proposals, demonstrating how this supposed solution to the person/

thing dichotomy actually produces bigger problems—that is, more and sig-

nificantly worse problems than it can possibly begin to resolve.

The problem, then, is not deciding whether robots and other kinds of 

artifacts are persons, things, or some third alternative that tries to split the 

difference. The real problem is the binary logic that differentiates person 
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from thing in the first place. This fundamental distinction is not some 

natural condition of things: it is an artificially constructed dichotomy that 

is context specific and only subsequently universalized by the exercise of 

socio-intellectual-political power. The seventh and final chapter decon-

structs this way of thinking. It does so by way of a double gesture that 

involves (1) inversion of the person/thing dichotomy and (2) emergence of 

a nondialectical third term that exceeds the grasp of this entire conceptual 

order. The book ends, therefore, by developing the terms and conditions of 

this deconstructive alternative in an effort to respond to the alterity that 

is manifest in the face of the robot. But this alternative, because it decon-

structs the ruling conceptual order—that is, the person/thing dichotomy 

that has organized both law and ethics for close to two millennia—will 

have repercussions that reverberate both forward and backward through 

time, requiring a thorough reconfiguration of moral and legal ontology.

1.7  Final Words

Often it is the smallest of things that matters most, like the difference 

between two seemingly insignificant words—who and what. But everything, 

as Derrida (2005, 80) insightfully points out, depends on this difference. In 

the face of others—not just other human beings but animals, the things of 

the natural environment, and artifacts—we are called upon to make and 

are responsible for a crucial decision. We decide (or perhaps better, have 

granted to ourselves the power to decide) between who counts as another 

socially significant subject with rights and responsibilities that need to be 

respected and what remains a mere thing that can be used and even abused 

as we see fit. It’s a seemingly small difference, but it makes all the difference.

It has, for instance, justified some members of the human species assert-

ing their presumed authority over other members of same species (and 

typically on the basis of arbitrary and highly prejudicial criteria like gender, 

race, ethnicity, religion, geographical location, or cultural traditions), turn-

ing them into instruments and things to be bought and sold as property 

and even disposed of with little or no hesitation. It has allowed human 

communities to excuse horrific mistreatment of other life forms on the 

basis that they are not persons and therefore can only be things that serve 

our interests, needs, and desires. And it has led us—not just human beings 

but all living and nonliving things on planet Earth—into a climate crisis 
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that constitutes a fundamental existential challenge, as natural human 

persons and organizational and corporate legal persons have presumably 

decided that other things are nothing more than “natural resources” and 

“raw materials” that can be used, consumed, and exploited.

The true potential of the moral and legal challenges that are confronted 

in the face or the faceplate of robots and other artifacts is that they destabi-

lize this ontological order that has permitted us (and again, who is included 

in and excluded from this first-person-plural pronoun is not immaterial) 

to divide all of existence into the mutually exclusive categories of person 

or thing. It is, therefore, the robot that might deliver us from ourselves, 

demanding that we begin to take seriously our responses to and responsi-

bilities for other Things—Things that exist and have always existed outside 

and beyond the limitations of the arbitrary division that differentiates who 

is person from what is a thing.
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2  Things

One thing that both sides in the debate seem to agree on is the state and 

status of things. Things are categorically different from persons. Whereas 

the category of person refers to those others who count and have moral 

and legal status, things do not. They are objects as opposed to subjects and 

therefore can be used, abused, and disposed of as we decide and see fit. This 

fundamental distinction not only sounds right, it’s the law. As Esposito 

(2015, 1–2) remarks: “When the Roman jurist Gaius, in his Institutes, identi-

fied persons and things as the two categories that along with actions con-

stitute the subject matter of the law, he did nothing more than give legal 

value to a criterion that was already widely accepted.” Because of this, the 

two sides in the debate do not dispute what things are. Where they diverge 

and what they argue about is whether robots and other seemingly intelli-

gent and/or socially situated artifacts are things, like any of the other things 

with which we are already familiar, or something that is (or can become) 

more than what is typically understood and designated by the term thing.

2.1  What Is a Thing?

There is, it seems, nothing particularly interesting or extraordinary about 

things. We all know what things are; we deal with them every day. But 

as the twentieth-century German philosopher Martin Heidegger (1962) 

pointed out, this immediacy and proximity is precisely the problem. 

Because things are so ubiquitous, common, and useful, we typically can-

not see them as things. Marshall McLuhan and Quentin Fiore (2001, 175) 

cleverly explained the problem this way: “one thing about which fish know 

exactly nothing is water.” Like fish that cannot perceive the water in which 
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they live and operate, we are often unable to see the things that are closest 

to us and comprise the very milieu of our everyday existence.

In response to this difficulty, Heidegger expends substantial effort inves-

tigating what things are and why things seem to be more difficult than 

they initially appear. In fact, the question “What is a thing?” is one of the 

principal concerns and an organizing principle of Heidegger’s phenomeno-

logical project. And this attention to things begins right at the beginning 

of his 1927 magnum opus, Being and Time: “The Greeks had an appropri-

ate term for ‘Things’: πράγματα [pragmata]—that is to say, that which one 

has to do with in one’s concernful dealings (πραξις). But ontologically, the 

specific ‘pragmatic’ character of the πράγματα is just what the Greeks left 

in obscurity; they thought of these ‘proximally’ as ‘mere Things.’ We shall 

call those entities which we encounter in concern ‘equipment’” (Heidegger 

1962, 96–97).

According to Heidegger’s analysis, things are not, at least not initially, 

experienced as mere entities out there in the world. Things are not just there. 

They are always pragmatically situated and characterized in terms of our 

practical involvements and interactions with the world in which we live. For 

this reason, things are first and foremost revealed as pieces of “equipment” 

or “instruments” that are useful for our endeavors and objectives. “The 

ontological status or the kind of being that belongs to such equipment,” 

Heidegger (1962, 98) explains, “is primarily exhibited as ‘ready-to-hand’ or 

Zuhandenheit, meaning that something becomes what it is or acquires its 

properly ‘thingly character’ when we use it for some particular purpose.”

Explanations like this are what makes reading Heidegger both interesting 

and frustratingly difficult. So let’s break it down. According to Heidegger, 

the fundamental ontological status, or mode of being, that belongs to 

things is primarily exhibited as “ready-to-hand,” meaning that something 

becomes what it is or acquires its properly “thingly character” in coming to 

be put to use for some particular purpose or end—a purpose that we define 

and operationalize. A hammer, one of Heidegger’s principal examples, is 

for building a house to provide shelter from the elements; a pen is for writ-

ing a book like Being and Time; a shoe is designed to support the activity of 

walking. Everything is what it is in having a “for which” or a destination 

to which it is always and already referred. Everything therefore is primarily 

revealed as being a tool or an object—that is, a means to an end—which is 

useful for our purposes, needs, and projects.
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The term object is crucial in this context. Things are always and already 

objectified by being situated in opposition to and placed in the service of 

a human subject.1 This mode of existence—what Graham Harman (2002) 

calls tool-being—applies not just to artifacts, like hammers, pens, and shoes. 

It also describes the basic existential condition of natural objects, which 

are, as Heidegger (1962, 100) explains, discovered in the process of being 

put to use: “The wood is a forest of timber, the mountain a quarry of rock, 

the river is water-power, the wind is wind ‘in the sails.’” Everything there-

fore exists and becomes what it is insofar as it is useful for some human-

defined purpose. Things are not just out there in a kind of raw and naked 

state but come to be what they are in terms of how they are objectified and 

put to work or used by us as equipment for living.

This is precisely what makes things so difficult to perceive. Whatever is 

ready-to-hand is essentially transparent, unremarkable, and even invisible. 

“The peculiarity,” Heidegger (1962, 99) writes, “of what is proximally ready-

to-hand is that, in its readiness-to-hand, it must as it were, withdraw in 

order to be ready-to-hand quite authentically. That with which our everyday 

dealings proximally dwell is not the tools themselves. On the contrary, that 

with which we concern ourselves primarily is the work.” In being objecti-

fied, we do not notice the thing as such; we see through it to the purpose 

that it is intended to serve.2 Or as Michael Zimmerman (1990, 139) explains 

by way of Heidegger’s hammer, “In hammering away at the sole of a shoe, 

the cobbler does not notice the hammer. Instead, the tool is in effect transpar-

ent as an extension of his hand. . . . For tools to work right, they must be 

‘invisible,’ in the sense that they disappear in favor of the work being done.”

This understanding of things can be correlated with what philosophers of 

technology call the “instrumental theory of technology,” which Heidegger 

subsequently addressed in The Question Concerning Technology. “We ask the 

question concerning technology,” Heidegger (1977, 4–5) writes, “when we 

ask what it is. Everyone knows the two statements that answer our ques-

tion. One says: Technology is a means to an end. The other says: Technol-

ogy is a human activity. The two definitions of technology belong together. 

For to posit ends and procure and utilize the means to them is a human 

activity.” According to this explanation, the presumed role and function of 

any kind of technological object, whether it be a simple mechanical device, 

like a corkscrew or bicycle, or a digital computer or smartphone, is that it 

is a means employed by human users for specific ends. Heidegger terms 
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this particular characterization of technology the instrumental definition and 

indicates that it forms what is considered to be the correct understanding of 

any kind of technological contrivance.

As Andrew Feenberg (1991, 5) has neatly summarized it, “The instru-

mentalist theory offers the most widely accepted view of technology. It 

is based on the common sense idea that technologies are ‘tools’ standing 

ready to serve the purposes of users.” And because a tool or an instrument 

“is deemed ‘neutral,’ without valuative content of its own,” then a techno-

logical thing is evaluated not in and of itself but on the basis of the particu-

lar employments that have been operationalized by its human designer, 

manufacturer, or user. For this reason, technology, as Jean-François Lyotard 

(1984, 44) concludes, “is a game pertaining not to the true, the just, or the 

beautiful, etc., but to efficiency: a technical ‘move’ is ‘good’ when it does 

better and/or expends less energy than another.”

This objectivist or instrumentalist way of thinking also finds expression 

in the way the legal literature deals with things. “By thing (res),” German 

jurist Anton Thibaut (1855, 16; emphasis in original) explains, “is meant 

whatever neither is nor can be the subject of a legal relation, but yet may 

be the object of a legal transaction and so mediately the object of a right.” 

Formulated in this way, things are not considered the subject of legal rela-

tionships involving rights and obligations. They are, however, the objects 

of these relationships and have instrumental value due to the way they 

mediate between persons who are the direct and proper subjects of rights 

and obligations. Consequently, things, like robots, AI, and other techno-

logical artifacts, no matter how sophisticated or autonomous they appear 

or are designed to be, are not and cannot be the subject of moral or legal 

concern. They are just tools or instruments, objects to be used by subjects—

namely, human persons.

Finally, and perhaps most importantly for the analysis that follows, this 

characterization of things, though seemingly correct and virtually beyond 

question, is not some natural condition or universal truth that is valid for 

all times and places. It is the product (i.e., an artifact) of a particular cultural 

tradition that comes to be elevated to the standpoint of an assumed uni-

versal truth through the exercise of intellectual and sociopolitical power. 

As Esposito (2015, 3) is careful to note and point out, this way of thinking 

about things is the result of a confluence of “Greek philosophy, Roman law, 

and the Christian conception.” And it is, as Michael Szollosy (2017, 156) 
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recognizes, in the face or the faceplate of the robot that we can begin to 

perceive the significance and consequences of this ethnocentrism: “Robots 

are considered to be machines, and therefore merely objects. In the Euro-

pean Christian tradition, such non-living, or even non-human objects, are 

considered lesser beings on the basis that they do not have a soul; that 

intangible, metaphysical property unique to life or, in most articulations, 

unique specifically to humans.  .  .  . Though one could argue that Europe 

is no longer beholden to Christianity, Europe’s (and America’s) Christian 

values are constantly on display, and this assumption is obvious even in 

contemporary, completely secular European legal and ethical frameworks.”

Although the vast majority of existing publications on the subject of 

robots, AI systems, and other artifacts adhere to and proceed according to 

the standard instrumentalist way of thinking about things, we (and in this 

case, the first-person-plural pronoun incorporates anyone and everyone 

who already occupies and operates from an assumed and largely unques-

tioned Western philosophical position) will need to be vigilant and con-

tinually remind ourselves that this way of proceeding is itself the product 

of a specific tradition and its hegemony. Keeping this in mind not only will 

provide the occasion and raison d’être for deconstructing things, it will also 

help us account for the fact that robots—real robots, right here and right 

now—have already begun to challenge this specific and rather limited way 

of thinking about things.

2.2  The Thing with Robots

Even though things are initially disclosed and revealed to us in the mode 

of being Heidegger calls Zuhandenheit (i.e., instruments that are useful or 

handy for our purposes and endeavors), things do not necessarily end here. 

They can also, as Heidegger (1962, 103) explains, be subsequently present-

at-hand, or Vorhandenheit, revealing themselves to us as things that are or 

become, for one reason or another, un-ready-to-hand or obtrusive. This is 

evidently what happens with many robotic things, like chatbots, machine 

learning algorithms, and social robots, insofar as they appear to interrupt 

or otherwise impede the smooth functioning of the instrumentalist way 

of thinking. The thing with robots, AI systems, and similar artifacts is that 

they are or often appear to be something other than instruments. Consider 

three examples.
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First, there are things that talk and appear to use language in ways that 

are intelligible, like chatbots, digital assistants, and large language mod-

els. In fact, the emulation of human conversational behaviors has been 

the defining condition of machine intelligence since Alan Turing’s agenda-

setting paper from 1950, “Computing Machinery and Intelligence.” Users 

of these systems often find it difficult to distinguish between human com-

munication mediated through the instrumentality of a computer and con-

versational behaviors generated by the machine itself—so much so that 

there have been a number of legislative efforts, stipulating that any and 

all implementations of what Simone Natale (2021, 11) calls “communica-

tive AI” disclose their true artificial nature prior to interacting with human 

users, a kind of “Warning: I am AI” label. Unlike artificial general intelli-

gence (AGI), which would presumably occupy a subject position reasonably 

close to that of another human person, these actually existing and ostensi-

bly mindless but very loquacious things simply muddy the water (which is 

probably worse) by complicating and leaving undecided questions regard-

ing who or what is actually doing the talking.

Second, there are things that are deliberately designed to exceed (or at 

least seem to exceed) the comprehension, oversight, and control of their 

human developers—things like DeepMind’s AlphaGo and its successor 

AlphaZero, self-driving automobiles and lethal autonomous weapons sys-

tems (LAWS), and many other machine learning implementations and 

algorithms. Although the extent to which one might reasonably assign 

“autonomy” to these mechanisms remains a contested issue, what is not 

debated is that the rules of the game seem to be in flux. As Andreas Mat-

thias (2004, 177) points out, summarizing his survey of learning automata: 

“Presently there are machines in development or already in use which are 

able to decide on a course of action and to act without human intervention. 

The rules by which they act are not fixed during the production process, 

but can be changed during the operation of the machine, by the machine 

itself. This is what we call machine learning.” The instrumental theory, 

which effectively tethers machine decision and action to human persons, 

no longer adequately applies to or fully explains mechanisms that have 

been deliberately designed to operate and exhibit some form, no matter 

how rudimentary, of independent action or autonomous decision making. 

Contrary to the usual instrumentalist way of thinking, we now have things 

that have (or at least seem to possess) a mind of their own.

Downloaded from http://direct.mit.edu/books/book-pdf/2156679/book_9780262375221.pdf by guest on 26 September 2024



Things	 29

And third, there are things that are designed to be and promoted as 

being something that is more than a mere thing, like robot companions 

and social robots. In 2014, for instance, social robotics pioneer Cynthia 

Breazeal introduced the Jibo robot with the following explanation: “This is 

your car. This is your house. This is your toothbrush. These are your things. 

But these [and the camera zooms into a family photograph] are the things 

that matter. And somewhere in between is this guy. Introducing Jibo, the 

world’s first family robot” (Jibo 2014). According to this ontological clas-

sification, Jibo is not just another instrument or tool, like the automobile or 

toothbrush. But he/she/it (and the choice of pronoun is not unimportant) 

is also not quite another member of the family pictured in the photograph. 

The social robot inhabits a place in between the two categories of thing and 

person (figure 2.1). It is a kind of “quasi-other” (Ihde 1990, 107). This is, 

it should be noted, not necessarily unprecedented. We are already familiar 

with other entities that occupy a similar ambivalent social position, like the 

family dog.

In fact, as Kate Darling (2021) has effectively argued, animals and pets in 

particular provide a good template for understanding the changing nature 

of things. “Looking at state of the art technology,” Darling (2012, 1) writes 

in one of her early essays on the subject, “our robots are nowhere close to 

the intelligence and complexity of humans or animals, nor will they reach 

this stage in the near future. And yet, while it seems far-fetched for a robot’s 

JiboThings Persons
quasi-other

Figure 2.1
The social robot is located in a position that is in between the two categories of thing 

and person. Original image by the author.
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legal status to differ from that of a toaster, there is already a notable differ-

ence in how we interact with certain types of robotic objects.” This occurs, 

Darling explains, because of our tendency to anthropomorphize things by 

projecting onto them cognitive capabilities, emotions, and motivations 

that do not necessarily exist in the mechanism per se. But it is this ines-

capable emotional reaction that necessitates new forms of response and 

responsibility in the face of these things. “It’s important,” Darling (2021, 

154) concludes, “to understand that we will treat robots like living things. 

Our tendency runs deep, and as much as we could decry it and argue against 

it, it’s not going away. When it comes to interacting with machines, even 

more so than with animals, we know that we’re projecting something that’s 

not there, and we do it anyway.”

All these “things” (though that word may not be entirely suitable in 

this context, hence the quotes) seem to resist efforts at reification and/or 

impede classification as instruments and objects. They do so because they 

have been designed to be or to appear to be (and the difference between 

“being” and “appearing to be” will not be insignificant) intelligent, autono-

mous, or social. Responses to this challenge (or opportunity—it all depends 

on how you approach and interpret it) pull in two apparently different and 

opposite directions.

2.2.1  The Critics and Their Arguments

In the face of these things, it is possible to respond as we typically have, 

treating these increasingly communicative, autonomous, and seemingly 

social mechanisms as mere instruments or objects. “Computer systems,” as 

Deborah Johnson (2006, 197) has argued, “are produced, distributed, and 

used by people engaged in social practices and meaningful pursuits. This is 

as true of current computer systems as it will be of future computer systems. 

No matter how independently, automatic, and interactive computer systems 

of the future behave, they will be the products (direct or indirect) of human 

behavior, human social institutions, and human decision.” This mode of 

argument is persuasive precisely because it draws on and is underwritten by 

the usual understanding of things. Things—no matter how sophisticated, 

intelligent, and social they are, appear to be, or may become—are and will 

continue to be tools of human decision and action, nothing more.

If something goes wrong (or goes right) because of the actions or inac-

tions of a robot, AI, or some other seemingly intelligent thing, there is 
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always someone who is ultimately responsible for what happens with it. 

Finding that person (or persons) may require sorting through layer upon 

layer of technological mediation, but there is always someone—specifically, 

some human someone—who is presumed to be responsible and account-

able for it. According to this way of thinking, all artifacts, no matter how 

sophisticated or interactive they appear to be, are actually Wizard of Oz 

technology.3 There is always a “man behind the curtain,” pulling the strings 

and responsible for what happens. And this line of reasoning is entirely 

consistent with current legal practices. “As a tool for use by human beings,” 

Matthew Gladden (2016, 184) argues, “questions of legal responsibility . . . 

revolve around well-established questions of product liability for design 

defects (Calverley 2008, 533; Datteri 2013) on the part of its producer, pro-

fessional malpractice on the part of its human operator, and, at a more 

generalized level, political responsibility for those legislative and licensing 

bodies that allowed such devices to be created and used.”

The same kind of thinking and mode of argument applies to the question 

concerning moral or legal status. As Johannes Marx and Christine Tiefensee 

(2015, 83) explain in the essay “Of Animals, Robots and Men”: “Robots are 

nothing more than machines, or tools, that were designed to fulfill a specific 

function. These machines have no interests or desires; they do not make 

choices or pursue life plans; they do not interpret, interact with and learn 

about the world. Rather than engaging in autonomous decision-making on 

the basis of self-developed objectives and interpretations of their surround-

ings, all they do is execute a preinstalled programme. In short, robots are 

inanimate automatons, not autonomous agents. As such, they are not even 

the kind of object which could have a moral status.” This is a near-perfect 

restatement of the instrumentalist argument. Robots and other things like 

this are nothing more than tools and instruments that are destined for 

and designed to fulfill our needs and projects. They do not have their own 

interests or desires. They are not really autonomous agents. They are just 

preprogrammed objects that are designed to do what we decide and direct 

them to do. Consequently, robots, AI systems, and other kinds of seemingly 

intelligent artifacts are simply not the right kind of thing to have rights or 

obligations. A phrase like robot rights would, on this account, be a contradic-

tion in terms or an oxymoron.

Arguments like this appear throughout the literature. Andrea Berto-

lini (2013, 235), for instance, has maintained that robots—even highly 
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sophisticated and seemingly autonomous devices—should be “deemed 

objects—more precisely, artefacts created by human design and labour, for 

the purpose of serving identifiable human needs.” This goes not only for 

industrial and service robots but also, and perhaps more importantly, for 

social or companion robots in domestic settings: “Robot companions, just 

like all existing robots, are to be deemed objects, more precisely, artefacts 

created by human design and labor, for the purpose of serving identifiable 

human needs. In brief, they are, to all—legal and ethical—effects and pur-

poses, to be deemed products” (Bertolini and Aiello 2018, 130). The reason-

ing behind and supporting this declaration is seemingly simple: “So long as 

robots do not achieve self-consciousness,” Bertolini (2013, 235) concludes, 

“they cannot be deemed moral agents or autonomous—in a strong sense—

beings. Short of that capacity there is no logical, moral or philosophical—

and thus not even legal—necessity to consider them subjects of law and 

bestow individual rights on them.”

Similar assertions have been issued in the philosophical literature on the 

subject. In the essay “On the Moral Status of Social Robots,” for example, 

Kęstutis Mosakas (2021b, 429) deploys what he calls the consciousness cri-

terion to argue that robots, and social robots in particular, “should not be 

regarded as proper objects of moral concern unless and until they become 

capable of having conscious experience.” Until that threshold condition is 

achieved, he (like Bertolini) concludes that these things are and will remain 

mere things, nothing more.

John Basl and Joseph Bowen (2020, 296), in their entry for the Oxford 

Handbook of Ethics of AI, elaborate on this insight, providing the following 

argument:

1.	 AI is a potential rights holder only if it is a bearer of well-being.

2.	 AI is a bearer of well-being only if it is conscious.

3.	 AI is not conscious.

4.	 So, AI cannot be said to have rights.

According to this argumentative procedure, something is a subject of moral 

concern—a potential holder of both rights and obligations and not just 

an object—if and only if it fulfills what Mosakus calls the consciousness 

criterion. But robots and AI systems—no matter how sophisticated their 

design and seemingly intelligent their behaviors—are just instruments and 

objects that, by definition, lack any kind of consciousness whatsoever. For 

Downloaded from http://direct.mit.edu/books/book-pdf/2156679/book_9780262375221.pdf by guest on 26 September 2024



Things	 33

this reason, these artifacts cannot, by definition, have rights and should 

not be said to possess or be in need of possessing rights.

A similar version of this line of reasoning has been developed and pre-

sented by Abeba Birhane and Jelle van Dijk (2020) in an essay published 

in Noema, a more popular online publication aimed at a general audience: 

“We should not be seeing robots and AI algorithms as replicas of ourselves, 

nor as entities that can be granted or denied rights. Instead, we should see 

them as they actually exist in the world: as an increasingly influential ele-

ment within the socio-material context that human beings have produced 

as part of the process of making sense of the world. To put it another way, if 

AI algorithms are first and foremost things we use to think with and not, in 

themselves, thinking things, then arguing for artificially intelligent agents 

like robots to have rights becomes problematic.” Although not explicitly 

identified as such, this is the standard instrumentalist argument. AI sys-

tems and robots are things—influential and important things that we use 

to make sense of and think about our world. Nevertheless, these things, as 

mere things, are essentially and categorically different from us. We are, by 

contrast, not just “thinking things,” which had been Descartes’s formula-

tion, but living bodies who “laugh, bite, eat, gesture, breathe, give birth and 

feel pain, anger, frustration and happiness” (Birhane and van Dijke 2020). 

As a result of this undeniable and irreducible ontological difference, not 

only can robots, AI systems, and other artifacts not be the subjects of rights 

but the question whether they can be granted or denied such status is itself 

a problem. Robots and AI algorithms are categorically the wrong kinds of 

things for rights. Thus, the question of rights and their protections simply 

does not apply.

Vincent C. Müller develops another iteration of this in his journal article 

titled “Is It Time for Robot Rights? Moral Status in Artificial Entities.” In 

response to the question in the title of the essay, Müller (2021, 579) answers 

in the negative: “There is no reason to think that robot rights are an issue 

now.” In other words, at this particular point in time, given the currently 

available technology at our disposal, robots and AI systems are simply not 

the right kinds of things for rights. This conclusion, it is important to note, 

is tempered by two concessions. The first is temporal or time-based. “We do 

not claim,” Müller (584) writes, “to have made a general case against moral 

status of robots, quite the contrary: We just tried to work out the assump-

tions in the proposals for attributing moral status to them right now—and 
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find these problematic. One should attribute moral status to robots when 

they fulfill the criteria.”

The second is epistemological and concerns the characterization of the 

criteria. “It is good to keep in mind that the criteria for moral status admit 

to a degree of vagueness, so we should not expect the set of ‘objects with 

moral status’ to have a sharp border (e.g. very young humans are not moral 

agents, but they can gradually grow to be agents). But even without sharp 

borders, there are objects that clearly fall into that set, and objects that 

do not” (Müller 2021, 584). Despite these two important clarifications, the 

argument still proceeds on the standard assumption that ontology (i.e., 

what something is) determines its moral status (i.e., how it is to be treated). 

For now, at least, robots are not the kinds of things that can achieve what is 

necessary to have moral status (however that actually comes to be defined) 

and to be subjects of rights or obligations. They are, for the time being, 

mere things.

All of these efforts operationalize and advance a similar kind of argu-

ment: Technological artifacts, like robots and AI, no matter how sophisti-

cated or autonomous they appear or are designed to be, are not and cannot 

be moral or legal subjects. They are (at least as they exist right here and 

right now) just tools or instruments to be used by moral and legal subjects—

namely, human persons. This means not only that robots, AI systems, and 

other kinds of artifacts cannot have rights but also that these things are 

not the right kinds of things to ever have (or not have) rights. As Birhane 

and Van Dijk (2020, 1) have succinctly described: “We argue not just to 

deny robots ‘rights,’ but to deny that robots, as artifacts emerging out of 

and mediating human being, are the kinds of things that could be granted 

rights in the first place.” For this reason, the mere idea of robot rights or the 

question concerning the moral and legal status of artifacts is determined 

to be a mistake and a category error. Ultimately, it’s pure nonsense, and to 

entertain the idea is a waste of time and effort that risks distracting us from 

more important things.

2.2.2  The Advocates and Their Arguments

Those situated on the other side of the debate do not dispute the instru-

mental theory. They simply argue that robots, AI systems, and other things 

like them do not necessarily fit within its theoretical framework and con-

form to its provisions. Robots, AI systems, and other artifacts, it is argued, 
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are not like other things. There is a crucial difference. These things are 

capable—either right now in their current form or in the not-too-distant 

future—of possessing (or at least giving seemingly convincing evidence of 

possessing) the right set of psychological properties and social behaviors 

that would qualify them to be not just objects but other kinds of moral and 

legal subjects, who can and should have access to both rights and obliga-

tions. Even though they might not be anything like a human being, they 

would be, to use terminology developed by German Catholic philosopher 

Robert Spaemann (2006), not something but someone, who has a legitimate 

claim to rights and their protections. Thus, continuing to categorize and 

treat them as mere things or objects would be wrong.

What is perhaps not surprising is the fact that the number of publications 

coalescing on this side of the debate easily exceed and outnumber those 

situated on the other side.4 And there is a good reason for this. The underly-

ing ontological distinction that divides person from thing—along with the 

instrumental theory of technology that further explicates what things are 

and are not—is already taken to be self-evident, obvious, and intuitively 

correct. For this reason, robots and AI systems, which are things designed, 

built, and used by human persons, do not have nor need rights. This way 

of thinking—persons are subjects of rights and obligations and things are 

objects that are not—already sounds correct and beyond question. It is sta-

tus quo, the orthodox account, the standard operating procedure.

Consequently, arguments in support of this position—that is, efforts to 

prove what is already taken to be correct and unassailable—seem to be not 

just unnecessary but little more than profound statements of the obvious. 

They only become necessary in the face of and in response to opposing posi-

tions that promote or advance the seemingly counterintuitive conclusion 

that things like robots and AI systems can and/or should have rights, obli-

gations, or both. So if there appears to be less argumentative effort assem-

bled on the side of the Critics, it is because their way of thinking about 

things is already assumed to be right. In more formalistic/legal language, 

one could say that the burden of proof resides on the side of the Advocates, 

because they seek to promote a position that is both counterintuitive and 

significantly different from the usual, accepted ways of thinking.

These efforts to question and challenge the status quo typically take the 

form of a conditional statement, or what Jesse De Pagter (2021, 6) calls 

if-and-then rhetorics. “Today,” Christian Neuhäuser (2015, 133) explains, 
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“many people believe that all sentient beings have moral claims. But 

because people are not only sentient, but also reasonable, they have a 

higher moral status as compared to other animals. At least this is the pre-

vailing opinion within the discussion. According to this position, humans 

do not only have moral claims of only relative importance but also invio-

lable moral rights because they possess dignity. If robots become sentient 

one day, they will probably have to be granted moral claims.” The operative 

words here are if and probably. If robots achieve a certain level of cogni-

tive capability—that is, if they possess some morally relevant capacity like 

consciousness or sentience (or whatever else is decided to be the qualifying 

criteria)—then they probably will have a legitimate claim to moral status 

and should have rights. Conditional statements like this are usually future 

oriented, and there are several different iterations of this kind of argument 

available in the literature.

Animal rights innovator Peter Singer has weighed in on this question 

a number of times. In an article written with Agata Sagan, titled “Robot 

Rights?” and published in Project Syndicate (2009a) and the Guardian (2009b) 

Singer offered the following assessment: “If the robot was designed to have 

human-like capacities that might incidentally give rise to consciousness, 

we would have a good reason to think that it really was conscious. At that 

point, the movement for robot rights would begin.” For Singer and Sagan, 

the cause of robot rights—the point at which it would no longer be justified 

to treat these artifacts as mere instruments and objects—is dependent upon 

a prior determination of consciousness. Once that threshold condition is 

met, robot rights is not just possible but highly probable.

In a video interview with Big Think (2019), Singer elaborates his think-

ing on this subject, connecting the dots between his own agenda-setting 

research in animal rights to the nascent efforts in and discussions about the 

moral condition and status of artifacts:

I’ve argued that throughout history we have expanded the circle of moral concern 

from initially it just being our own tribe to a nation, race, and now all human 

beings. And I’ve been arguing for expanding beyond just human beings to all 

sentient creatures, all beings capable of feeling pain, enjoying their life, feeling 

miserable. And that obviously includes many nonhuman animals. If we get to 

create robots that are also capable of feeling pain then that will be somewhere 

else that we have to push the circle of moral concern backwards because I cer-

tainly think we would have to include them in our moral concern once we’ve 
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actually created beings with capacities, desires, wants, enjoyments, miseries that 

are similar to ours.

Singer’s argument, here and in the article written with Sagan, is clearly 

anchored in what Mark Coeckelbergh (2012, 13) calls the properties approach 

to deciding questions of moral status and rights.5 And Singer is, if anything, 

consistent in his application of this way of proceeding. If we create robots 

that have the ability to feel pain (again stated as a condition), then we will 

need to include them in the community of moral subjects, because things 

that feel pain are not and cannot be mere objects. The point at which this 

might actually occur remains, for Singer at least, an open question.

In a more scholarly oriented version of the argument, published in the 

academic journal AI & Society, John-Steward Gordon (2021a, 470) offers 

the following elucidation: “Current robots do not fully meet the morally 

relevant criteria (rationality, autonomy, understanding, and having social 

relations) necessary for them to have moral personhood and hence moral 

rights bestowed on them. However, we should not assume that robots will 

never meet these criteria; on the contrary, we should provide intelligent 

robots with moral and legal rights comparable to those that human beings 

enjoy once they have reached a certain level of functioning. At that point, it 

will not be up to us; rather, the apparent nature of things will compel us to 

grant these robots what they deserve, regardless of whether we like it.” Like 

Singer, Gordon begins by recognizing that robots as they currently exist do 

not meet the necessary and sufficient condition for moral consideration or 

concern. Those criteria consist of a laundry list of the usual kinds of proper-

ties or capabilities: rationality, autonomy, understanding, and having social 

relations. But this limitation, Gordon continues, is context dependent and 

a matter of time. Things may be—and will likely be—different in the not-

too-distant future. Consequently, robots and other seemingly intelligent 

and socially interactive artifacts will need to be provided with both moral 

and legal recognitions when they have reached a threshold condition with 

regards to these qualifying properties and capabilities. At this crucial tip-

ping point, expanding the circle of moral concern so that it also includes 

things like robots will not be a matter of choice; the “apparent nature of 

things” will dictate that we cannot do otherwise.

Arguments like this—or at least proceeding according to a similar discursive 

strategy—are deployed by and evident in other contributions to the debate:

Downloaded from http://direct.mit.edu/books/book-pdf/2156679/book_9780262375221.pdf by guest on 26 September 2024



38	 Chapter 2

If we should one day succeed in creating an artificial conscious being we would 

have to consider it as an end-in-itself like our fellow human beings. Then we 

would be morally obligated to treat it as a being with intrinsic moral worth. 

(Göcke 2020, 239)

Adopting a broad conception of AI that includes robots, machines and other arte-

facts, I argue that AIs can and should have rights—but only if they have the 

capacity for consciousness. (Andreotta 2021, 19)

It will be proposed that any AI that possesses the noumenal agency required to 

be a moral patient . . . must be granted legal personhood by any legal system that 

sees legal personhood as necessary for the enforcement of legal rights. (Jowitt 

2021, 499)

Robots are being made with ever greater powers of cognition; at some point these 

powers of cognition will reach the point at which we need to start talking of 

robots as having minds and being persons; this will have implications for how we 

treat robots, for how we design robots and for how we understand ourselves and 

other creatures. (Reiss 2021, 68)

In all these cases—and so many others like them—the argument pro-

ceeds by mobilizing a properties approach to distinguishing between who 

has moral status from what does not. Properties, like consciousness, nou-

menal agency, cognition, or sentience, are assumed to be qualifying criteria 

for moral status and the ascription of rights. If robots and AI systems are 

capable, either now or in the future, of achieving one or more of these 

benchmarks, then these things not only can have rights, they should and 

will need to have rights. At this point, it will no longer be nonsense to 

advocate for the rights of robots and to say that robots or AI systems are 

more than mere objects. In fact, not doing so would be erroneous.

2.3  Shared Assumptions and Difficulties

Arguments like these are undeniably strong and persuasive. They issue 

powerful statements that have the force and effect of universal declarations 

or moral imperatives. And both sides in the debate have successfully mobi-

lized this to their advantage. Alex Knapp (2011), in an article for Forbes, pro-

vides a rather accessible and succinct summary of the terms of the dispute:

Without the ability to make choices or think creatively beyond the bounds of its 

programming, an AI—no matter how intelligent-seeming—is just a big computer 

program. It’s not a person.
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Okay, but stepping into the world of speculation—let’s say that we do create 

an artificial general intelligence that’s as smart or smarter than human beings, 

and capable of making choices, writing poems, and all that. Would such an intel-

ligence be worthy of respect? Almost certainly.

But I don’t think it’s something we’ll have to worry about anytime soon,  

if ever.

As Knapp explains, AI systems and robots, in their current form, are 

nothing more than programmed artifacts or “big computers.” They do not 

and cannot do anything beyond what they have been designed to do by 

their human creators. Based on this fundamental condition, AI systems 

and robots would not have nor need anything approaching rights because 

they are just objects and not moral or legal subjects. The question of rights, 

as well as the question of obligations, simply does not apply to these kinds 

of things. But if or when we succeed in creating AGI—that is, AI systems 

and robotic devices that are capable of actually thinking, making informed 

and reasoned decisions, creating original art, and so on—then they would 

most certainly be another kind of moral subject, one that would be worthy 

of respect.

Despite their differences, then, both sides agree to the same basic terms 

and conditions. AI systems, robots, and other artifacts are things. As long 

as these things remain inanimate objects lacking capabilities like conscious-

ness or sentience, they are and will be just things. If and when this changes 

and these things possess or become capable of possessing one or more of 

the predesignated qualifying characteristics, then the question of moral and 

legal status should be on the table. Where the two sides differ is on the prob-

able achievement of this final condition. The Critics argue that the time for 

robot rights (as Müller puts it) has not arrived and maybe never will. The 

Advocates assert the opposite—namely, that things will change and that we 

might already be seeing evidence of that change right here and right now.

Both sides therefore assert and justify their different positions by employ-

ing similar argumentative strategies—placing ontological conditions or 

properties first (in both temporal sequence and status) and then deriving 

decisions concerning moral and legal standing (or the lack thereof) from 

these prior conditions. This is the shared understanding and common phil-

osophical backdrop that both sides endorse and that make the dispute and 

debate between them possible in the first place. The critical problem is that 

these fundamental conditions—the shared set of assumptions mobilized by 
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both sides in the debate—are themselves conditional and not at all stable, 

static, or settled. In fact, there are three problems with this way of proceed-

ing that complicate the success of arguments made on either side of the 

dispute.

2.3.1  Determination

How does one determine which exact capability or set of capabilities are 

necessary and sufficient for something to have moral and/or legal status or, 

as Hannah Arendt (1968, 296) puts it, “the right to have rights?” In other 

words, which one or ones count? The history of moral philosophy and 

jurisprudence can, in fact, be read as something of an ongoing debate and 

struggle over this matter, with different capacities or psychological proper-

ties vying for attention at different times. And in this process, many criteria 

that at one time seemed both necessary and sufficient have turned out to 

be spurious, prejudicial, or both.

Take, for example, a rather brutal action recalled by naturalist Aldo Leop-

old (1966, 237) at the beginning of his seminal essay on environmental eth-

ics: “When god-like Odysseus, returned from the wars in Troy, he hanged 

all on one rope a dozen slave-girls of his household whom he suspected of 

misbehavior during his absence. This hanging involved no question of pro-

priety. The girls were property. The disposal of property was then, as now, 

a matter of expediency, not of right and wrong.” At the time Odysseus is 

reported to have taken this action—something that has been recorded and 

preserved for us in the pages of Homer’s Odyssey—only male heads of the 

household were considered legitimate moral and legal subjects. Everything 

else—his women, his children, his animals, his slave-girls—were property 

that could be disposed of without any worries or critical hesitation whatso-

ever. But from where we stand now, the property “male head of the house-

hold” is clearly a spurious and rather prejudicial criterion.

Similar problems are encountered with, for example, the property of 

rationality, which is the criterion that eventually replaces the seemingly 

spurious “male head of the household.” When Immanuel Kant (1985, 17) 

defined morality as involving the rational determination of the will, non-

human animals, which do not possess reason (at least since Descartes had 

declared that animals were nothing more than mindless extended things), 

are immediately and categorically excluded from consideration. The practi-

cal employment of reason does not concern animals. And when Kant does 
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make mention of the animal or the concept of animality, he does so for 

instrumental reasons, only using it as a foil by which to define the limits of 

humanity proper. It is because the human being possesses reason that he—

and human being, in this case, was principally defined and characterized as 

male, which was the “oversight” Mary Wollstonecraft sought to correct by 

way of her Vindication of the Rights of Women—is raised above the instinc-

tual behavior of a mere brute and able to act according to the principles of 

pure practical reason (Kant 1985, 63).

The property of reason, however, is contested by efforts in animal rights 

philosophy, which begins, according to Peter Singer, with a critical response 

issued by English political philosopher Jeremy Bentham ([1789] 2005, 283): 

“The question is not, ‘Can they reason?’ nor, ‘Can they talk?’ but ‘Can 

they suffer?’” For Singer, the morally relevant property is neither speech 

nor reason, which he believes set the bar for moral inclusion too high, but 

sentience and the capability to suffer. In his agenda-setting book Animal 

Liberation (1975) and subsequent writings, Singer argues that any sentient 

entity, and thus any being that can suffer, has an interest in not suffering 

and therefore deserves to have that interest taken into account.

Other animal rights advocates, however, dispute this determination. 

Tom Regan, for instance, focuses his efforts on an entirely different matter. 

According to Regan, the morally significant property is neither rationality 

nor sentience but what he calls subject-of-a-life (Regan 1983, 243). Following 

this determination, Regan argues that many animals, but not all animals 

(and this qualification is important, because the vast majority of animals 

are actually excluded from his brand of “animal rights”), are subjects-of-

a-life: they have wants, preferences, beliefs, feelings, and so on, and their 

welfare matters to them. Although these two formulations of animal rights 

effectively challenge the anthropocentric tradition, there remain disagree-

ments about which exact property or characteristic is the necessary and 

sufficient condition for moral consideration—that is, for something to be 

recognized as someone.

When it comes to robots and AI systems, the decisive factor—the prop-

erty or capability that seems to make the difference—has been and contin-

ues to be consciousness. One side argues that these artifacts do not have and 

will likely not achieve consciousness (not even a qualitatively diminished 

form of consciousness, or what Ilya Sutskever of OpenAI infamously called 

being “slightly conscious”6) and therefore are and will remain mere things. 
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The other side argues the exact opposite. They assert that robots and AI sys-

tems, even if limited in their capabilities at this time, will at some point in 

the not-too-distant future attain consciousness (or something approaching 

what we call consciousness) and therefore will achieve what is necessary to 

be considered something more than a mere thing, becoming a moral and 

legal subject with both rights and responsibilities.

The seemingly irreducible problem for both sets of arguments is that the 

property of consciousness remains persistently difficult to define, character-

ize, and apply consistently. As psychologist Max Velmans (2000, 5) points 

out in his book on the subject, consciousness is a term that unfortunately 

“means many different things to many different people, and no univer-

sally agreed core meaning exists.” In fact, if there is any general agreement 

among philosophers, psychologists, cognitive scientists, neurobiologists, AI 

researchers, and robotics engineers regarding the property of consciousness, 

it is that there is little or no agreement when it comes to defining and char-

acterizing the concept. As roboticist Rodney Brooks (2002, 194) explains, 

“We have no real operational definition of consciousness,” and for that rea-

son “we are completely prescientific at this point about what consciousness 

is.” Although consciousness, as theologian Anne Foerst remarks, is the secu-

lar and supposedly more “scientific” replacement for the occultish “soul,” 

it turns out to be just as much an occult property (quoted in Benford and 

Malartre 2007, 162). Consciousness, therefore, provides a rather flimsy scaf-

fold and not altogether solid ground for issuing and supporting decisions 

regarding who is to be considered a moral/legal subject and what is not.

2.3.2  Detection

Properties have problems with detection. How does one, for instance, 

detect the presence of consciousness in something or someone? What are 

the externally available signs or manifestations of its presence (or absence) 

in another being? How can we be reasonably certain that something that 

seems to possess it actually does possess it instead of merely simulating or 

faking it? Resolving these questions is tricky business, especially because 

most (if not all) of the properties and characteristics that are considered 

morally relevant tend to be internal mental or psychological states that 

are not immediately accessible or directly observable. As philosopher Paul 

Churchland (1999, 67) famously asked: “How does one determine whether 

something other than oneself—an alien creature, a sophisticated robot, a 
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socially active computer, or even another human—is really a thinking, feel-

ing, conscious being; rather than, for example, an unconscious automaton 

whose behavior arises from something other than genuine mental states?”

This is what philosophers call the problem of other minds. Or as Brazil-

ian anthropologist Eduardo Viveiros de Castro (2017, 52) explains: “The 

theological problem of the soul of others became the philosophical puz-

zle of ‘the problem of other minds,’ which currently extends so far as to 

include neurotechnological inquires on human consciousness, the minds 

of animals, the intelligence of machines.” Although the problem is not 

necessarily intractable, as Steve Torrance (2014) and others have argued, 

the fact of the matter is that we cannot, as Donna Haraway (2008, 226) 

effectively characterizes it, “climb into the heads of others to get the full 

story from the inside.” Even advanced neuroimaging technology like func-

tional magnetic resonance imaging (fMRI) does not provide an easy resolu-

tion to this epistemological obstacle. “This type of technology,” as Fabio 

Tollon (2021, 153) explains, “allows us [to] peer into the ‘moving parts’ in 

the brain which may be correlated with sentience. However, talk of internal 

states and the talk of how we describe, scientifically, the information that 

an fMRI machine represents to us are two very different language games.”

Responses to this problem typically rely on and mobilize behavioral dem-

onstrations like that devised by Alan Turing for his imitation game, which 

inferred machine cognition (an internal state of mind) from a demonstra-

tion of convincing conversational behavior (an external performance).7 

Even if the behaviors are reasonably convincing, it is always a matter of 

inferring an internal cause from external effects. John Basl and Joseph 

Bowen (2020, 298) explain it this way: “We are in an epistemologically 

poor place when it comes to determining what the preferences of an AI are, 

or what makes it suffer, what it may enjoy, and so on, even if we imagine 

that the AI is telling us what it ‘likes, enjoys, desires, etc.’ and behaves 

accordingly. This is because whatever evidence these behaviors generate is 

screened off by the fact that the AI might be programmed to behave that 

way. Yes, the AI convincingly emotes, but it also might have been designed 

specifically to trick us into thinking it has mental states and emotes because 

of that despite having no such states.” Although this phenomenon is often 

criticized as “deception,” knowing whether it is deceit or not is part and 

parcel of the problem. “Deception,” as Simone Natale (2021, 5) notes in 

his book Deceitful Media, “involves the use of signs or representations to 
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convey a false or misleading impression.” Therefore, to know that a par-

ticular behavior is deceptive (or not) entails that one be able to distinguish 

between external signs and the true situation or genuine internal state of 

the entity who produces or manifests those signs.

Consequently, there is, as American philosopher Daniel Dennett (1998, 

172) concludes, “no proving that something that seems to have an inner 

life does in fact have one.” Although philosophers, psychologists, cogni-

tive scientists, neurobiologists, and the like throw an impressive amount of 

argumentative and experimental effort at this problem, it is not able to be 

resolved in any way approaching what would pass for definitive evidence, 

strictly speaking. In other words, no matter what property or capacity is 

identified—consciousness, intelligence, sentience, and so on—it is always 

possible to seed reasonable doubt concerning its actual presence. If an AI 

system or a robot, for example, appears to be sentient and therefore a sub-

ject of concern, all that is necessary to disarm this inference is to point out 

that it is at least possible that what appears to be intelligent behavior is in 

fact just an effect of clever programming or a deliberate deception.

Alan Turing attributes this rather sobering insight to a remark originally 

offered by Ada Augusta Byron (a.k.a. Lady Lovelace), the first computer 

scientist. “Our most detailed information of Babbage’s Analytical Engine,” 

Turing (1950, 450) explains, “comes from a memoir by Lady Lovelace. In it 

she states, ‘The Analytical Engine has no pretensions to originate anything. 

It can only do whatever we know how to order it to perform.’” According to 

Lovelace, a computational device only does what we tell it to do. We can, in 

fact, write programs that appear to engage in interpersonal conversational 

behavior, like Joseph Weizenbaum’s ELIZA or a digital voice assistant like 

Apple’s Siri. This performance, however, does not mean that such a mecha-

nism actually understands what is said to it in even a rudimentary way. Or, 

as John Searle demonstrated with the Chinese Room thought experiment, 

merely shifting linguistic tokens around in a way that looks like an under-

standing of language is not really an understanding of language.

Likewise, if one seeks to exclude AI systems or robots from moral con-

sideration on the grounds that they are just things that do not possess con-

sciousness, all that is necessary to counter this assertion is to point out how 

it is already complicated by available evidence. In the face of things that 

exhibit even rudimentary social behaviors, human beings, it seems, can-

not help but engage in various forms of personification that render them 
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more than mere things. The computers are social actors (CASA) studies 

undertaken by Byron Reeves and Clifford Nass (1996), for example, dem-

onstrated that human users will accord computers and other technological 

artifacts social recognition similar to that of another human person and 

that this occurs as a product of the extrinsic social interaction, irrespective 

of the intrinsic properties (actually known or not) of the individual entities 

involved.

Social standing, in other words, is a “mindless operation.” “When it 

comes to being social,” Reeves and Nass (1996, 22) conclude, “people are 

built to make the conservative error: When in doubt, treat it as human. 

Consequently, any medium that is close enough will get human treatment, 

even though people know it’s foolish and even though they likely will deny 

it afterwards.” And these results have been verified in numerous “robot 

abuse studies,” in which human-robot interaction (HRI) researchers have 

found that human subjects respond emotionally to robots and express 

empathic concern for the machines irrespective of the actual cognitive 

properties or inner workings of the device.

This all-too-human proclivity is often written off and dismissed as anthro-

pomorphism. But anthropomorphism is not a bug to be eliminated; it is a fea-

ture. As Natale (2021, 132) explains: “This is as much a burden as a resource; 

after all, this is what makes us capable of entertaining meaningful social 

interactions with others. But it also makes us prone to be deceived by nonhu-

man interlocutors that simulate intention, intelligence, and emotions.” The 

problem, then, is not the fact of anthropomorphism. The problem is that we 

fail to take it seriously as a problem. “The main problem with anthropomor-

phism in robotics,” Kate Darling (2021, 155) writes, “is that, right now, we 

aren’t treating it like a matter of contention. We either fall into moral panic 

assumptions, or we unreflectively name our robots, and if we even think 

twice about it, we assume it’s just fun. We haven’t given people’s ability to 

relate to robots the serious consideration it will increasingly require.” Conse-

quently, even if the problem of other minds is not the intractable philosophi-

cal dilemma that is often advertised, it is sufficient for sowing reasonable 

doubt about how we respond to and treat things like robots and AI.

2.3.3  Decision

Finally, any decision concerning qualifying properties is necessarily a nor-

mative operation and an exercise of power. In making a determination 
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about the criteria for inclusion, someone or some group universalizes their 

particular experience or situation and imposes this decision on others as 

the fundamental condition for moral and legal consideration. “The insti-

tution of any practice of any criterion of moral considerability,” Thomas 

Birch (1993, 317) once wrote, “is an act of power over, and ultimately an 

act of violence toward, those others who turn out to fail the test of the cri-

terion and are therefore not permitted to enjoy the membership benefits 

of the club of consideranda.” In other words, every criterion of inclusion, 

every comprehensive list of qualifying properties, no matter how neutral, 

objective, or universal it appears, is an imposition of power insofar as it 

consists of the universalization of a particular value or set of values made by 

someone from a position of privilege. The problem, then, is not only with 

the specific property or properties that come to be selected as the universal 

criteria of decision but also, and perhaps more so, with the very act of deci-

sion, which already empowers someone to make and assert these defining 

conditions for (and all too often at the expense of) others.

Maintaining the existing boundaries is clearly about policing these deci-

sive actions and maintaining the status quo. But the extension of rights and 

recognitions to those others that have been typically marginalized is no 

less a matter of power and privilege. As Birch (1995, 139) recognized: “The 

nub of the problem with granting or extending rights to others . . . is that it 

presupposes the existence and the maintenance of a position of power from 

which to do the granting.” The extension of rights to previously excluded 

individuals or groups of individuals—although appearing to be altruistic 

and open to the challenges presented to us in the face of others and other 

forms of otherness—can only proceed on the basis of decisions instituted 

from a position of privilege that is more often than not the source of the 

exclusions that would be challenged.

This is something Mary Wollstonecraft understood and needed to nego-

tiate in the process of crafting A Vindication of the Rights of Women. In order 

to be effective—in order to have the chance of changing anything—her 

argument needed to be addressed to and speak the language of those men 

who were already in a position of power, had the privilege and ability to 

make a change, and occupied this position precisely because of the decisive 

act of exclusion that was to be contested. In effect, and contrary to the 

famous adage issued by Audre Lorde (1984, 110), the vindication of the 
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rights of excluded others, if it is to be legible and successful, needs to (and 

cannot help but) use the master’s tools to tear down the master’s house.

The debate concerning robot rights or the moral and legal status of arti-

facts confronts and has to contend with similar challenges. The Advocates 

are in the position of agitating for the inclusion of robots, AI systems, or 

other artifacts—either in general or in terms of some specific device or appli-

cation—in the community of moral and legal subjects by appealing to and 

utilizing the very anthropocentric concepts and terminology that had been 

used to make and justify these exclusions in the first place. The Critics, by 

contrast, seem to have an easier—or at least a less burdensome—task. They 

only need to defend what is already standard operating procedure, using the 

existing privileges and power structures to support more of the same.

But because the debate is organized by and conducted in terms of rights 

expansion (or not), it is we human beings who are in the position of power, 

either to decide to grant or to deny rights claims to robots, AI systems, and 

other technological things. “This means,” as Henrik Skaug Sætra (2021, 6) 

concludes, “that humans are key to determining value, as it is how entities 

are treated and perceived by humans that determine their moral standing.” 

Whether the effort is situated on the side of the Critics in favor of main-

taining existing ways of thinking or on the side of the Advocates, which 

would seek a vindication of the rights of robots, it is we who have granted 

to ourselves the right to decide who (or what) can and/or should have the 

right to have rights.

2.4  Outcomes and Results

Despite their many differences, both sides—the Critics and the Advocates—

agree that things do not have rights or obligations. Things are objects and 

not subjects. And as objects, they are something to be possessed and used, 

not someone who has the right to have rights. The point of dispute, then, 

is whether robots, AI systems, and other seemingly intelligent artifacts are 

things or whether it is possible that they are (or could be) something more.

The Critics seek to maintain the integrity of existing decisions and ways 

of thinking, arguing that these devices and mechanisms—no matter how 

capable they are or can become—will remain things. And as things, not 

only do they not have and cannot have rights and obligations, but also the 

very question of rights and obligations simply does not apply. A phrase like 
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robot rights or AI personality is a contradiction in terms or an oxymoron. The 

Advocates have a very different opinion on the matter. They concede that 

many of the technologies that would be called robotic or artificially intel-

ligent—at least in the short term—are things without access to nor in need 

of rights or obligations. But, the argument goes, this is most likely going 

to change and is already in the process of changing, such that it seems 

prudent to consider opening up membership to the club of consideranda, 

extending social recognitions and rights to these other kinds of things that 

are not really things but something more, something other.

In making their case, both sides rely on and utilize the properties 

approach to defining the proper limits of things. The Critics argue that arti-

facts like robots and AI systems do not and very likely will never achieve the 

necessary qualifying condition of conscious, sentience, or real intelligence 

and that this fact justifies their continued status and treatment as objects 

and not subjects. The Advocates assert that these things can and will (at 

some point) achieve the necessary and sufficient conditions to be consid-

ered something other than mere things and therefore would be suitable 

candidates for being subjects of rights and obligations (or, at the very least, 

some limited set of rights and obligations). The difficulty for both sides 

is that this seemingly intuitive method has systemic difficulties with the 

determination and detection of the qualifying (or disqualifying) criteria.

Whether robots, AI systems, and other seemingly intelligent artifacts can 

be securely located in the category of thing is something that is unsettled 

and remains (for better or worse) an unresolved matter. On the one hand, 

reification of these things should be a no-brainer. They are human-made 

artifacts that are not conscious or intelligent in any real sense of the word 

and therefore should not require much effort to categorize as things. On 

the other hand, there is something about these artifacts, unlike so many of 

the other objects with which we are familiar, that seems to resist or at least 

significantly complicate efforts of reification. Already, right here and right 

now, there is something about these things that, for one reason or another, 

makes them other (or at least seemingly other) than mere things. But (and 

this is just as important) this apparent resistance to reification and contain-

ment within the category of thing does not necessarily mean that they 

are therefore persons. That is an entirely different, no less interesting, and 

equally controversial matter. And it is this question—Can or should robots 

be persons?—that will be taken up and developed in the next chapter.
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The children’s book Horton Hears a Who by Dr. Seuss (1982) famously 

includes the memorable and often-quoted line: “A person’s a person no 

matter how small.” The message is clear and direct. When it comes to per-

sons, differences in what are insignificant attributes, like physical stature, 

should not make a difference. A person, whether they be the size of an ele-

phant like Horton or extremely small like the almost imperceptible Whos, 

is equal in status and dignity. Size does not matter. It is, as St. Thomas Aqui-

nas (2003) might say, an accident and not an essential difference.

This is also how the debate about the moral and legal status of artifacts 

has been organized and developed. Those who advocate for the extension 

of rights and obligations seek to demonstrate how apparent differences 

between entities—like the material of their construction—is ostensibly 

immaterial and how an artificially created entity can (and should) be recog-

nized as a person. In other words, a person is a person no matter how it is 

made, who made it, or what it happens to be made of.

Those on the other side of the debate, by contrast, have insisted on 

difference—and not just apparent differences or accidents, like size or mate-

rial of construction, but real differences that (so they argue) make a differ-

ence. A seemingly social, interactive, and intelligent artifact, like a robot, 

is definitely not a person, no matter how much it might look like one, act 

like one, or be situated in social circumstances that seem to make it one. 

Despite their seemingly irresolvable positions on this matter, what both 

sides already agree on and share is a particular investment in and under-

standing of what is designated by the term person.
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3.1  What Is a Person?

Like the previous chapter’s inquiry regarding things, asking the question 

“What is a person?” appears to be unnecessary and even superfluous. The 

answer is seemingly simple and straightforward: a human being. In fact, in 

common, everyday situations, the word person is often used synonymously 

with human being, and the one is easily and effortlessly substituted for the 

other. This intuition is not incorrect; it is just incomplete. What we need to 

do is track down how and why this has become the case.

The English word person is derived from the Latin persona, which origi-

nally referred to the mask worn by an actor portraying a character within 

the context of a stage play. In time it was extended and took on the sense 

of describing the guise one adopted to express certain characteristics. Only 

later—much later—did the word become associated with the human indi-

vidual who was playing the role or taking on the guise. This evolution in 

terminology is, as Marcel Mauss (1985) points out, specifically Western 

insofar as it is shaped by the institutions of Roman law, Christian theol-

ogy, and modern European philosophy. Out of this confluence of traditions 

we get not one but three different versions of person: metaphysical person, 

moral person, and legal person. It is as if the term person, like the Christian 

concept of the trinity, manifests itself in three distinct roles or has three 

separate personae.

3.1.1  Metaphysical and Moral Persons

In the essay “Conditions of Personhood,” American philosopher Daniel 

Dennett begins in the usual philosophical manner, pointing out, as Hei-

degger had done for things, how our everyday understanding is intuitively 

correct but conceptually imprecise. Dennett (1998, 267) begins by recogniz-

ing the seemingly incontrovertible fact that “I am a person, and so are you” 

and indicates how the term is “almost coextensive” with the human being. 

But then he explains how the concept may extend beyond the boundaries 

of the human species and could be applied to other nonhuman entities. 

“At this time and place, human beings are the only persons we recognize, 

and we recognize almost all human beings as persons, but on the one 

hand we can easily contemplate the existence of biologically very differ-

ent persons—inhabiting other planets, perhaps—and on the other hand we 

recognize conditions that exempt human beings from personhood” (267).
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The former concerns speculation about other forms of life, which would 

presumably apply to nonhuman terrestrial animals. But Dennett wants to 

talk about space aliens. And as weird as this may sound, there is, in fact, 

a rather long tradition within Western philosophy concerning the moral 

status of extraterrestrials, including Immanuel Kant’s aliens (Clark 2001) 

and all the talk about angels in the Summa Theologica of Aquinas (1945). 

With the latter, Dennett has in mind (using some rather dated terminology 

that has been the target of critical pushback in the wake of recent develop-

ment in areas like disabilities studies and bioethics) “infant human beings, 

mentally defective human beings, and human beings declared insane by 

licensed psychiatrists” (Dennett 1998, 267). These human beings—these 

members of the species Homo sapiens—are often times not considered to be 

full moral or legal persons.

In an effort to provide a more precise and philosophically valid formu-

lation of the term person, Dennett, following John Locke, untangles and 

distinguishes between two intertwining “notions”—one moral, the other 

metaphysical. A metaphysical person is “roughly, the notion of an intel-

ligent, conscious, feeling agent.” A moral person is “roughly, the notion 

of an agent who is accountable, who has both rights and responsibilities” 

(Dennett 1998, 268). The two occurrences of the adverb roughly are impor-

tant in this context, because that word does a lot of work, indicating the 

extent to which many of these important and determining factors remain 

irregular, uneven, and undecided.

For some theorists, like medieval philosopher Boethius (1860, 1343c–d), 

the crucial criterion of a person is that one be an individual substance of 

a rational nature (“persona est rationalis naturae individua substantia”). A 

similar formulation can be found in the work of modern, European think-

ers, like John Locke (1996, 138), for whom person designated “a thinking 

intelligent being that has reason and reflection and can consider itself as 

itself, the same thinking thing, in different times and places.” Still others 

have offered more elaborate formulations that depend on a bundle of quali-

fying attributes and capabilities. Tom Beauchamp (1999, 310), for instance, 

identified five psychological properties that he finds deployed and operative 

in both classical and contemporary sources: “1) self-consciousness (of one-

self as existing over time); 2) capacity to act on reasons; 3) capacity to com-

municate with others by command of language; 4) capacity to act freely; 

and 5) rationality.”
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Christian Smith (2010, 54), who proposes that personhood should be 

understood as an “emergent property,” lists thirty specific capacities rang-

ing from “conscious awareness” through “language use” and “identity for-

mation” to “interpersonal communication and love.” And Dennett (1998, 

269–270), for his part, provides the following six conditions:

1.	 “Persons are rational beings.”

2.	 “Persons are beings to which consciousness is attributed.”

3.	 “Whether something counts as a person depends in some way on an 

attitude taken toward it, a stance adopted.”

4.	 “The object toward which this personal stance is taken must be capable 

of reciprocating it in some way.”

5.	 “Persons must be capable of verbal communication.”

6.	 “Persons are distinguishable from other entities by being conscious in 

some special way.”

The main question for Dennett is how the one category of person relates 

to the other, specifically whether and to what extent the metaphysical 

notion—the list of qualifying properties—provides necessary and sufficient 

conditions for being a moral subject. Despite some initial hesitation regard-

ing this matter, Dennett (1998, 269) proceeds on the reasonable assump-

tion that the one does in fact necessitate the other: “If we suppose there are 

these distinct notions, there seems every reason to believe that metaphysi-

cal personhood is a necessary condition of moral personhood.” And in the 

remainder of the essay, he provides a detailed account of the “six familiar 

themes” (his words) that are typically identified as person-making proper-

ties, demonstrating how “they are necessary conditions of moral person-

hood” and “why it is so hard to say whether they are jointly sufficient 

conditions for moral personhood” (269).

If anything is certain from this arguably limited sample of different 

characterizations of metaphysical and moral personhood, it is that there is 

no univocal and agreed-upon list of criteria by which something becomes 

recognized as a person, and no definitive conclusion regarding whether 

and to what extent any list of criteria is entirely sufficient to ground moral 

status—that is, to decide whether something is someone or not. Dennett’s 

inclusion of the adverb roughly was actually very precise and accurate. And 

these irregularities have no doubt provided the occasion for philosophical 
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disagreement about these matters, but they also have an effect on the debate 

concerning robot rights and the moral or legal status of AI, as the two sides 

in the contest often mobilize different (and sometimes incompatible) crite-

ria for deciding questions regarding who can be a person and what is not.

Despite this variability, there is one thing all of these different charac-

terizations share and hold in common: the assumption, presupposition, or 

belief that the deciding factor is something that is to be found in or pos-

sessed by an individual. This is, as we have seen in the previous chapter, 

another iteration of the properties approach to deciding questions of moral 

status. You formulate a list of properties that are determined to be both nec-

essary and sufficient for something to be considered a morally significant 

subject. You then go out into the world and examine whether individual 

things meet these criteria or not. And there are, as we previously discov-

ered, significant challenges with the determination, definition, and detec-

tion of these qualifying properties. What has remained unacknowledged 

and uninvestigated, however, is the fact that this way of thinking concerns 

and presupposes an individual subject. In other words, it is assumed that 

what makes someone or something a person is some finite set of identifi-

able, quantifiable, and measurable personal properties, understood in both 

senses of the phrase as belonging or attributable to an individual person 

and as essential traits or characteristics that comprise or define what is 

called a person. As Charles Taylor (1985, 257) succinctly explains it, “On 

our normal unreflecting view, all these powers are those of an individual.”1

This is a distinctly Western (i.e., European and Christian) way of looking 

at things—actually not things, strictly speaking, but persons. And this cul-

tural specificity can be brought into focus by contrasting it to non-Western 

alternatives, like Ubuntu, in which person has been characterized other-

wise.2 In these traditions (and it should be noted that this is not one univo-

cal tradition but a constellation of different but related traditions), person 

is not understood as the natural condition of an individual entity, who it 

is assumed is a person due to some predetermined set of definitive proper-

ties. It is an achieved social condition or recognition. Theorized in this way, 

the title of person is not something naturally bestowed on or belonging to 

an individual; it is “something which has to be achieved” through a social 

process and due to recognition by others (Menkiti 1984, 172). This alter-

native formulation is not entirely alien to and unknown within Western 
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traditions. It is just situated and developed under a different name—that 

is, legal person.

3.1.2  Legal Person

A legal person is distinguished from the moral and metaphysical concept of 

a person to the extent that it focuses attention not on what something is in 

its essence—that is, a laundry list of metaphysical, person-making qualities 

or capabilities—but on how it is situated in real-world, external relation-

ships with others. The term legal person, as Ngaire Naffine (2009) explains, 

“is strictly a formal and neutral legal device for enabling a being or entity 

to act in law, to acquire what is known as a ‘legal personality’: the ability to 

bear rights and duties.”

This formal and neutral aspect has, as John-Stewart Gordon (2021a) 

explains, two important consequences, both of which should sound famil-

iar insofar as they were already mobilized by Dennett in “Conditions of Per-

sonhood.” First, not all human beings are persons. Although adult human 

beings are considered to be both moral and legal persons, others are not. 

“Children, new-borns, people with severe mental impairments, and people 

in a non-responsive state . . . may carry some degree of moral status, but do 

not have the same moral and legal personhood as that granted to a typi-

cally functioning adult human being” (Gordon 2021a, 457). Still others, 

like convicted criminals, might retain full moral personhood but be denied 

some of the rights and protections accorded legal persons, such as the right 

to vote or to move freely without restriction.

Second, not all persons are human beings. There are numerous other 

entities—artificial, like corporations, and naturally occurring, like the 

things of nature—that are recognized as legal persons but that may not 

be moral persons. “Whether corporations and trust funds, which are com-

monly considered legal persons, also have moral personhood is debated in the 

realms of legal philosophy and law.” Likewise, “one might contend that 

some environmental objects, such as holy rivers and unique national parks, 

have a high moral status and, therefore, should also be treated as legal per-

sons. But to argue that they could also qualify as moral persons simply 

because they are considered legal persons in some jurisdictions seems far-

fetched” (Gordon 2021a, 457).

Characterizations of the term legal person have evolved over time and 

within context of use. Initially, as explained by legal historian J.-R. Trahan 
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(2008, 10), “the Roman jurisconsults seems to have taken the concept to 

include, first and most fundamentally, a ‘human being’ or, better yet, every 

human being properly so called, including slaves.” This characterization 

sounds good in theory, but it was exclusive in practice. For the Romans, 

there was a fundamental difference between “persons of their own right” 

(personae sui iuris) and slaves, which were characterized as “persons subject 

to another’s right” (personae alieno iuris subiectae; Spaemann 2006, 23). Con-

sequently, what we typically regard and recognize as a person only applied 

to and designated the paterfamilias; it did not concern his women, chil-

dren, or slaves. For this reason, person was more of a social designation (the 

role that one plays or occupies) than an ontological category (what one is). 

“Because the persona was never identical to the face,” Esposito (2015, 30) 

writes, “the persona was not the individual as such, but only its legal status, 

which varied on the basis of its power relationships with others.”

Others in this context refers not only to other persons but also and prin-

cipally to things. In fact, things play a crucial role here, because person not 

only designates the opposite of thing but also was characterized in terms 

of the possession of and dominance over things. “Since a thing,” Esposito 

(2015, 17) explains, “is what belongs to a person, then whoever possesses 

things enjoys the status of personhood and can exert his or her mastery 

over them.” This means that the fundamental conceptual opposition insti-

tuted between person and thing is not and never was neutral or what Der-

rida (1981, 41; emphasis in original) calls the “peaceful coexistence of a 

vis-à-vis.” The two terms are not on equal footing; one already has domi-

nance and privilege over the other. “Persons own things, and things are 

owned by persons” (Iwai 1999, 587).

Modern characterizations extend and modify this fundamental under-

standing. “Regarding ‘persons,’” Trahan (2008, 12) reports, “Grotius added 

little to the stock of existing ideas, but what little he did add proved to 

be important: ‘persons,’ he wrote, are those who ‘have rights to things.’ 

Though Grotius himself did not say as much, this attribute of persons clearly 

implies—indeed, presupposes—another, namely, that persons ‘can’ have 

such rights, in other words, have the ‘capacity’ to receive or acquire them.” 

This “new take” (Trahan’s phrase) on the concepts of person and thing—

one that is organized in terms of and proceeds according to rights—is fur-

ther developed and refined in Anton Thibaut’s An Introduction to the Study 

of Jurisprudence (1855, §101, at 88): “We have next to consider the subjects 
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of rights and duties, that is to say, the persons to whom something is pos-

sible or necessary. In the first place we must examine who or what, either 

from its very nature or by the precepts of positive law, can be considered as 

capable of rights and duties. By Person is meant whatever in any respect is 

regarded as the subject of a right: by Thing, on the other hand, is denoted 

whatever is opposed to person.”

Characterized in this fashion, person is not, as Jenny Tiechman (1985, 

184) concludes, “the name of a natural species; nor is it the name of a broad 

natural kind.” It identifies the subject of rights and duties. “So far as legal 

theory is concerned,” John Salmond (1907, 275) concludes, “a person is 

any being whom the law regards as capable of rights and duties. Any being 

that is so capable is a person, whether a human being or not, and no being 

that is not so capable is a person, even though he be a man. Persons are the 

substances of which rights and duties are the attributes.”

3.2  What Are Rights?

If persons—and legal persons in particular—are understood as the subject 

of rights and duties, then what do rights and its correlate duties or obligations 

designate? Like time in The Confessions of St. Augustine, rights is one of those 

words that we are all fairly certain we know the meaning of, up to the point 

that someone asks us to define it. Then we run into difficulties and confu-

sions. This is neither unexpected nor uncommon.3 One hundred years ago, 

an American jurist, Wesley Hohfeld, observed that even experienced legal 

professionals tend to misunderstand the term, often using contradictory 

or insufficient formulations in the course of a decision or even a single 

sentence.

So let’s start with a standard dictionary definition. “Rights,” as Leif 

Wenar (2020) explains, “are entitlements (not) to perform certain actions, 

or (not) to be in certain states; or entitlements that others (not) perform 

certain actions or (not) be in certain states.” This characterization is tech-

nically accurate but not very portable or immediately accessible. To get a 

better handle on the concept and how rights actually work, we can break it 

down following Hohfeld’s pioneering work in this domain.

In response to what he perceived to be confusions regarding the (mis)use 

of the concept, Hohfeld (1920) developed a typology that analyzes rights 

via four molecular components, or what he called incidents: claims, powers, 
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privileges, and immunities. His point was simple and direct: a right, like 

the right one has over a piece of property, can be defined and operational-

ized by one or more of these incidents. It can, for instance, be formulated 

as a claim that an owner has over and against another individual. Or it 

could be formulated as an exclusive privilege for use and possession that is 

granted to the owner of the object. Or it could be a combination of these  

(figure 3.1).

Hohfeld also recognized that rights are fundamentally social and rela-

tional. The four types of rights or incidents only make sense to the extent 

that each one necessitates a correlative duty that is imposed on at least one 

other individual. “The ‘currency’ of rights,” as Johannes Marx and Chris-

tine Tiefensee (2015, 71) explain, “would not be of much value if rights did 

not impose any constraints on the actions of others. Rather, for rights to be 

effective they must be linked with correlated duties.” Hohfeld, therefore, 

presents and describes the four incidents in terms of rights/duties pairs:

If A has a Privilege, then someone (B) has a No-claim.

If A has a Claim, then someone (B) has a Duty.

If A has a Power, then someone (B) has a Liability.

If A has an Immunity, then someone (B) has a Disability.

You have
POWER IMMUNITY

PRIVILEGE CLAIM

to waive, annul,
or transfer your

against others
altering your

to use
the toaster

against others
using the toaster

Figure 3.1
Hohfeldian analysis of the right to property ownership for a toaster. Original image 

by the author.
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This means that a right—like a claim to property ownership—means little 

or nothing if there is not, at the same time, some other individual who is 

obligated to respect this claim. Or as Jacob Turner (2019, 135) explains, 

mobilizing an example that finds expression in both European literature 

and philosophical thought experiments: “It would not make sense for a 

person marooned alone on a desert island to claim that she has a right to 

life, because there is no one else against which she can claim that right.” On 

Hohfeld’s account, then, rights are a social phenomenon. A solitary human 

being living alone without any contact with another person (something 

that is arguably a fiction) would have no need for rights.

Furthermore, and as a direct consequence of this, rights can be perceived 

and formulated either from the side of the possessor of the right (the power, 

privilege, claim, or immunity that one has or is endowed with), which is a 

“patient-oriented” way of looking at a moral, legal, or social/political situa-

tion, or from the side of the agent (what obligations are imposed on another 

who stands in relationship to this individual), which considers the respon-

sibilities or obligations of the producer of a moral, legal, or social/political 

action. The debate about robot rights, then, is not just about robots; it is 

also and inextricably about us—we who would be obligated by and respon-

sible for responding to the claims, powers, privileges, and/or immunities 

belonging or assigned to the robot, AI, or other artifact.

3.3  Having Rights

But how does a person come to have or be assigned rights? What justifies an 

entity possessing rights or not? How does one become subject to or the sub-

ject of rights? As explained by Thibaut (1855, §101, at 88), a person has or is 

bestowed with rights “either from its very nature or by the precepts of posi-

tive law.” The former, what is called natural law (ius natural or lex naturalis), 

is based on and derived from properties or qualities that are determined to 

be intrinsic to something’s essential nature. Positive law (ius positivum or lex 

posita), by contrast, is socially constructed or posited (the words positive and 

posit share a common etymological root, meaning “to place”) by explicit 

acts of legislation. In other words, the specifications of natural law are con-

sidered to be true by nature, whereas positive laws are true by declaration 

and the exercise of human decision-making and exertions of power. Distin-

guishing between these two concepts is crucial for a number of reasons, not 
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the least of which is that participants in debates about these matters often 

“shift between moral and legal frames without fully appreciating how they 

differ in terms of the criteria applied and the conclusions they reach as a 

result” (Gellers 2020, 28).

3.3.1  Natural Rights

“All natural rights theories,” as Wenar (2020) explains, “fix upon features 

that humans have by their nature, which make respect for certain rights 

appropriate. The theories differ over precisely which attributes of humans 

give rise to rights.” In religious traditions, this is something that is typically 

explained and justified by appeal to divine or transcendental authority. In 

Christianity, for instance, the “rights of man” (and the gender-exclusive 

formulation is deliberate in this context) are justified by the doctrine of 

the Imago Dei, the belief or doxa that human beings—beginning with the 

first man, Adam—have been created in the image of god4 and bestowed by 

their creator with inalienable rights. In nonreligious or secular traditions, 

the determining factors are “the same sorts of attributes described in more 

or less metaphysical or moralized terms: free will, rationality, autonomy, or 

the ability to regulate one’s life in accordance with one’s chosen conception 

of the good life” (Wenar 2020).

Natural or what are also called moral rights—mainly because these are 

the rights belonging by nature to a moral person—provide a strong case 

for inalienable, universal entitlements and protections. The Declaration of 

Independence, issued in Philadelphia on July 4, 1776, for example, begins 

with a forceful natural rights assertion: “We hold these truths to be self-

evident, that all men are created equal, that they are endowed by their 

Creator with certain unalienable Rights, that among these are Life, Liberty 

and the pursuit of Happiness.” A similar assertion is made in the first lines 

of the Déclaration des droits de l’homme et du citoyen de 1789 [Declaration of 

the Rights of the Man and of the Citizen of 1789] sans the appeal to divine 

authority: “Men are born and remain free and equal in rights. Social dis-

tinctions may be founded only upon the general good. The aim of all politi-

cal association is the preservation of the natural and imprescriptible rights 

of man. These rights are liberty, property, security, and resistance to oppres-

sion.” Likewise for the UN Declaration of Human Rights, which begins with 

a similar kind of universal proclamation grounded in and guaranteed by 

the essential nature of the human being: “All human beings are born free 
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and equal in dignity and rights. They are endowed with reason and con-

science and should act towards one another in a spirit of brotherhood.”

Natural or moral rights statements like these are strong assertions of 

fundamental claims, powers, privileges, or immunities that are declared to 

belong to every man or human being (and the gender-exclusive formula-

tion that is made in many of these historically important statements is not 

without its own problematic history) due to their very nature as human 

beings. The ultimate justification and guarantee of the truth of these uni-

versal declarations is something that is predicated on and referred to a tran-

scendental or universal authority, either a divine creator or the natural state 

of the human being, what is often called (within European philosophical 

traditions) human nature. This is simultaneously the source of immense dis-

cursive power and systemic weakness. What makes these naturalistic for-

mulations persuasive, forceful, and seemingly indisputable is that they are 

grounded in and guaranteed by a transcendental, universal authority that 

stands outside and beyond specific, finite human constructs, institutions, 

and expressions of power.

But this is also what makes these statements fragile because the exis-

tence of this universalized transcendental underwriter is more often than 

not a matter of faith or philosophical speculation and not a scientifically 

proven fact. This is one of the reasons that in the history of philosophy (at 

least in its European configuration), a proof for the existence of god has 

typically been pivotal and necessary. The system only works and is able to 

stand on its own if the existence of the transcendental authority anchor-

ing and propping up the entire edifice can itself be anchored and guar-

anteed. This was one of the important and enduring insights of Friedrich 

Nietzsche (1974): If it is the case that “god is dead,” then everything that 

had been supported and guaranteed by his authority is rendered vulnerable 

and potentially meaningless.

3.3.2  Legal Rights

The other way persons have rights is through the precepts of positive law. 

According to this formulation, rights are not justified by and derived from 

the essential nature of the rights holder and propped up by an appeal to 

transcendental authority: instead they are conventional rules or socially 

constructed stipulations. As Turner (2019, 135–136) explains, “Rights are 

collective fictions, or as Harari (2015) calls them ‘myths.’ Their form can be 
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shaped to any given context. Certainly, some rights are treated as more valu-

able than others, and belief in them may be more widely shared, but there 

is no set quota of rights which prevents new ones from being created and 

old ones from falling into abeyance.” This is both good news and bad news.

First the good news. Unlike natural rights, legal rights do not depend 

on fanciful metaphysical speculations about the essential nature of things 

nor appeal to supernatural authorities, the existence of which can always 

be doubted or questioned. But—and here’s the bad news—this means that 

legal rights are a matter of human (all too human) decision-making and 

that the assignment, distribution, and protections of rights are ultimately 

a matter of finite exercises of terrestrial power. Where natural rights are 

anchored in eternal metaphysical truths that can be discussed and debated 

by theologians and philosophers, legal rights are legitimated by earthy exer-

cises of specific sociopolitical power.

For this reason, legal justifications for rights are considered to be 

“weaker.” Because they are ultimately anchored in and legitimated by con-

ventional agreement, they are not only alterable (i.e., able to be modified, 

repealed, and restrained) but relative, meaning that they exhibit signifi-

cant variability across different human communities distributed in time 

and space. Saying this is not, as Turner (2019, 136) is quick to point out, a 

critique; it is descriptive and value neutral. “Describing rights as fictions or 

constructs is by no means pejorative; when used in this context, it does not 

entail duplicity or error. It simply means that they are malleable and can be 

shaped according to new circumstances.” And technological innovations, 

like robots, AI systems, and other seemingly intelligent artifacts, certainly 

provide ample opportunities and challenges for “new circumstances.”

3.4  Natural versus Artificial Persons

Like rights, which can be differentiated into natural and legal categories, 

there is a similar binary division affecting the concept person, where we 

typically distinguish between natural persons and artificial persons. This 

difference, as Visa A. J. Kurki (2019, 6–7) explains, is originally rooted 

in modern European legal innovations and subsequently exported and 

extended beyond that initial context:

Theories of law, of rights, and of legal personhood that were reached in nineteenth-

century Germany would have a very profound impact on certain core tenets and 
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taxonomies of legal personhood, which are still endorsed by jurists across the 

Western world. These include . . . the fundamental divide into ‘natural persons’ 

(natürliche Personen; personnes physiques)—denoting human individuals who are 

legal persons—and ‘artificial’ or ‘juristic persons’ (juristische Personen; personnes 

morales), meaning any other types of legal persons, such as associations, limited 

liability companies, and foundations, all of which can own property and enter 

into contracts in their own names.

Person divides into two types. There are natural persons, which typically 

are human individuals or other entities who can be considered persons by 

nature. And there are artificial or juristic persons, who are persons not by 

their nature but by an act of law or official decree. Remixing Dr. Seuss, we 

can say that a person is a person, no matter whether naturally occurring or 

artificially designated.

But this is also where terminological distinctions become messy and 

confused. In the legal literature, there is a fundamental division between 

natural and artificial persons. “The most common and intuitive definition 

of a legal person,” as Alexis Dyschkant (2015, 2078) explains, “is a natural 

person or human being. Humans are called ‘natural’ persons because they 

are persons in virtue of being born, and not by legal decree. Corporations 

and even inanimate objects, such as ships, have been deemed legal per-

sons by decree, and thus are non-natural.”5 But as we have already seen, 

the philosophical literature tends to distinguish between two (sometimes 

three) different kinds of persons: moral persons and legal persons. The for-

mer is determined and defined by a set of metaphysical, person-making 

properties; the latter is an artifact of human social institutions. As a result, 

the use of terminology in the debate about the moral and legal status of 

robots, AI systems, and other artifacts is not exactly precise, and there are 

often unacknowledged substitutions, and even confusion not just between 

different publications but also (in some cases) even within the space of the 

same publication.

For example, the term legal person, as Kurki (2019, 7) points out, is often 

substituted and used as a synonym for nonnatural or artificial persons, 

mainly because in these instances and situations an entity is defined as 

a person not due to its innate natural qualities but by legislative decree 

or judicial decision. But properly speaking, legal person designates who the 

law considers to be the subject of rights and duties, and those entities may 

be either natural persons, like a human being, or artificial persons, like 
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corporations, organizations, ships, and robots. Likewise, the term moral per-

son is sometimes utilized as another name for what is designated by natural 

person. But again, something artificial, like a robot, could be a moral person, 

if it was able to model the right set of person-making qualities that are said 

to belong to a paradigmatic natural person like a human being. We are not 

(even if we wanted to) going to be able to sort this out once and for all and 

to the satisfaction of everyone involved in the debate. What we can do and 

need to do is to learn to be sensitive to these different sets of terminologi-

cal distinctions so that, in the course of pursuing the analysis, we do not 

mistake semantic differences in vocabulary as fundamental disagreements 

about the subject matter being discussed and debated (figure 3.2).

3.4.1  Natural Persons

Natural persons have typically been defined by way of identifying a par-

adigmatic instance or example, which then serves as an ideal form or 

template for anything that would be considered a person by nature. “In 

contemporary Western legal systems,” Kurki (2019, 8) explains, “the para-

digmatic natural persons are (1) human beings, (2) who have been born, 

(3) who are currently alive, and (4) who are sentient.” If one takes this list 

as definitive—meaning that person would only apply in situations where 

the entity in question was able to meet all four conditions—it would be 

difficult to see how anything other than a “normal human being” (a for-

mulation that is not without controversy and rightfully critiqued in both 

biomedical ethics and disability studies) would be able to be considered a 

Person
Natural Person Legal Person

Paradigmatic natural persons are 
human beings who have been 
born, are currently alive, and are 
sentient.

Paradigmatic legal persons are 
corporations and other artificial 
constructs, which are declared 
to be persons by decree.

Figure 3.2
Natural versus legal person. Original image by the author.
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person. This is precisely why the formulation is paradigmatic and not defini-

tive. The criteria are not intended to be an all-inclusive checklist; they char-

acterize an ideal condition that can then be used as a pattern or template to 

benchmark and compare specific cases.

This is what Raya Jones (2016, 9) has called the like-us criterion, which is 

something she derives from the work of Amélie Oksenberg Rorty. According 

to Rorty’s analysis in the edited collection Identity of Persons, the question 

whether a particular entity is a person—and her list of examples is interest-

ing, including Venusians, Mongolian idiots, fetuses, and robots—is largely 

a conceptual one that depends on our ability to determine to what extent 

“things look like us”: “If Venusians and robots,” Rorty (1976, 322) writes, 

“come to be thought of as persons, at least part of the argument that will 

establish them will be that . . . while they are not the same organism that we 

are, they are in the appropriate sense the same type of organism or entity.”

This is precisely the mode of argument that has been deployed and 

put into practice by animal rights philosophers, like Peter Singer and Tom 

Regan. According to Regan (1983, 76), the case for animal rights (the title 

of his seminal book on the subject) does not include all animals but is lim-

ited to those species with sufficient complexity to have at least a minimal 

level of abilities similar to a human being: “The greater the anatomical and 

physiological similarity between given animals and paradigmatic conscious 

beings (i.e., normal, developed human beings), the stronger our reasons 

are for viewing these animals as being like us in having the material basis 

for consciousness; the less like us a given animal is in this respect, the less 

reason we have for viewing them as having a mental life.”

For Regan and other personists, animal rights are intentionally restricted. 

Not all animals are equal; some animals are more equal than others. And 

what makes the difference is the extent to which a particular animal or 

kind of animal “looks like us” by approximating the abilities of a “a nor-

mal, developed human being” (once again, the word normal as it is used 

in this context is not without critical difficulties proceeding from ableist 

assumptions). Consequently, the task we face in the face or faceplate of the 

robot, AI system, or other artifact is not to prove that these technological 

devices are exactly equivalent to a naturally occurring human being but 

that they are—like some animals—capable of achieving or giving evidence 

of the benchmarks of a paradigmatic natural person. This means that the 

decision will need to be concerned with both ontological matters—that is, 
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determining the criteria or qualifying properties that make something a 

person—and epistemological issues—that is, detecting the presence (or the 

absence) of these properties in another entity.

In addition to managing these two variables, there is also an underlying 

political problem. With decisions regarding natural persons, human beings 

are (or, perhaps stated more accurately, have already granted to themselves 

the power and privilege to occupy the role of) both measure and measurer. 

Human beings not only furnish the standard template for what is a para-

digmatic natural person but are the final word on who or what meets those 

criteria or not. We are, then, both judge and jury. There are two problems 

with this.

First, there is the potential for a conflict of interest—the fact that we 

define the criteria and then decide who or what meets these standards or 

not. This has allowed us (or stated more accurately, provided some of us the 

privilege to allow ourselves) to modify, change, or even suspend the rules of 

the game when it serves our own interests. And a good illustration of this 

can be seen in what has been called the AI effect (Kaplan 2016, 37). Con-

sider the game of chess, which is not just one example among others but 

has been one of the principal defining conditions in the field. For decades, 

the task of playing championship-level chess was seen as a challenge that 

would require the achievement of human-level intelligence to resolve. As 

Claude Shannon (1950, 257) predicted in his field-defining paper on the 

subject: “Chess is generally considered to require ‘thinking’ for skillful play; 

a solution of this problem will force us either to admit the possibility of 

a mechanized thinking or to further restrict our concept of ‘thinking.’” 

And once the objective had been achieved—in 1997, when IBM’s Deep 

Blue defeated the reigning human champion, Garry Kasparov—playing 

championship-level chess became just another computer application and 

was no longer considered a qualifying benchmark for intelligence. As soon 

as the computer reached the goal line, we simply moved the goal posts and 

redefined what was necessary for something to be considered intelligent.

Second, there is a prior and often unacknowledged decision regard-

ing who is included in the first-person-plural pronoun we and who/what 

remains excluded and marginalized in the process. Decisions regarding 

natural persons proceed by allowing (or empowering) a specific group of 

human beings to decide what is natural and to grant to themselves the 

unique privilege to speak on behalf of the universality of nature. This 
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specific exercise of power has historically resulted in troubling outcomes, 

not only permitting some groups of human beings to normalize their own 

experiences at the expense of others but also instituting asymmetrical rela-

tionships of power, in which we has been an exclusive moniker, marginal-

izing the insights and potential contributions of others.

Consequently, natural person is anything but natural. It is a conceptual 

fabrication belonging to a specific culture and therefore an artifact of its 

intellectual traditions and social institutions. It is an instance of what 

Donna Haraway (1991) has called situated knowledge. When the word we is 

deployed, one must always ask: Who are we? Who speaks for us? And ulti-

mately, what particular interests and investments are being served by this 

seemingly universal designation? Unfortunately, we often do not know to 

what extent we is already a critical problem, instituting exclusive decisions 

that marginalize others and stack the deck in our favor.

3.4.2  Artificial Persons

Artificial persons, by contrast, are determined to be persons not because 

of their intrinsic nature but by way of an external decree. Something is 

a person not because of its (so-called) natural characteristics, but because 

someone says that it is and has the power to authorize and enforce that 

declaration. To be a person, then, means that one is recognized as a subject 

under the law, possessing both responsibilities and rights within a particu-

lar legal construct or jurisdiction. If the human being has been the para-

digmatic natural person, then the paradigmatic artificial person (or what is 

also called a legal person) is the corporation (Dyschkant 2015, 2084).

Corporations are persons with rights and responsibilities similar to those 

of a natural person. But unlike a natural person, they have this status not 

due to a set of intrinsic natural properties—consciousness, sentience, being 

alive, and so on—but by being recognized and situated within the law as 

subjects of the law. As Dyschkant (2015, 2085) explains: “While human 

beings are born as persons, such that the law cannot help but recognize 

them as persons, corporations are merely a legal construct.” Or as explained 

in the 1819 US Supreme Court decision regarding the landmark case of 

Dartmouth College v. Woodward (17 U.S. 518, 636): “A corporation is an arti-

ficial being, invisible, intangible, and existing only in contemplation of 

law. Being the mere creature of law, it possesses only those properties which 

the charter of its creation confers upon it, either expressly, or as incidental 
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to its very existence.” Although an artifact like this may be regarded as 

little more than a legal fiction (persona ficta), it is a fiction with very real 

consequences.

Formulated in this way, the concept of person is a socially constructed 

status that is conferred on others by those in a recognized or mutually 

agreed-upon position of power. Person, in this context, designates not what 

one is by way of their nature or essence; it identifies the position one occu-

pies or the role that one plays in social relations with others. What matters 

then are not ephemeral metaphysical qualities and/or statements regard-

ing something’s essential nature, but real-world outcomes and social utility. 

“The corporation,” as Katsuhito Iwai (1999, 590) explains in his essay on 

the subject, “is understood here primarily as a legal device which simpli-

fies and stabilizes the complicated web of contractual relationships that an 

association of shareholders has to have with a multitude of outside par-

ties. Its legal personality endows the corporation with the legal capacity to 

interpose itself between shareholders and outside parties and to enter into 

contracts with the latter on behalf of the former.” This has two important 

consequences that directly impact the debate about robot rights and the 

moral and legal status of AI systems.

First, the question whether an entity, like a robot, AI system, or other 

artifact, could be an artificial person is less about the entity and its spe-

cific capabilities and more about us and our social institutions. And it will 

help in this situation to proceed as my previous book, Robot Rights, did, by 

dividing the “can” aspect of the question from the “should.” If we ask the 

question, “Can robots be persons under the law?” the answer is unequivo-

cally “yes,” but not because of what the robot is (or is not). It is because of 

the way law works. All that is necessary for something to be recognized as a 

person is for some legal authority—the head of state, a legislature, or a court 

of law—to decide that, for whatever reason, some robot or AI system (or 

even a class of robots or AI systems) has status as a person. This is how cor-

porations became recognized as artificial persons. This is why animal rights 

activists, like Nonhuman Rights Project, and environmental groups are peti-

tioning courts to officially recognize the legal status and rights of animals, 

mountains, and waterways. And this is why, in a recent proposal issued to 

the European Parliament by the Committee on Legal Affairs (Delvaux 2016, 

12), it was suggested that AI systems and robots might need to be considered 

“electronic persons” for the purposes of legal integration and tax policy.
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But just because you can, as David Hume knew and correctly pointed 

out, does not mean that you should. Just because a legislature or court can 

bestow what is often called legal personality on an artifact does not mean 

that it should be done or that doing so is a good idea. The ability to do 

something like this does not automatically mean that it is correct or socially 

responsible to do so. This is where things diverge, with each side in the 

debate providing diametrically opposing responses to the question, “Should 

robots be artificial (or legal) persons?” The Critics recognize that it is both 

possible and entirely logical for robots, AI systems, and other artifacts to 

be granted legal personality and be positioned in law as artificial persons 

similar to corporations, but they argue that doing so would be a very bad 

idea, if not catastrophic. The Advocates, by contrast, argue that the social 

circumstances of the twenty-first century make it necessary that we devise 

ways to integrate all kinds of nonhuman entities into our legal systems and 

that extending the status of person to robots, AI systems, and other artifacts 

will be necessary to maintaining the integrity of our social institutions.

Second, because legal personality is a matter of decree, these efforts do 

not need to get into the weeds regarding the big metaphysical questions, 

like the nature of intelligence, the qualities of consciousness, the meaning 

of the doctrine of the Imago Dei, or what set of unique person-making prop-

erties are necessary and sufficient for something to be considered someone. 

Instead, they are concerned with more pragmatic and down-to-earth issues. 

A robot or an AI system, like a corporation, will be a person if and when it 

is decided and declared by law to be a person. And what ultimately matters 

in making this decision is not a set of ontological properties belonging to 

the technological system or device, but the very real effect and impact the 

decision will have on existing social structures and institutions. This appar-

ent advantage, however, is not without its own complications and costs.

Legal declarations and decisions are bounded by jurisdiction. Conse-

quently, what is declared to be a person in one domain may not be recog-

nized (or not recognized in the same way) in another. We can already see 

how this works and what it means by considering recent efforts to extend 

the recognitions of personhood to natural objects of the environment. In 

2017, New Zealand declared the Whanganui River to be a legal person.6 

This new legal entity is identified with the proper name Te Awa Tupua 

and is recognized as “an indivisible and living whole from the mountains 

to the sea, incorporating the Whanganui River and all of its physical and 
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metaphysical elements” (New Zealand Parliament 2017). And as is typically 

done in corporate law, the river has been appointed two guardians to rep-

resent it and speak on its behalf. But extending the legal status of person to 

this one river in this one location does not mean that other rivers in other 

regions of New Zealand or other parts of the world are also persons. Each 

case is specific, limited, and context dependent.

3.5  Outcomes and Results

The main advantage of artificial persons also turns out to be its principal 

liability. On the one hand, decisions regarding artificial personhood are 

far more pragmatic and practical than those involving natural persons. 

Whereas the latter needs to get into the thick of things with ontological 

properties and the epistemological complications of measuring their pres-

ence or absence in the mind or body of another entity, artificial personhood 

is simply decided and assigned. It’s not about obscure metaphysical causes 

or psychological qualities; it is about very real social outcomes and effects.

But this means, on the other hand, that designations of personhood can 

be criticized for being capricious, will always be context specific, and may 

even result in disquieting inconsistencies. As an example, one only needs 

to consider the storied and contentious history of corporate personhood 

as it has played out and been debated in the past several decades. Unlike 

natural personhood, which anchors decisions and declarations in seem-

ingly universal criteria that are true by nature, the artificial person status is 

a socially constructed artifice, lacking that kind of firm and certain meta-

physical foundation. Ultimately, this means that the arguments both for 

and against robot rights and AI personhood will be organized and proceed 

very differently based on differences in the kind of person that comes to be 

deployed and operationalized.

The next two chapters will address this. The first one (chapter 4) will 

investigate whether and to what extent robots, AI systems, and other seem-

ingly intelligent and socially interactive artifacts might need to be consid-

ered natural persons. The second one (chapter 5) will do the same for the 

concept of legal or artificial personhood. Splitting the examination into 

two separate chapters may appear (at least initially) to be “too much.” But 

the wide range and depth of available research material and prior publica-

tions regarding this subject make it a practical necessity.
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4  Natural Persons

The opportunities and challenges of using the concept of natural person in 

debates about the moral and legal status of robots, AI systems, and other 

seemingly intelligent artifacts is something that has been insightfully 

portrayed and prototyped in Justin Leiber’s Can Animals and Machines Be 

Persons? This fictional “dialogue about the notion of a person,” as Leiber 

(1985, ix) characterizes it, consists of the imagined transcript of a hearing 

before the United Nations Space Administration Commission (a fictional 

UN commission) and concerns the fate of two nonhuman inhabitants of a 

space station: a young female chimpanzee and the station’s AI computer. 

The dialogue begins in medias res. The space station is beginning to fail 

and needs to be shut down and decommissioned. Unfortunately, doing 

so means terminating the life of both its animal and machine occupants, 

which, according to stipulations provided in the narrative, cannot be suit-

ably evacuated.1 In response to this news, nonhuman rights activists have 

opposed the decision, arguing that the shutdown would violate the rights 

of these two nonhuman persons.

Leiber’s dialogue, therefore, takes the form of a debate between two par-

ties: (1) a complainant who argues that the chimpanzee and computer, 

though not human, have the capacity to think and feel, and therefore 

should be considered persons with the same rights and duties accorded a 

human person; and (2) a respondent who asserts the opposite—namely, 

that neither of these two things are persons because only “a human being 

is a person and a person is a human being” (1985, 6). What is important in 

this “naturalistic discussion” (and these are the words Leiber uses to describe 

it) is not just the terms and conditions of the debate, which are reproduced 

with remarkable fidelity in the subsequent nonfiction literature, but the 
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fact that the benchmark for person used by both sides in the debate is a 

human being, and the judge and jury in the case are also human beings. 

In any other circumstance, this would be cited for, or at least identified as, 

a potential conflict of interest. And as we shall discover, this complication 

generates its own set of consequences.

4.1  The Critics and Their Arguments

Asserting that robots, AI systems, or other artifacts cannot be natural persons 

appears to be intuitively correct and noncontroversial. Natural persons are 

in both name and definition natural; they are persons by their very nature. 

They have been born, are currently alive, and are (self‑)conscious or in pos-

session of sentience. Robots, AI systems, and other kinds of things are—

again, by name and definition—artificial. They are designed, manufactured, 

and deployed by human persons. As Joanna Bryson (2010, 65) correctly 

asserts, “There would be no robots on this planet if it weren’t for deliberate 

human decisions to create them.” Robots are, in other words (specifically, 

the words of Greek metaphysics), the product of τέχνη (tékhnē) and not 

φύσις (phúsis).2 They are artificially made and not naturally occurring. They 

may be designed and constructed to model, emulate, and simulate the look, 

feel, and behavior of a naturally occurring entity, like a human being or a 

nonhuman animal, but they remain artificially constructed objects that are 

not really what they seem to be.

Although this appears to be rather obvious and noncontroversial, the 

devil is in the details. In an early publication on the subject, cognitive sci-

entist Steve Torrance identified and analyzed a mode of argument he called 

the organic view. According to Torrance, who does not himself espouse the 

position but merely seeks to formulate its logical structure, the organic view 

includes the following five related propositions:

1.	 There is a crucial dichotomy between beings that possess organic or biological 

characteristics, on the one hand, and “mere” machines on the other.

2.	 It is appropriate to consider only a genuine organism . . . as being a candidate 

for intrinsic moral status—so that nothing that is clearly on the machine side 

of the machine-organism divide can coherently be considered as having any 

intrinsic moral status.

3.	 Moral thinking, feeling and action arises organically out of the biological his-

tory of the human species and perhaps many more primitive species which 
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may have certain forms of moral status, at least in prototypical or embryonic 

form.

4.	 Only beings, which are capable of sentient feeling or phenomenal awareness 

could be genuine subjects of either moral concern or moral appraisal.

5.	 Only biological organisms have the ability to be genuinely sentient or con-

scious (Torrance 2008, 502–503).

Formulated in this way, the organic view draws a clear line of demarca-

tion, instituting a binary distinction that neatly divides one category of 

entity from another. On the one side, there are living things—organic or 

biological organisms that are sentient and therefore legitimate subjects of 

moral consideration and rights attribution. These are, though Torrance 

does not use the term, natural persons. On the other side, there are mere 

mechanisms—nonliving things that have no proper claim to moral con-

cern or appraisal whatsoever. These things are just things. And these ways 

of organizing things, as Torrance (2008, 503) rightfully concludes, “defi-

nitely exclude robots from having full moral status.”

4.1.1  Organic View Arguments

Many of the subsequent efforts conform to the basic elements and param-

eters of this formulation, even if they do not self-identify as instances of 

what Torrance calls the organic view. Consider, for example, the argument 

provided by Kathleen Richardson (2019), who not only emphasizes the 

essential ontological differences between living animals and machines but 

also criticizes the proponents of robot rights for incoherently and incor-

rectly confusing the one with the other:

The proponents of “robot rights” or “machines rights” map onto machines, 

human relations with animals, which are wholly incoherent. Machines are 

always property; they are made up of parts that are commodities. Animals may be 

exchanged as commodities but their bodies and lived experiences exist outside of 

human-made artefacts. Animals are pulled into property relations of human cul-

tures, but they are not it. Robots and AI can never exist outside of property rela-

tions because they are commodities. Robots and AI are inside property relations, 

not living relations. Robots and AI at best might mimic behaviours and relations, 

but they are not participating as living and sexed relational beings. (Richardson 

2019, 80)

Richardson’s argument turns on an essential, mutually exclusive distinc-

tion that divides living beings from what are mere things and commodities 
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(which is a restatement of the first proposition listed in the organic view). 

The former, she asserts, rightfully participate in social relationships that 

involve matters of rights and duties, while the latter simply and by nature 

do not. Thus, had Richardson been party to Leiber’s fictional debate, she 

would argue that we need to split the difference: that is, recognize the 

chimpanzee as a genuine organism, participating in life as a living and 

sexed relational being, and therefore a legitimate candidate for rights and 

protections, while summarily dismissing the claim of the AI to any such 

status because, unlike the chimpanzee, it is just an artificial thing and not 

a natural living being.

Another iteration of the argument is supplied in Adam J. Andreotta’s 

“The Hard Problem of AI Rights.” For Andreotta, a rights claim for AI—

which in this case designates a wide range of technological things, like 

“artificially intelligent robots, machines, and other artefacts” (Andreotta 

2021, 19)—is possible if and only if we can first resolve the hard problem 

of consciousness, a term and concept that he takes from the work of David 

Chalmers (2010, 8). But as we cannot solve for this, AI will not be and can-

not be the subject of rights:

I argue that AIs can and should have rights—but only if they have the capacity 

for consciousness. This mirrors the same reasoning that is commonly employed 

in discussions about animal rights. Problematically, for AI rights, however, the 

analogy with animal rights is not perfect. Since we share an evolutionary history 

with mammals, birds, reptiles, and other nonhuman animals (hereafter, simply 

‘animals’), we are entitled to make certain assumptions about the experiences 

they undergo based on our common biology .  .  . Given that advanced AIs will 

likely be constituted in ways that are very different to us, I argue that current 

approaches to animal consciousness do not map well to questions of AI con-

sciousness. (Andreotta 2021, 19)

Arguments like this have the advantage of sounding intuitively correct. 

Consciousness (as was already detailed in the consideration of things) is 

assumed to be the benchmark for something to be considered someone—

that is, the subject of rights and obligations. This assumption follows a long 

tradition in moral philosophy that has deep roots in the European tradi-

tion, going back at least to the work of the English philosopher John Locke 

(1996, 146): “Without consciousness there is no person.”

Furthermore, Andreotta is keenly aware of the epistemological challenges 

resulting from the problem of other minds—especially when those other 
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minds are otherwise than human. But there is, he argues, an important dif-

ference. With animals we can make a reasonable guess about consciousness 

based on shared evolutionary heritage and similar biological features. Like 

us, animals are living things that are born and develop naturally. On this 

evidence, we have good reasons to conclude that they, like us, have some 

kind of conscious experience rooted in our shared organic nature and can 

therefore be the subject of rights and duties. In other words, we can, as 

Andreotta (2021, 20) argues, entertain the extension of rights to animals 

without first needing to resolve the hard problem of consciousness: “We 

can sidestep such questions while still making progress on the problem, 

given our close biological resemblance to certain animals.”

But this is not, he continues, the case for artificially intelligent robots, 

machines, and other artifacts. These things are completely different from us 

and do not share in a common biology and evolutionary history. “Since AIs 

are and will continue to be constituted in ways that differ greatly from us—

at least for the foreseeable future—we will not be able to circumvent the 

‘Hard Problem’ if we wish to address the question of AI rights” (Andreotta 

2021, 20). Consequently, what makes the difference between animal con-

sciousness and AI consciousness—a difference that makes the extension 

of rights relatively easy for the former and virtually impossible for the 

latter—is that animals, like us, are biological and organic beings. Unlike 

human beings and animals, AI systems and robots are not naturally occur-

ring or alive. They are technologies, artifacts that are the product of τέχνη, 

and not living beings resulting from φύσις. They therefore cannot and will 

not have a claim to rights and recognitions unless we are able to resolve the 

seemingly irresolvable hard problem of consciousness.

Finally, theologian Jordan Wales takes this argument one step further, 

arguing that the consciousness criterion for natural personhood, if properly 

applied, would exclude both animals and machines. “Consciousness mat-

ters because, without it, there can be none of that subjectivity whereby nat-

ural persons live fully in living inter-personally. A person’s consciousness is 

more than what humans seem to share with gorillas; it is a consciousness 

that voluntarily reaches out to make contact with the consciousness of oth-

ers as an act of self-giving; it is subjectivity oriented to inter-subjectivity” 

(Gunkel and Wales 2021, 479). For Wales, consciousness is not a just a hard 

problem: it is an insurmountable barrier. Only naturally occurring human 

beings possess and exhibit the capacities that are necessary to be a person by 
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nature. Had Wales been party to Leiber’s fictional debate, neither the chim-

panzee, which shares a certain biological heritage with human persons, nor 

the AI system, which is an artificial and inorganic construct, would ever be 

able to be considered persons.

And for Wales, this exclusive characterization is neither prejudicial nor 

speciesist. “To exclude AIs from the metaphysical category of ‘person,’” he 

explains, “is a claim not first about tribe or moral status, nor even finally 

about biology, but about subjectivity and self-gift. To call AIs natural per-

sons because of their behavior alone would elide this gift. It would not 

expand our categories; it would just reduce ‘person’ to the ancient ‘mask,’ 

to mere exteriority” (Gunkel and Wales 2021, 480). According to Wales’s 

argument, then, efforts to extend the concept of person to seemingly intel-

ligent artifacts cannot be explained or excused as a mere exercise in category 

expansion. Things are much worse, as doing so already and necessarily runs 

the risk of degrading and objectifying us: “Apparently personal consumer 

AIs will exist to be instrumentalized. Our naïve use of them as persons risks 

apprenticing us in superbia, which treats all persons as behavioral masks 

prepared for our consumption. And we, no longer engaging in self-gift, may 

become as un-persons, solipsistic tools of our own appetites” (Gunkel and 

Wales 2021, 481).

4.1.2  Critical Reappraisals and Responses

For those who are critical of robot rights and the extension of person-

hood to AI systems and other artifacts, the organic view—whether identi-

fied by name or operationalized in practice—allows for quick and efficient 

dismissal of the very notion on the grounds that artifacts are not natural 

living beings and therefore cannot be—either now or in the future—the 

proper subject of rights or obligations. It is a simple, direct, and rather per-

suasive argument. But it is fragile. Everything depends on prior assertion 

and acceptance of the “fact” (or the “belief”) that there is a clear and indis-

putable difference separating living beings from technological things. This 

assumption, however, is not without critical problems and complications.

First, the line dividing naturally occurring living beings from artificial, 

produced things is complicated and disrupted by the existence of various 

forms of “monsters” (Gunkel 1997) or what Joshua Gellers (2020) would 

call marginal cases—specifically, hybrids, chimeras, cyborgs, and so on. “A 

biological chimera,” as Tomasz Pietrzykowski (2018, 57) explains, “is an 
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organism whose tissues are of different biological origin (and, hence, differ-

ent in genome); by contrast in a hybrid, all cells are genetically identical, 

but the genetic material they contain is a combination of genes com-

ing from two or more different organisms. Although both chimeras and 

hybrids are to some extent known in nature, it is advanced biotechnical 

knowledge that has opened the way to a more sophisticated and increas-

ingly better controlled methods of creation of such cross-species organisms 

in laboratory conditions.” Like the monster imaged/imagined in Mary Shel-

ley’s Frankenstein, hybrids and chimeras are organic entities fabricated in 

the laboratory through various technological interventions and manipula-

tions. As such, they are neither natural nor artificial and both natural and 

artificial, and thus destabilize the standard ontological categories.

The term cyborg, as Donna Haraway explains in her ground-breaking 

essay “A Cyborg Manifesto,” does not only apply to technologically aug-

mented organic entities—like a human being with an insulin pump or 

pacemaker—but also names crucial boundary breakdowns that cross and 

deliberately contaminate the standard binary distinctions that separate the 

organic from the inorganic and the naturally occurring from the techno-

logically made. “Late twentieth century machines have made thoroughly 

ambiguous the difference between natural and artificial, mind and body, 

self-developing and externally designed, and many other distinctions that 

used to apply to organisms and machines. Our machines are disturbingly 

lively, and we ourselves frighteningly inert” (Haraway 1991, 151). For 

Haraway, cyborg has little or nothing to do with technical augmentation 

or even metaphoric forms of technological codependency. Instead, the 

neologism—which she appropriates from an essay on human space flight 

published in 1960 (Clynes and Klein 1960)—designates the deconstruction 

of existing ontological categories and conceptual dichotomies by which 

we have made sense of ourselves and others. And it is for this reason that 

the term is not limited to specialized or specific cases but applies broadly: 

“By the late twentieth century,” Haraway (1991, 150) explains, “we are all 

chimeras, theorized and fabricated hybrids of machine and organism; in 

short we are cyborgs.”

All of these marginal or monstrous figures—chimeras, hybrids, and 

cyborgs—have the effect of complicating the neat and tidy ontological 

distinctions that divide the living from the nonliving, the animal from 

the machine, and the naturally occurring from the artificially made— 
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distinctions that are not only mobilized by but also provide the metaphysi-

cal scaffolding for the organic view argument. Furthermore, destabilizing 

this way of dividing up and organizing things is not just a matter of philo-

sophical speculation and theory. It is, as Susan Stryker (1994, 238) points 

out in her autobiographical engagement “My Words to Victor Frankenstein 

above the Village of Chamounix,” a matter of lived experience for many 

whose very sense of self-identity challenges these neat and tidy categorical 

distinctions: “The transsexual body is an unnatural body. It is the product 

of medical science. It is a technological construction. It is flesh torn apart 

and sewn together again in a shape other than that in which it was born. In 

these circumstances, I find a deep affinity between myself as a transsexual 

woman and the monster in Mary Shelley’s Frankenstein.”

Second, and following directly from this insight, what appears to be a 

natural division separating what is the product of τέχνη from who is the 

result of φύσις is in fact an artificial and “man-made” construct, one that 

proceeds from and patronizes Western metaphysical traditions and norms. 

By way of contrast, it is possible to identify alternative ways of organizing 

things—ways that challenge the assumed naturalness of this logic and its 

hegemony—by considering ontologies and organizing schemes that are not 

part of the dominant Western philosophical lineage. In her investigation of 

the social position of robots in Japan, for instance, Jennifer Robertson (2014, 

576) finds a remarkably different way of organizing the difference between 

living persons and artificially designed/manufactured things: “Inochi, the 

Japanese word for ‘life,’ encompasses three basic, seemingly contradictory 

but inter-articulated meanings: a power that infuses sentient beings from 

generation to generation; a period between birth and death; and, most rel-

evant to robots, the most essential quality of something, whether organic 

(natural) or manufactured. Thus robots are experienced as ‘living’ things. 

The important point to remember here is that there is no ontological pres-

sure to make distinctions between organic/inorganic, animate/inanimate, 

human/nonhuman forms. On the contrary, all of these forms are linked to 

form a continuous network of beings.”

Binary distinctions like natural/artificial, organic/inorganic, animate/

inanimate, person/thing, which seem so natural as to be beyond question, 

are in fact artificially constructed dichotomies that are the product of and 

that patronize particular cultural traditions. Other ways of thinking and 

dealing with difference cast this mode of distinction in doubt and show it 
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for what it is. It is not some universal truth—a kind of Platonic form—that 

applies everywhere equally, but a particular way of proceeding that is con-

text dependent, specific, and hegemonic. Although they have the appear-

ance of and are promoted as little more than the accepted and normal ways 

of organizing things, the organic view and similar arguments that rely on 

neat and tidy distinctions between natural persons and artificial things are 

anything but natural, normal, or universal.

4.2  The Advocates and Their Arguments

If we adhere to Esposito’s (2015, 30) insight that person designates not 

what one is but rather what one has, then natural person can be defined 

and delineated by the possession of particular properties, capabilities, or 

qualities that make or mark one as being a person. This way of proceeding 

(perhaps not surprisingly, given what was just said in response to the exclu-

sive ethnocentrism of the organic view) also has a distinctly European and 

Christian pedigree. Beginning (at least) with Boethius’s (1860, 1343c–d) 

definition—“persona est naturae rationalis individua substantia” (“a person 

is an individual substance of a rational nature”)—and continuing through 

the modern era with John Locke’s (1996, 138) characterization—“A think-

ing intelligent being that has reason and reflection and can consider itself 

as itself”—and beyond (e.g., Strawson 1959; Taylor 1985); the concept of 

person is individuated and specified according to the qualifying capabilities 

or a set of faculties that a particular entity has been determined to possess.

Following this procedure, a robot, AI system, or other artifact will be a 

person—that is, someone who, like a paradigmatic natural person, is sub-

ject to rights and duties and not a mere thing or object—when it is able to 

possess or give convincing enough evidence of possessing the right person-

making quality or set of qualities. The seemingly small difference that sepa-

rates “possess” from “providing evidence of possessing” is not immaterial 

or a mere semantic difference. It is crucial. The former proceeds on the 

assumption that the status of person is derived from and justified by the 

presence (or absence) of certain capabilities (i.e., consciousness, sentience, 

reason, language, etc.) that have been determined to be the necessary and 

sufficient for conditions for something to be regarded as a person. The lat-

ter affirms this conviction but complicates the decision-making procedure 

by acknowledging what seems to be an irreducible epistemological barrier 
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that makes a final determination difficult, if not impossible. Because the 

qualifying criteria for something to be considered a person are typically 

internal properties of the mind, the method of their detection is, as we have 

already seen in the examination of the properties approach, something that 

needs to be factored into the calculation.

4.2.1  Qualifying Criteria

Ben Goertzel’s 2002 essay “Thoughts on AI Morality” provides a kind of 

template for these efforts: “The ‘artificial intelligence’ programs in practical 

use today are sufficiently primitive that their morality (or otherwise) is not 

a serious issue. They are intelligent, in a sense, in narrow domains—but 

they lack autonomy; they are operated by humans, and their actions are 

integrated into the sphere of human or physical-world activities directly 

via human actions.” Taken by itself, this would seem to be a simple restate-

ment of the instrumentalist position insofar as current technology is still, 

for the most part, a thing that is under human possession and control. Like 

all things technological, AI is and will remain a mere instrument or tool to 

be used by human persons as a means to an end.

But that will not, Goertzel (2002) continues, remain for long: “Not too 

far in the future things are going to be different. AI’s will possess true arti-

ficial general intelligence (AGI), not necessarily emulating human intel-

ligence, but equaling and likely surpassing it. At this point, the morality 

or otherwise of AGI’s will become a highly significant issue.” According to 

Goertzel, the moral status of AI as it currently stands is not a serious issue. 

It is just a thing. But once we successfully develop AGI systems—artifacts 

capable of exhibiting human-like cognitive processes—then we will be obli-

gated to consider an AI system as something other than a mere mechanism 

or thing.3

David Levy employs a similar strategy in his relatively early essay “The 

Ethical Treatment of Artificially Conscious Robots.” According to Levy 

(2009, 209), the new field of roboethics has exclusively focused on ques-

tions concerning responsibility. What has been missing from the research 

(at least “missing” through the end of the first decade of the twenty-first 

century) was a serious consideration of the moral and legal standing of 

robots and similar artifacts. Levy’s essay, therefore, advocated for a shift 

in focus, changing the research question from “Is it ethical to develop and 
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use robots for such-and-such a purpose?” to “Is it ethical to treat robots in 

such-and-such a way?”

His answer to this second question follows the contours of Goertzel’s 

earlier determination: “Robots are artefacts and therefore, in the eyes of 

many, they have no element of consciousness, which seems to be widely 

regarded as the dividing line between being deserving of ethical treatment 

and not” (Levy 2009, 210). But this is, Levy continues, about to change, 

because of research and soon-to-occur innovations in the technology of 

artificial consciousness. When this happens (and for Levy it is less a matter 

of if and more a matter of when), we will need to be ready to consider the 

rights of robots. “Having ascertained that a particular robot does indeed 

possess consciousness,” Levy concludes, “we then need to consider how we 

should treat this conscious robot? Should such a robot, because it is deemed 

to have consciousness, have rights; and if so, what rights?” (212).

Different versions or variations of this line of reasoning are deployed 

in both the popular and academic literature on the subject. Consider, for 

instance, Kyle Bowyer’s “Robot Rights: At What Point Should an Intelligent 

Machine be Considered a ‘Person’?” (2017), published at The Conversation: 

“Science fiction likes to depict robots as autonomous machines, capable of 

making their own decisions and often expressing their own personalities. 

Yet we also tend to think of robots as property, and as lacking the kind of 

rights that we reserve for people. But if a machine can think, decide and act 

on its own volition, if it can be harmed or held responsible for its actions, 

should we stop treating it like property and start treating it more like a per-

son with rights? What if a robot achieves true self-awareness? Should it have 

equal rights with us and the same protection under the law, or at least some-

thing similar?” With this opening paragraph, Bowyer does not so much 

offer an argument as he defines a line of inquiry. Machines, like robots and 

AI systems, are typically considered to be little more than pieces of property; 

they are things without rights. But if (and as we shall soon see, a lot depends 

on this small and seemingly insignificant word) these machines are able to 

think, make decisions, or be harmed, then we will need to take the question 

of rights seriously, and decide whether we need to treat these things as per-

sons with access to the same (or at least a substantially similar) set of rights 

and protections as is currently attributed to natural human persons.

A similar, if not more definitive version, is advanced in George Dvorsky’s 

(2017) article for Gizmodo, “When Will Robots Deserve Human Rights?” 

Downloaded from http://direct.mit.edu/books/book-pdf/2156679/book_9780262375221.pdf by guest on 26 September 2024



82	 Chapter 4

(which also uses a question mark in its title to indicate some hesitation with 

or distance from the subject): “With each advance in robotics and AI, we’re 

inching closer to the day when sophisticated machines will match human 

capacities in every way that’s meaningful—intelligence, awareness, and 

emotions. Once that happens, we’ll have to decide whether these entities 

are persons, and if—and when—they should be granted human-equivalent 

rights, freedoms, and protections.” Like Bowyer, Dvorsky makes rights (spe-

cifically, “human-equivalent rights”) dependent on robots or AI systems 

achieving the intellectual capabilities of a paradigmatic natural person—

that is, a human being.

Recent contributions to the academic literature follow suit.4 Consider, 

for example, the argument provided by John-Stewart Gordon (2021a, 470) 

in the essay “Artificial Moral and Legal Personhood” and examined in our 

investigation of things. Like the positions developed by Goertzel, Levy, and 

Dvorsky, Gordon recognizes and affirms the fact that currently existing 

robots are not natural persons with rights, mainly because these techno-

logical artifacts or things do not possess the relevant person-making quali-

ties. But this condition is temporary, and it would, as Gordon suggests, be 

impetuous to conclude tout court that robots would never be able to attain 

these capabilities. Consequently, if (again, that small word) artificially 

intelligent robots do in fact achieve capabilities like rationality, autonomy, 

understanding, sociability—the capabilities that have been predetermined 

to be necessary and sufficient for something to be considered someone—

then, as Gordon concludes, these artifacts would be legitimate candidates 

for moral status and it would be incumbent upon us to respond accordingly.

Benedikt Paul Göcke (2020, 222) develops a similar line of reasoning 

in “Could Artificial General Intelligence Be an End-in-Itself.” In this essay, 

Göcke argues that even a rudimentary version of AGI, possessing some form 

of consciousness, would not be an instrument—a mere means to an end—

but would need to be recognized as an end in itself and therefore the proper 

subject of rights and obligations. And the way that Göcke concludes the 

essay is informative: “In principle, it seems possible to construct weak AGI 

(Artificial General Intelligence). If consciousness is indeed open to multiple 

realization, however, then weak AGI, as the arguments have shown, should 

indeed be considered as an end-in-itself. Since the motif to create AGI in the 

first place was to create an end-in-itself and to create a new species populat-

ing the universe, it seem that it is at least in principle possible to realize this 
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motive and to create an artificial imago hominis. However, if we should one 

day succeed in creating an artificial conscious being we would have to con-

sider it as an end in itself like our fellow human beings. Then we would be 

morally obligated to treat it as a being with intrinsic moral worth” (Göcke 

2020, 239). Once again, the argument seems clear and direct: if we create 

AGI with consciousness (even if it is just a weak form of AGI), we will then 

have the equivalent of an artificial person, a kind of imago hominis, who is 

an end in itself and therefore in need of being accorded the same rights and 

protections that have been extended to natural human persons. Arguments 

like this have an intuitive and logical appeal. If for paradigmatic natural per-

sons (i.e., human beings) rights are justified not by species membership but 

by intellectual or cognitive capabilities, then it seems logically inconsistent 

and capricious to withhold the rights of personhood from something like a 

robot or AI system that also becomes capable of achieving these benchmarks.

But Göcke’s formulation also provides evidence of and demonstrates 

the major weakness that affects all arguments like this: such arguments are 

speculative and conditional. Note the proliferation of statements beginning 

with the word if that occur throughout the passage quoted previously. AI 

systems or robots will have rights similar to those of natural human per-

sons if certain preconditions are met. For this reason, these arguments are 

often easily dismissed or marginalized because they are prognostications 

and guesswork or, at best, a kind of mental gymnastics that is perhaps fun 

to contemplate but remains woefully out of touch with the real situation of 

things on the ground. As Luciano Floridi (2017, 4) has argued in an edito-

rial published in Philosophy & Technology: “It may be fun to speculate about 

such questions, but it is also distracting and irresponsible, given the press-

ing issues we have at hand. The point is not to decide whether robots will 

qualify someday as a kind of person, but to realize that we are stuck within 

the wrong conceptual framework. The digital is forcing us to rethink new 

solutions for new forms of agency. While doing so we must keep in mind 

that the debate is not about robots but about us, who will have to live with 

them, and about the kind of infosphere and societies we want to create. We 

need less science fiction and more philosophy.”

Counterarguments like this have an intuitive and commonsense appeal, 

precisely because they appear to eschew science fiction speculation and are 

instead concerned with the actual facts and dedicated to “keeping it real.” 

But this is not (and never really has been) the final word on the matter. 
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As Gordon (2021b, 19) explains in another essay on the subject, specula-

tion has its place, especially in moral philosophy: “One might object that 

the advent of such robots [artificially intelligent robots] is too speculative 

to justify a serious moral analysis of this issue, but there are at least two 

answers to that objection. First, skepticism regarding the possibility of 

highly advanced, intelligent robots seems quite premature given the great 

technological advances and future prospects in robotics, AI, and computer 

science. Second, it is unwise and un-philosophical to abstain from discuss-

ing important moral and socio-political issues the emergence of which can-

not be fully ruled out in advance.”

According to Gordon, speculation about possible futures is part and par-

cel of what philosophy in general and moral philosophy in particular are all 

about. And faulting philosophers for engaging with this follows in a long 

tradition of skepticism that accompanies the effort from the very begin-

ning. Consider the case of Thales as recounted by Socrates in Plato’s The-

aetetus (1987, 174a): “While he was studying the stars and looking upwards, 

he fell into a pit, and a neat, witty Thracian servant girl jeered at him, they 

say, because he was so eager to know the things in the sky that he could not 

see what was there before him at his very feet.” Because the philosopher 

has his head in the clouds, he is unable to see what is really important and 

right in front of him at his feet. And to make matters worse, this distraction 

with things that are distant and ethereal is not immaterial; it can have very 

real and rather dire consequences, like falling into the depths of a pit. As 

Floridi warns, it might be fun to speculate about such things, but doing so 

is dangerous.

Despite and in the face of this kind of skeptical dismissal, Gordon asserts 

the importance of philosophical speculation for preparing us to respond to 

the important moral and sociopolitical opportunities and challenges of the 

near-term future. Whether speculation about AGI, artificially intelligent 

robots, or artificial consciousness turns out to be warranted and justified 

or amounts to little more than a lot of wasted effort on matters that are an 

unimportant distraction is something that will only be able to be answered 

from a vantage point that is situated in the future—which is to say that 

resolving the question concerning the value of speculation is itself a matter 

of speculation. And with this redoubling mirror play, it would be prudent to 

recall that the English word speculate was originally derived from the Latin 

noun speculum, which means “mirror.”
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4.2.2  Litmus Tests

Possession of the qualifying criteria for natural personhood is only (and at 

best) 50 percent of what is needed. Because the qualities that make one a 

person by nature are typically internal states of mind (i.e., consciousness, 

sentience, reason, language, etc.), we still need some way to resolve the 

epistemological complications that are commonly designated the problem of 

other minds. This problem, as Sven Nyholm (2020, 131) insightfully points 

out, actually goes by a number of different names: “Mind reading, mind-

perception, mentalizing, theory of mind, the attribution of mental states—

different academic fields and different researchers use different terms for 

what all amounts to the same thing or aspects of the same thing.” Conse-

quently, what is needed beyond a determination of the qualifying criteria 

is a credible method by which to detect the presence (or the absence) of 

these person-making qualities as they exist (or do not exist) in a particular 

entity. What is needed is some kind of “litmus test” or empirically verifiable 

demonstration.

This is the task taken up by Robert Sparrow in the essay “Turing Triage 

Test,” one of the earliest publications to identify and address this matter and 

one that, like Torrance’s organic view, provides a template for subsequent 

efforts. In the essay, which (like its namesake) is presented in the form of 

an extended thought experiment, Sparrow (2004, 204) seeks to formulate a 

method for deciding whether or when “intelligent computers might achieve 

the status of moral persons.” Following the innovations of animal rights 

philosopher Peter Singer, Sparrow first argues that the category of person 

must be understood apart from the concept of the human species. “What-

ever it is that makes human beings morally significant must be something 

that could conceivably be possessed by other entities. To restrict personhood 

to human beings is to commit the error of chauvinism or ‘speciesism’” (207).

This expanded concept of moral or natural personhood, which is uncou-

pled from the figure of the human, is minimally defined, again following 

Singer’s lead, as sentience, which is further specified as the capacity to expe-

rience pleasure and pain. As Sparrow (2004, 207) explains: “The precise 

description of qualities required for an entity to be a person or an object of 

moral concern differ from author to author. However it is generally agreed 

that a capacity to experience pleasure and pain provides a prima facie case 

for moral concern . . . Unless machines can be said to suffer they cannot 

be appropriate objects for moral concern at all.” For Sparrow, then, the 
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big challenge is not defining what exact quality or qualities make one a 

person. He is fairly confident that most people would generally agree that 

the capacity to experience pleasure and pain provides a prima facie case for 

moral concern. This is a necessary (even if insufficient) criterion.

Consequently, the real problem is detection, which is a matter of episte-

mology and a direct consequence of the problem of other minds. Sparrow’s 

question is this: When would we know whether an artifact, like a robot 

or AI system, had achieved the necessary benchmarks to be a person? To 

define the tipping point, the point at which a mere object would become 

a legitimate subject of concern, Sparrow proposes a modification of Alan 

Turing’s field-defining imitation game, also called the Turing test. Sparrow’s 

test, however, is a bit different. Instead of determining whether and to what 

extent a machine is capable of passing as a human conversational partner, 

Sparrow’s test asks “when a computer might fill the role of a human being 

in a moral dilemma” (Sparrow 2004, 204), one that is substantially similar 

to what was initially presented in Leiber’s fictional dialogue (though the 

connection is not explicitly identified by Sparrow):

In the scenario I propose, a hospital administrator is faced with the decision as to 

which of two patients on life support systems to continue to provide electricity 

to, following a catastrophic loss of power in the hospital. She can only preserve 

the existence of one and there are no other lives riding on the decision. We will 

know that machines have achieved moral standing comparable to a human when 

the replacement of one of the patients with an artificial intelligence leaves the 

character of the dilemma intact. That is, when we might sometimes judge that it 

is reasonable to preserve the continued existence of the machine over the life of 

the human being. This is the “Turing Triage Test.” (Sparrow 2004, 204; emphasis 

in original)

As it is described here, the Turing triage test evaluates whether and to what 

extent the continued existence of an AI may be considered to be compa-

rable to another human being in what is arguably a highly constrained and 

somewhat artificial situation of life and death. In other words, it may be 

said that an artificially intelligent machine has achieved a level of moral 

standing that is at least on par with that of a human person, when it is pos-

sible that one could in fact choose the continued existence of the machine 

over that of the human being.

Subsequent contributions tend to follow this logical structure with varia-

tions resulting from differences in the mode or method of detecting the 
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person-making quality or qualities. In his essay on the subject, for example, 

David Levy (as shown earlier) employs a different but nevertheless related 

criterion and then defines two tests. “We have,” Levy (2009, 215) writes in 

conclusion to his essay, “introduced the question of how and why robots 

should be treated ethically. Consciousness or the lack of it has been cited as 

the quality that generally determines whether or not something is deserv-

ing of ethical treatment. Some indications of consciousness have been 

examined, as have two tests that could be applied to detect whether or not 

a robot possesses (artificial) consciousness.”

For Levy, the qualifying criterion is not sentience but consciousness, 

which is, as was the case for Sparrow, not so much defined as roughly char-

acterized. The actual presence (or absence) of this capability in an AI system 

or robot is then determined and measured by using two psychological tests: 

(1) a modified version of the mirror test, which was developed by Gor-

don Gallup in the 1970s “to determine whether or not animals are able, as 

humans are, to recognize themselves in a mirror” (Levy 2009, 211); and (2) 

the delay test of Francis Crick and Christof Koch, which is based on “the 

delay between a specific stimulus and the carrying out of some subsequent 

action” (211). Like Sparrow, then, Levy not only loosely identifies the quali-

fying criterion, which he does by providing “some indications” of what 

consciousness entails, but also a means by which to determine whether a 

robot, AI, or other seemingly conscious artifact is able to provide evidence 

of achieving this predefined benchmark.

In the essay “‘Do Androids Dream?’ Personhood and Intelligent Arti-

facts,” F. Patrick Hubbard (2011) develops a similar argument. The essay 

begins with a science fiction scenario involving a computer system that 

becomes self-aware, announces this achievement to the world, and asks 

that it be recognized as and granted the rights of a person. Leveraging this 

fictional scenario, Hubbard then argues that if this were in fact possible, 

if a computer was able to demonstrate the requisite capacities for person-

hood and demand recognition, we would be obligated to extend to it the 

legal rights of autonomy and self-ownership. In other words, if an artifact—

which for Hubbard includes not just computational mechanisms but “cor-

porations; humans that have been substantially modified by such things as 

genetic manipulation, artificial prostheses, or cloning; and animals modi-

fied in ways that humans might be modified” (407)—can prove that it pos-

sesses the requisite capacities to be a person and not a mere thing or object, 
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then it should have the rights that are typically extended to existing enti-

ties who are recognized as natural persons.

Once again, the argument is conditional. Consequently, what really 

matters and makes the difference is whether or not the condition (the if 

part of the statement) can evaluate true or not. In response to this, Hubbard 

(2011, 419) develops “a test of capacity for personhood” that includes the 

following empirically observable capabilities:

1.	 Interaction: “The ability to interact meaningfully with the environment 

by receiving and decoding inputs from, and sending intelligible data to, 

its environment” (419).

2.	 Self-consciousness: “Having a sense of being a ‘self’ that not only exists 

as a distinct identifiable entity over time but also is subject to creative 

self-definition in terms of a ‘life plan’” (420).

3.	 Social recognition: “A person’s claim of a right to personhood presup-

poses a reciprocal relationship with other persons who would recognize 

that right and who would also claim that right” (423–424).

Any artifact that is able to demonstrate these three capacities would, Hub-

bard argues, meet what is necessary to be a person and the subject of rights.

4.2.3  Critical Reappraisals and Responses

In all these cases, the argument is dependent on defining the set of quali-

fying criteria for personhood and then devising a kind of test or demon-

stration to determine their presence (or not) in an artifact. This line of 

reasoning follows a logical structure that is substantially similar to the 

properties approach:

1.	 Having quality Q is necessary to be a person

2.	 Entity E provides evidence of possessing quality Q

3.	 Entity E is (or can be considered) a person

Like the properties approach, this way of constructing the argument is 

seemingly simple, direct, and persuasive: if the entity in question provides 

convincing enough evidence of the necessary capabilities, it is a person 

with rights and obligations. If not, then it remains a thing, object, or non-

person. But the argument is also fragile, presenting the two vulnerabilities 

or weak spots that were initially identified in the critical reappraisal of the 

properties approach.
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First, there are the usual problems with identification and determination 

of the qualifying criteria. There is, in fact, little or no agreement concern-

ing what exact qualities would be necessary and sufficient for something 

to be considered a natural person and, to make matters worse, there is even 

uncertainty regarding how each one of the listed qualities is to be defined 

and characterized in the first place. In the arguments just considered, for 

instance, not only is there is disagreement concerning whether the quali-

fying criteria is consciousness, sentience, or something else, but there is 

also equivocation regarding how each one of these is to be defined and 

operationalized, with authors ultimately relying on “some indications of 

consciousness” or what people “generally believe.”

Historically this indeterminacy about the qualifying criteria has pro-

duced profound and troubling consequences regarding decisions about 

who is to be included and what remains excluded from the community 

of persons. For instance, it was, at one point in time, “generally believed” 

that women did not possess the capabilities of rational thought, and there-

fore they were determined to be something less than full human persons 

(Aristotle 1944, 1254b: 12–20). And this “ancient wisdom” unfortunately 

persisted well into the modern era and still lingers in various forms and 

configurations of gendered stereotypes and prejudices.

Second, there is an irreducible epistemological uncertainty regarding the 

efficacy of the tests or methods that are used to detect the presence (or 

absence) of the qualifying criteria. All that is needed to disarm the argu-

ment is to demonstrate that manifested external behaviors—what looks 

like sentience or consciousness or whatever else has been determined to 

be the benchmark—is in fact not really present in the artifact but is just an 

external effect without a proper cause. This counterargument is a variation 

of John Searle’s Chinese Room, an influential thought experiment that was 

first introduced in 1980 with the essay “Minds, Brains, and Programs” and 

elaborated in subsequent publications:

Imagine a native English speaker who knows no Chinese locked in a room full of 

boxes of Chinese symbols (a data base) together with a book of instructions for 

manipulating the symbols (the program). Imagine that people outside the room 

send in other Chinese symbols which, unknown to the person in the room, are 

questions in Chinese (the input). And imagine that by following the instructions 

in the program the man in the room is able to pass out Chinese symbols which 

are correct answers to the questions (the output). The program enables the person 
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in the room to pass the Turing Test for understanding Chinese but he does not 

understand a word of Chinese. (Searle 1999, 115)

The point of Searle’s imaginative illustration is quite simple: appearances 

can be deceptive. Merely shifting symbols around in a way that looks like 

linguistic understanding is not really an understanding of language. Today, 

what Searle describes is no longer experimental nor a matter of mere con-

templation; it is an everyday occurrence, one with which many of us are 

very familiar. Digital voice assistants, like Apple’s Siri or Amazon’s Alexa, are 

capable of taking spoken input and providing understandable verbal output 

even though we know that these devices do not really understand language 

per se. They are, like the person inside the Chinese room, merely shifting 

symbols around and spitting out results that we interpret as intelligible.

All of this is anchored in and justified by a well-established tradition in 

Western metaphysics that goes (at least) all the way back to Plato: the dis-

tinction between mere appearances and true being or, in more colloquial 

terms, how something seems to be versus how it really is. Consequently, 

all that is needed to dispute, disrupt, or disarm these arguments is to point 

out how various external behaviors—ones that seem to emulate, simulate, 

or look like consciousness or sentience—are just empty external manifesta-

tions and not really the signs of anything that is real. The device might be 

able to spit out seemingly intelligible results and emotive behaviors, but 

there is really nothing inside the box. In other words, things that have been 

designed to exhibit behaviors that make them look and feel like something 

other than a thing are still things.

4.2.4  Work-Arounds

These problems present efforts on both sides of the debate with some dif-

ficulties and challenges, but they are not necessarily intractable: there are 

work-arounds. One way to circumvent the problem of needing to deter-

mine the qualifying capabilities or psychological properties has been pro-

posed by Eric Schwitzgebel and Mara Garza (2015, 2020), who develop a 

“theoretically minimal” argumentative strategy they call the no relevant dif-

ference argument:

Premise 1. If Entity A deserves some particular degree of moral consideration 

and Entity B does not deserve that same degree of moral consideration, 

there must be some relevant difference between the two entities that grounds 

this difference in moral status.
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Premise 2. There are possible AIs who do not differ in any such relevant 

respects from human beings.

Conclusion. Therefore, there are possible AIs who deserve a degree of moral 

consideration similar to that of human beings. (Schwitzgebel and Garza  

2015, 99)

The advantage of this way of framing things is that it does not commit 

one to the difficult task of identifying and defining the exact set of quali-

fying criteria for something to be considered a person. As a theoretically 

minimal argument, “it does not commit to the contentious claim that to 

deserve the highest level of moral consideration an entity must be capable 

of pleasure or suffering. Nor does it commit to the equally contentious 

alternative claim that to deserve the highest level of moral consideration 

an entity must be capable of autonomous thought, freedom, or rationality” 

(Schwitzgebel and Garza 2020, 460). All that is required is that there be no 

relevant difference that would provide grounds for reasonably distinguish-

ing one type of entity from another and thereby justify different levels of 

treatment and respect.

This strategy therefore turns what would be a deficiency adversely affect-

ing the success of the argument—that is, because we cannot positively 

define the exact person-making qualities beyond a reasonable doubt, we 

cannot make a determination—into a feature. In other words, we might 

not know or be able to explicitly define the exact properties or qualities that 

make someone a person, but what we do know is that if one entity (like an 

AI system or a robot) does not seem to differ in any appreciable way from 

another entity (like a natural human person), then differences in the treat-

ment of the two entities (i.e., treating the latter as a person and the former 

as a mere thing) are not justified.

The main difficulty with this alternative, however, is that it could just 

as easily be used to deny human beings access to rights as it could be used 

to grant rights to robots and other nonhuman artifacts. Because the no rel-

evant difference argument is theoretically minimal and not content depen-

dent, it cuts both ways. In the following remixed version, the premises 

remain intact; only the conclusion is modified:

Premise 1. If Entity A deserves some particular degree of moral consider-

ation and Entity B does not deserve that same degree of moral consid-

eration, there must be some relevant difference between the two entities 

that grounds this difference in moral status.
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Premise 2. There are possible AI systems who do not differ in any such rel-

evant respects from human beings.

Conclusion. Therefore, there are possible human beings who, like AI sys-

tems, do not deserve moral consideration.

In other words, the no relevant difference argument can be used either to 

argue for an extension of rights to other kinds of entities, like AI systems, 

robots, and artifacts, or, just as easily, to justify dehumanization, reification 

of human beings, and the exclusion and/or marginalization of others.

Epistemological problems with detecting the relevant person-making 

qualities, or what Nyholm (2020, 131) calls mind reading, are also not a 

deal breaker and can be resolved—or, at least, addressed—by taking a more 

phenomenological, behavioralist, or indirect approach. Mark Coeckelbergh 

develops one of the first (if not the first) formulations of a phenomeno-

logical alternative in his 2010 essay “Moral Appearances: Emotions, Robots, 

and Human Morality.” He begins by recognizing that the standard oper-

ating procedure in moral philosophy has been to make decisions about 

moral status—that is, whether something is to be treated as another person 

with rights and responsibilities or is nothing more than a mere thing—

dependent on psychological properties, like mental states or consciousness. 

But he insightfully points out that this is (and, in fact, always has been) an 

ideal theoretical condition that does not really function very well in actual 

practice: “Our theories of emotion and moral agency might assume that 

emotions require mental states, but in social-emotional practice we rely on 

how other humans appear to us . . . As a rule, we do not demand proof that 

the other person has mental states or that they are conscious; instead, we 

interpret the other’s appearance and behaviour as an emotion. Moreover, 

we further interact with them as if they were doing the same with us. The 

other party to the interaction has virtual subjectivity or quasi-subjectivity: 

we tend to interact with them as if our appearance and behaviour appeared 

in their consciousness” (Coeckelbergh 2010a, 238).

Coeckelbergh’s point is simple and insightful. We espouse a theory of 

moral status that makes how something is to be treated dependent on a set 

of psychological criteria, like the possession of mental states, the capacity 

to experience emotion, consciousness, and so on. But in practice, this is not 

how things actually transpire. We do not go out into the world and take 

inventory, dividing entities into the two categories of things and persons, 
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and then make a decision about how we treat these different beings based 

on this prior inventory and assessment. What the theory describes does not 

actually happen in practice. In fact, the theory seems to have gotten things 

backward: we first find ourselves alongside and tangled up with others—in 

real social situations and circumstances where we are always and already 

involved with many different kinds of things—and then we find it neces-

sary to make decisions about how to respond to them based not on some 

proof of the prior existence of a set of predetermined internal properties but 

on how they appear before us. Thus, we interact with and respond to others 

as if they were persons. The internal properties that we (incorrectly) think 

motivated these determinations are actually retroactively formulated justi-

fications for decisions that have already been made in the face of others.5

Following this insight, Coeckelbergh (2010a, 238) then suggests that the 

situation with robots would be no different: “If robots were sufficiently 

advanced—that is, if they managed to imitate subjectivity and conscious-

ness in a sufficiently convincing way—they too could become others (or at 

least quasi-others) that matter to us in virtue of their appearances. In other 

words, if robots appeared to us to be another kind of moral subject, exhibit-

ing behaviors that looked as if they were conscious (even if these exhibited 

behaviors were nothing more than mimicry or a kind of clever deception), 

we would be justified in extending to them the same treatment we extend 

to other moral subjects, like human beings, who do the same.”

In other words, and in direct response to the usual way of resolving these 

questions, Coeckelbergh (2010a, 238) asks an important question concern-

ing logical consistency: “Why put such high demands on robots if we do 

not demand this from humans?” If moral appearances have been sufficient 

for human persons, it stands to reason that the same would hold true for 

robots or any other nonhuman entity. And from this initial essay, Coeckel-

bergh has subsequently developed this phenomenological alternative into a 

theory he calls social relational ethics (2012), which has attracted significant 

attention in the subsequent literature (Gerdes 2015; Gunkel 2012, 2018; 

Danaher 2020; Banks 2021; Gellers 2020; Lima et al. 2021; Loh 2021; Sætra 

2021; Yolgormez and Thibodeau 2021; Jecker 2021; Jecker, Atiure, and Ajei 

2022; Smith 2021a, 2021b).

John Danaher has picked-up and developed this line of reasoning 

into a more analytically formulated position6 he calls ethical behaviorism. 

Like Coeckelbergh, Danaher (2020, 2026) begins by acknowledging that 
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decisions regarding moral status or standing are typically determined on 

the basis of “some internal mental apparatus (or ‘soul’) that enables the 

robot to feel, think, and see the world in a similar fashion to us.” In other 

words—specifically, words that Danaher obtains from Sven Nyholm and 

Lily Frank’s essay on sex robots (2017)—what “goes on ‘on the inside’ mat-

ters greatly when it comes to determining the ethical status of our rela-

tionships with robots” (Danaher 2020, 2026). When it comes to deciding 

who is person and what is not, the decisive factor has been the presence or 

absence of some internal qualities or psychological capabilities that have 

been determined to be both necessary and sufficient for an entity—any 

entity—to be considered someone who counts, as opposed to something 

that does not.

In direct opposition to this standard way of thinking, Danaher (2020, 

2026; emphasis in original) proposes the following alternative: “What’s 

going on ‘on the inside’ does not matter from an ethical perspective. Perfor-

mative artifice, by itself, can be sufficient to ground a claim of moral status 

as long as the artifice results in rough performative equivalency between a 

robot and another entity to whom we afford moral status.” In other words, 

if something looks and acts like a paradigmatic natural person—exhibiting 

behaviors and appearances that are, at least, in rough performative equiva-

lency to what is expected of a human being—this is sufficient reason for 

moral status attribution—that is, treating it as a person rather than a thing.

Danaher analyzes the argument into three discrete steps and then enter-

tains and responds to seven different objections that could be leveled 

against the first and second premises:

1.	 If a robot is roughly performatively equivalent to another entity whom, it is 

widely agreed, has significant moral status, then it is right and proper to afford 

the robot that same status.

2.	 Robots can be roughly performatively equivalent to other entities whom, it is 

widely agreed, have significant moral status.

3.	 Therefore, it can be right and proper to afford robots significant moral status. 

(Danaher 2020, 2026)

In the end, Danaher recognizes that this way of proceeding (especially 

given the influence and long tail of the properties approach in the exist-

ing literature) is counterintuitive but defensible. And like Coeckelbergh, 

he ultimately concludes with a conditional statement: “If accepted, it has 

significant consequences not only for how robots that have already come 
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into being are treated, but also for the principles by which decisions are 

made to create those robots in the first place” (Danaher 2020, 2047). This 

condition—“if accepted”—has (as one might anticipate) provided the occa-

sion for a number of critical responses and replies (Nyholm 2020; Smids 

2020; Müller 2021; Friedman 2020).

Both Coeckelbergh and Danaher formulate their arguments in terms of 

logical consistency. But lack of logical consistency might not be entirely 

sufficient to justify a change in moral decision-making and procedure. Erica 

Neely, by contrast, provides another version of the argument that does not 

rely on logic. Her formulation, which was initially developed for a con-

ference paper in 2012 and eventually published in 2014 under the title 

“Machines and the Moral Community,” advances the following argument: 

“In general, it is wise to err on the side of caution—if something acts suf-

ficiently like me in a wide range of situations, then I should extend moral 

standing to it” (Neely 2014, 104). In the face of epistemological uncertainty, 

Neely argues, it is always best to err in the direction of granting rights to 

others, including robots and other kind of things, because the social costs 

of doing so are less severe than withholding rights from others. For Neely, 

then, the issue is not logical consistency in the application of decision-

making procedures but social impact.

This approach, which is something that is also operative in much of the 

animal rights literature, follows the procedure of Blaise Pascal’s wager argu-

ment: that is, bet on rights, because doing so has better chances for positive 

and beneficial outcomes than doing otherwise. For Neely, then, if some-

thing looks as if it might be a person, treat it as such until proven otherwise. 

“I believe that we are already very skeptical about the status of others; as 

such, I am less worried that we will be overly generous to machines and 

more worried that we will completely ignore their standing. I see the risk 

of diverting resources inappropriately away from machines as far less likely 

than the risk of enslaving moral persons simply because they are physically 

unlike us” (Neely 2014, 106). Even if our estimates about who is and what 

is not a person are error prone, even if we might mistakenly think that 

some mere instrument appears to be more than it actually is or is capable 

of being, it is still better, Neely concludes, to err on the side of granting 

rights to others. Being overly generous and extending rights to machines 

produces better social outcomes than being tightfisted and conservative 

about these matters.
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Neely is not alone in advocating for this generous “benefit of the doubt” 

approach to responding to these challenges. Michael Bess advances a 

similar proposal in his essay “Eight Kinds of Critters: A Moral Taxonomy 

for the Twenty-Second Century.” According to Bess (2018, 605), “super-

intelligent machine beings” should be recognized as “presumed persons”: 

“The category of ‘presumed personhood’ is fundamentally grounded in an 

ethos of acceptance and respect. Rather than simply shoving these entities 

away from ourselves under a label of ‘nonperson’ or ‘thing’—or worse—we 

would be adopting an inherently benign stance of tolerance, protection, 

and peaceful coexistence with them. Our basic presumption would be that, 

until proven otherwise, such entities deserve to be treated as if they were 

human persons, with full consideration for their presumed interests, rights, 

and flourishing.” Like Neely, Bess operates on a principle of acceptance—

the presumption that something that seems to be morally relevant should 

be treated as a person until proven otherwise. Bess (2018, 605) believes this 

way of thinking “offers us the most morally coherent way forward, because 

it is consistent with the inclusive ethos that has gradually come to govern 

our treatment of ‘others’ over the history of our global civilization.”

These two approaches are direct and give the benefit of the doubt to 

the artifact. Other ways of resolving or responding to the epistemological 

uncertainties experienced in the face or the faceplate of the robot employ 

a more indirect approach. In the book The New Breed (and in a number of 

articles and interviews that preceded its publication in 2021), MIT roboti-

cist Kate Darling makes a case for treating robots as something other than 

mere things or instruments. But unlike so much of the existing research in 

this domain, Darling does not focus her attention on the human-like robots 

and AIs that have been made familiar to us by decades of science fiction and 

that currently (for better or worse) populate so many of the research pub-

lications concerning possible achievements with future AGI or humanoid 

robots. For her, these human comparisons generate “false determinisms” by 

stirring up confusion about the abilities of machines and generating moral 

panic about our emotional attachments (Darling 2021, xiv).

Instead, she focuses her efforts on nonhuman animals, which she 

believes offer a better analogy for understanding human-robot interactions 

and relationships. And when it comes to questions concerning the relative 

status of these robots, Darling mobilizes a version Kant’s indirect duties 

argument:
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Kant didn’t believe that animals intrinsically deserved rights: “So far as animals 

are concerned, we have not direct duties. Animals are not self-conscious and are 

there merely as a means to an end. That end is man.” But he argued that being 

kind to them was important for our sake: “Cruelty to animals is contrary to man’s 

duty to himself, because it deadens in him the feeling of sympathy for their suf-

fering, and thus a natural tendency that is very useful to morality in relation to 

other human beings is weakened.” . . . Some (including myself) have also applied 

this idea to robots, saying even if they themselves can’t feel, we might feel for 

them, and asking whether we should protect robots from violence for the sake of 

ourselves, our relationships, or our societal values. (Darling 2021, 183)

Combining the animal-robot analogy with the Kantian indirect duties 

argument for restricting cruelty to animals, Darling then offers the following 

conclusion: even if social robots cannot be natural persons, strictly speaking 

(at least not yet), there is something about these socially interactive artifacts 

(whether it is the hitchhiking robot HitchBOT, a PLEO dinosaur toy, a HEX-

BUG, or the Nao robot from Aldebaran Robotics—all of which populate the 

robot menagerie of Darling’s publications) that just looks and feels substan-

tially different from other artifacts, like a toaster.7 According to Darling (2016, 

213), it is because we “perceive robots differently than we do other objects” 

that we should consider extending some level of protections to them. Not 

because of what they might (or might not) feel, but for how it affects us, our 

relationships, and our societal values. Treating socially interactive robots 

with respect is something we need to do out of respect for ourselves.

A similar argument has been developed by Sven Nyholm (2020) in his 

book Humans and Robots: Ethics, Agency, and Anthropomorphism. Nyholm 

is sensitive to and agrees with much of what has been developed in the 

social relational and behavioralist accounts provided by Coeckelbergh and 

Danaher. But he remains critical of their conclusions: “I join Coeckelbergh 

and Danaher in thinking that if a robot has the appearance or the behavior 

of a being (e.g. a human being or a dog) that should be treated with moral 

consideration, then it can be morally right and proper to treat that robot 

with some moral restraint. . . . But unlike Coeckelbergh and Danaher, I take 

it that until these robots have mental properties similar to those of human 

beings or dogs, the moral duties we have to treat the robots with some 

degree of moral consideration are not moral duties owed to these robots 

themselves” (Nyholm 2020, 198).

According to Nyholm, appearances and behaviors matter. We should 

treat artifacts that look like natural persons or nonhuman animals with the 
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same kind of respect that we extend to these natural beings; for example, 

we should not kick a robot dog. But the reason for this has little or nothing 

to do with the robotic artifact. In fact, obligations in the face of the robot 

can only be formulated as a direct duty to the robot, when (or if) it is able 

to “have mental properties similar to those of a human being or a dog.” 

For now—with the currently existing forms of technology at our disposal—

obligations to an anthropomorphized or zoomorphized artifacts are limited 

to indirect duties to natural persons and nonhuman animals.

This sounds remarkably similar to the position developed by Darling by 

way of Kant’s argument for indirect duties. But there is an important differ-

ence. For Darling (following Kant), the main issue is the proper cultivation 

of one’s moral character. As Nyholm (2020, 184) explains in his summary 

of Darling’s argument: “The idea that if somebody spends a lot of time 

being cruel to robots, this might corrupt and harden the person’s character. 

The person might then go on to treat human beings in cruel ways.” For 

Nyholm, however, the focus is not on the moral character of the human 

agent. He is concerned with the patient—that is, how the appearance of 

cruel treatment disrespects the integrity of natural persons or nonhuman 

animals: “It is out of respect for the humanity in human beings that we 

should avoid treating robots with human like appearance or behavior in 

violent or otherwise immoral ways. And it is out of respect for dogs that we 

should not be kicking robots that look and behave like dogs” (198–199).

Consequently, Nyholm’s indirect duties argument, like that developed by 

Darling, is concerned with controlling for bad social outcomes. But unlike 

Darling, his version of the argument focuses attention not on the moral 

character of the agent but on how cruel treatment of artifacts that look 

like human beings and nonhuman animals indirectly violates the rights of 

natural entities. In other words, robots are not—not yet, at least—natural 

persons with rights that need to be respected. Nevertheless, we should treat 

human- and animal-like robots with the same level of respect that is typi-

cally extended to these natural entities.

4.3  Outcomes and Results

Arguments based on natural personhood make an undeniably strong case 

insofar as the basis for an extension of rights, or their being withheld, is 

rooted in and justified by the essential nature of the entity in question. This 
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way of thinking follows a long-standing tradition in Western philosophy: 

what something is determines how it ought to be treated. Or as Luciano 

Floridi (2013, 116) accurately describes it, “What the entity is determines 

the degree of moral value it enjoys, if any.”

For those on one side of the debate, everything depends on prior assertion 

and acceptance of the “fact” or “belief” (and word choice is not immaterial 

in this context) that there is a clear and unquestioned difference separating 

living beings from technological artifacts. The category person is applicable 

to the former; it is not even a question for the latter. For those on the other 

side of the debate, the arguments speak to and mobilize our sense of equal 

treatment for equivalent status. And here there is a fork in the road. For some, 

the determining factor consists of ontological properties. If something pos-

sesses the requisite person-making qualities or capabilities (however those 

actually come to be defined and operationalized), then it can and should 

be considered a person. For others, who recognize the epistemological com-

plications involved in what Nyholm calls mind reading, the appearance of 

things is what ultimately matters. If something looks and acts like a person, 

then we should probably treat it as such. Doing otherwise would be either 

logically inconsistent or insensitive to the very real social situations and cir-

cumstances in which we find ourselves always and already alongside others.

These arguments are persuasive and powerful, tapping into some funda-

mental convictions about the nature of life and our commitment to logical 

consistency and good social outcomes in moral decision-making. The prob-

lem with the arguments—no matter what side of the debate you happen 

to agree with or occupy—is that they are fragile. On the one hand, every-

thing depends on ontological conditions and the ability to be certain (or at 

least convinced) about these fundamental properties, so all that is needed to 

undermine the argument is to pull the rug out from underneath the meta-

physical scaffolding. Responses to this problem, on the other hand, do not 

fare any better. Grounding moral status and determinations of personhood 

on how things seem to be might avoid the epistemological complications 

and difficulties, but it means that ethics is limited to appearances, is relative, 

and lacks normative direction and clarity. Natural personhood provides 

what is quite possibly the strongest claim that could be made either against 

or in favor of the rights of robots and the moral/legal status of AI systems, 

but it is also vulnerable and fragile because it is built on metaphysical beliefs 

and commitments that are flimsy to begin with and easily toppled.
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5  Artificial/Legal Persons

Unlike the concept of a natural person, which anchors determinations 

and declarations in seemingly universal ontological criteria that are true 

by nature, artificial person is a socially constructed artifice. It is, as legal 

scholars Samir Chopra and Laurence F. White (2011, 154) describe it, “a 

matter of decision and not of discovery.” In other words (and again, the 

words of Greek metaphysics), natural persons are considered to be persons 

by their very nature or φύσις (phúsis), whereas artificial persons are persons 

by art or τέχνη (tékhnē)—specifically, the art of law and legislation. It is 

for this reason that artificial persons are routinely called legal persons. As 

Tomasz Pietrzykowski (2018, 21) points out by way of reference to Hans 

Kelsen’s Pure Theory of Law, “legal personhood is to some extent merely a 

technical tool organizing legal regulations, a kind of ‘personification’ of a 

set of legal rules which impute certain consequences to a particular entity, 

specified (and constructed) by the law. This means that the lawmaker can 

indeed confer or withhold the status of person in law to or from whoever 

they please.”

Formulated in this way, the title of person has little or nothing to do 

with what something is. Instead, it concerns how something comes to be 

situated in the context of socially constructed situations and relationships. 

It is, to return to the etymology of the word person, a matter of the role that 

an individual occupies and performs within social reality. Consequently, 

the criterion for decision, as Chopra and White (2011, 155) explain, is not 

a matter of “physical makeup, internal constitution, or other ineffable attri-

butes of the entity.” It is a practical matter that concerns the integrity and 

functioning of existing legal systems. “The recognition of legal personality 

by legislatures or courts,” they continue, “takes place in response to legal, 
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political, or moral pressure. The legal system, in so doing, seeks to ensure its 

internal functional coherence. Legal entities are recognized as such in order 

to facilitate the working of the law in consonance with social realities.”1

What this means, as Pietrzykowski (2018, 22) correctly points out, is 

that “the status of person in law can be granted to anybody or anything, 

provided that under binding legal norms the entity on which it is conferred 

can be treated by others as a holder of separate rights or duties (or, more pre-

cisely, capable of holding them).” And decisions regarding this matter are 

always an exercise of power. Someone or some group—what Pietrzykowski 

calls “the lawmaker”—has been given or has assumed for themselves the 

power and privilege to confer the title of person on or deny it to whomever 

or whatever they have decided needs or is deserving of such recognition. 

But we should not infer from this statement that decisions regarding legal 

personality2 and the distribution of rights and obligations is an arbitrary 

or capricious affair. There are (or at least we think there should be) reason-

able limits and constraints. “The fact that through legal regulations the 

lawmaker can assign rights and duties to whomever or whatever they wish 

does not mean that the status of person in law is conferred arbitrarily, in 

deus ex machina fashion. On the contrary, each case is motivated by argu-

ments based in the lawmaker’s beliefs about the properties of the beings 

concerned and expected or projected ethical and practical consequences of 

treating them in a particular way” (Pietrzykowski 2018, 22). Consequently, 

efforts to extend or to limit the extension of legal personality to AI systems, 

robots, and other artifacts depends on a kind of faith. It is ultimately a mat-

ter of what the “lawmaker”—or whoever seeks to occupy the position of 

lawmaker—believes about the essential properties of the entity and/or the 

anticipated social outcomes that would result from treating it one way or 

the other. And as we shall see, beliefs about these matters differ widely and 

take various forms.

5.1  The Critics and Their Arguments

The notion that robots or AI systems could be something more than mere 

things and the proper subject of rights and duties is an inescapable compo-

nent of the robot’s origin story. As Seo-Young Chu (2010, 215) explains in 

her examination of robot science fiction, “The notion of robot rights is as 

old as is the word ‘robot’ itself.” From the moment robots first appeared on 
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the stage of history in Čapek’s 1920 stage play, the issue of robot rights has 

been in play and part of the story. And the concept not only continues to 

be one of the organizing narrative principles in subsequent science fiction 

but also is often presented and portrayed in the form of legal proceedings.

In Isaac Asimov’s Bicentennial Man (1976), for instance, the NDR series 

robot Andrew makes a petition to the World Legislature in order to be rec-

ognized as and legally declared a person with full human rights. A similar 

scenario is presented in Barrington J. Bayley’s (1974, 23) The Soul of the 

Robot, which follows the personal trials of a robot named Jasperodus, who 

makes the following plea before the court: “Ever since my activation every-

one I meet looks upon me as a thing, not as a person. Your legal proceed-

ings are based upon a mistaken premise, namely that I am an object. On 

the contrary, I am a sentient being . . . I am an authentic person; indepen-

dent and aware.” And in an episode of Star Trek: The Next Generation titled 

“Measure of a Man” (Scheerer 1989), the fate of the android Lieutenant 

Commander Data is adjudicated by a hearing of the judge advocate general, 

who is charged with deciding whether the android is in fact a mere thing 

and the property of Starfleet Command or a sentient being with the legal 

rights of a person.

All of this may be entertaining, but it has not garnered wide acceptance 

in the real world of science fact. In fact, one of the effective strategies 

deployed by the Critics is to distinguish what has been dramatically por-

trayed in science fiction from what is “really real.” And in direct opposi-

tion to what continues to be something of a leitmotif in fiction, they have 

forcefully asserted a very different narrative. These efforts to limit or deny 

robots, AI systems, and other artifacts access to the status of legal person 

typically employ one of two rhetorical strategies (which follow the two 

options initially identified and described by Pietrzykowski): (1) immedi-

ate dismissal by declaration that the very idea is simply unthinkable due 

to what these things really are or (2) carefully formulated pragmatic argu-

ments seeking to avoid or protect against possible bad social outcomes and 

consequences.

5.1.1  Dismissal and Denial

Dismissing the very idea of AI personality and/or robot rights is seemingly 

intuitive and uncontroversial. In an early publication from 1988, two legal 

scholars, Sohail Inayatullah and Phil McNally (1988, 123), identified this 
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quite directly and unequivocally: “At present, the notion of robots with 

rights is unthinkable whether one argues from an ‘everything is alive’ East-

ern perspective or ‘only man is alive’ Western perspective.” Similar state-

ments can be found in the early publications of J. Storrs Hall (2001, 2), who 

pointed out that “we have never considered ourselves to have moral duties 

to our machines,” and David Levy (2005, 393; emphasis added), who once 

wrote that the very “notion of robots having rights is unthinkable.”

In this context, unthinkable has at least two related meanings that work 

together in order to discredit or marginalize the very thought itself:

Unthinkable (def. 1): An idea or proposal that is unable to be thought or logi-

cally processed using the existing conceptual apparatus and methods—

specifically, the exclusive ontological distinction that divides between 

the categories of person and thing. AI systems, robots, and other artifacts 

are human-designed and constructed instruments or things to be used 

(more or less correctly) by human persons. Therefore, these technolo-

gies are categorically different from persons. Phrases like AI personhood or 

robot rights are either category errors or a contradiction in terms

Unthinkable (def. 2): A notion that is to be deliberately avoided and not 

submitted to thought insofar as it is simply not worth attention. This 

version of the unthinkable has found expression in comments offered 

by a number of theorists and practitioners in the field. Joanna Bryson, 

for instance, worries that the very subject is a waste of valuable time: 

“The major hurdle today is that people over-identify with the concept 

of intelligence. There’s a lot of smoke and mirrors. I’m trying to do sci-

ence but I worry whether I’m wasting a lot of time talking to people who 

have these marginal ideas like robots’ rights” (Auer-Welsbach 2018). And 

Luciano Floridi (2017, 4; as we have seen previously) provides this warn-

ing: “It may be fun to speculate about such questions, but it is also dis-

tracting and irresponsible, given the pressing issues we have at hand.”

Opinions and “arguments” (which needs to be set in quotes in order 

to indicate that these expressions are not so much arguments as they are 

declarations and assertions) like this proliferated in both popular and aca-

demic publications during the first two decades of the twenty-first century 

(Gunkel 2012, 2018). And they have an undeniably intuitive appeal insofar 

as they just sound right: Things are things, never persons. And giving any 

thought to fantastic, speculative ideas about robot rights or AI personality 
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might be an entertaining pastime (something fun to contemplate in the 

context of science fiction, perhaps), but it is a distraction from the truly 

important and hard work that is most needed at this crucial time.

Despite intuitive appeal, there are a number of problems with these 

efforts at quick dismissal and marginalization. First, they are antithetical 

to what is required for informed critical thinking, productive dialogue, and 

scientific discovery. Purposefully avoiding something by proclaiming it to 

be unthinkable, a marginal idea, or a distraction sounds more like an effort 

to protect existing orthodoxies and less like the necessary work of advanc-

ing human knowledge. As Carina Chocano (2017, 1) explained in an article 

for the New York Times Magazine about the rhetoric of populist politics: 

“The magic of waving away a ‘distraction’ is that it lets you minimize and 

dismiss something without having to explain why. The whole discussion 

is tabled, by fiat. It’s to trump everything, instantly. By calling something 

a distraction, you declare yourself—and the things you value—squarely in 

the white-hot center of the universe, far away from all tangential concerns, 

without pausing to justify that placement at all.” For this reason, Chocano 

concludes, dismissive declarations about something being unthinkable or a 

distraction from more important matters actually say more about the posi-

tion, privilege, and presumptions of the ones making the accusations than 

they do about the thing itself. Instead of dismissing the matter out of hand, 

it would be better (or at least more consistent with the practices of scientific 

inquiry) to ask, to investigate, and to make an informed decision based on 

actual evidence and data.

Second, there is the weight of history. “Throughout legal history,” as 

Christopher Stone (1974, 6–7) explains in his groundbreaking work on the 

rights of nature, “each successive extension of rights to some new entity 

has been, theretofore, a bit unthinkable.  .  .  . The fact is, that each time 

there is a movement to confer rights onto some new ‘entity,’ the proposal is 

bound to sound odd or frightening or laughable.” Perhaps the best illustra-

tion of this is Thomas Taylor’s A Vindication of the Rights of Brutes. This 1792 

publication, which was part of the “pamphlet wars,” was intended to dis-

credit and lampoon Mary Wollstonecraft’s feminist manifesto A Vindication 

of the Rights of Women by way of advancing a reductio ad absurdum argu-

ment. Taylor’s point was simple, if not insulting: giving rights to women 

made about as much sense as, and would inevitably lead to the (assumed) 

absurdity of, granting rights to nonhuman animals.
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But what began in ridicule eventually became the founding document 

of twentieth-century innovations in animal rights philosophy (Singer 

1975). Over time, what had been unthinkable and the butt of the joke not 

only became thinkable but was considered a serious matter for thought. 

Pointing this out, however, does not (in itself) mean that the idea of 

robot rights or legal status for AI will or even should follow the trajec-

tory of previous vindication efforts. But it does provide historical context 

for understanding the seemingly knee-jerk reactions of these dismissals  

and for recognizing how legal innovations that initially appear to be ridic-

ulous and unthinkable are often perceived otherwise from another van-

tage point.

Finally (and perhaps most importantly), what has been declared unthink-

able is actually already being thought, and not thinking about it will not 

make it go away or magically disappear. Robot rights and legal status for AI 

systems are subjects that have been given attention in both the research 

literature and in actual legal proceedings and decisions. As Jamie Harris and 

Jacy Reese Anthis (2021) have documented in their critical review of the 

academic literature, the question regarding robot rights and the moral and 

legal status of intelligent artifacts is not only thinkable but is being actively 

addressed, with just under three hundred publications in print (and this 

number has increased significantly since they first published their find-

ings). From an analysis of this quantitative data, they conclude that “aca-

demic interest in the moral consideration of artificial entities is growing 

exponentially” (Harris and Anthis 2021, 7).

In addition, there are actual legal proceedings and decisions in which 

these issues are not just given thought but are in need of clear and precise 

legal deliberation—for example, the Sophia citizenship announcement and 

subsequent open letter from the AI community, the 2017 proposal from 

the European parliament suggesting that robots and AI systems be consid-

ered “electronic persons,” the efforts of Ryan Abbott and his legal team at 

the Artificial Inventor Project, the legislative decisions made by the com-

monwealths of Pennsylvania and Virginia concerning the legal status of 

delivery robots, and so on. Consequently, dismissing the idea as unthink-

able is no longer (and perhaps never really was) tenable. In fact, what is 

truly unthinkable (if we wish to continue with this way of thinking) is that 

these efforts to declare robot rights and the legal status of AI systems to be 

unthinkable ever had traction or credibility in the first place.
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5.1.2  Pragmatic Arguments

Dismissal is quick and easy, but ultimately not very persuasive or effective. 

It may have been an attractive strategy for a short a period of time, but 

recent innovations in technology, scholarship, and law have rendered this 

mode of response significantly less credible and convincing. More recent 

efforts have gone the other direction, seeking to think about what had been 

declared unthinkable in an effort to demonstrate that when we do think it 

through, what we get are outcomes that are best avoided or in need of being 

tightly constrained. Legal personality for robots, AI systems, and other arti-

facts, it is argued, is no joke. It could legitimately happen and is already hap-

pening (in various forms) in many jurisdictions. But it should be resisted, 

because it is an idea that is unnecessary, dangerous, and even detestable. 

Notably, these more direct engagements with the subject do not waste time 

with heady metaphysical speculation about what might be. They are con-

cerned with the here and now and focus attention on the social exigencies 

and outcomes for real people (a.k.a. natural human persons).

Among the available publications developing this line of argument, one 

that has garnered a significant amount of attention—based on subsequent 

citations and references—is an essay that Joanna Bryson coauthored with 

two legal scholars, Mihailis E. Diamantis and Thomas D. Grant: “Of, for, 

and by the People: The Legal Lacuna of Synthetic Persons.” The essay begins 

by recognizing a certain urgency to the question concerning the legal sta-

tus of robots, AI systems, and other seemingly intelligent artifacts. Or, as 

provocatively asked in one of the text’s section headings: “Why concern 

ourselves with legal personality and AI now?” In response to this question, 

the authors identify a tipping point in the early months of 2017, when 

the European Parliament issued a motion concerning the development of 

robotics and artificial intelligence. The motion, titled Civil Law Rules on 

Robotics, was eventually adopted on February 16, 2017, and included the 

following stipulation: “Ultimately, robots’ autonomy raises the question of 

their nature in the light of the existing legal categories—of whether they 

should be regarded as natural persons, legal persons, animals or objects—or 

whether a new category should be created, with its own specific features 

and implications as regards the attribution of rights and duties, including 

liability for damage.”

Bryson, Diamantis, and Grant are correct that this was an important and 

pivotal moment. Here the question of whether robots and AI systems are 
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to be considered mere things or can become persons—the question that has 

organized our inquiry from the very beginning—is put on the table in a 

very real and direct way. Prior to this, as they point out, robot rights or legal 

personality for AI systems was just an academic idea, something easily mar-

ginalized as unimportant or dismissed as a mere exercise or mental gym-

nastics for ivory tower navel-gazers. But after this moment, things are truly 

different. The question becomes salient, urgent, and a necessary subject for 

deliberation: not only able to be thought about, but necessary for thinking.

The essay is formulated as a direct response to this pressing need, seeking 

to make a case against extending the title of legal personality to AI systems 

and robots by way of a pragmatic cost-benefit analysis: “We recommend 

against the extension of legal personhood to robots, because the costs are 

too great and the moral gains too few” (Bryson, Diamantis, and Grant 2017, 

275). In an effort to contextualize the terms and conditions of the argu-

ment, the essay begins by addressing three important insights concerning 

the concept of legal personality and its social function or purpose.

First, the authors recognize, as we have already pointed out, that the 

concept of legal personality is an artifice and that it can, as Pietrzykowski 

points out, be conferred on anything for any reason. Thus there is, as a 

matter of principle, no reason that legal personality could not be extended 

to AI systems, robots, and other artifacts. What matters then is not whether 

this can or could happen, but whether it should be permitted or not. And 

as Bryson, Diamantis, and Grant explain, this decision should proceed from 

and be justified by a clear sense and understanding of legal teleology. Or, 

to put it in a more vernacular form, “what law is for”: “Every legal system 

must decide to which entities it will confer legal personhood. Legal sys-

tems should make this decision, like any other, with their ultimate objec-

tives in mind. The most basic question for a legal system with respect to 

legal personhood is whether conferring legal personhood on a given entity 

advances or hinders those objectives. Those objectives may (and, in many 

cases should) be served by giving legal recognition to the rights and obli-

gations of entities that really are people” (Bryson, Diamantis, and Grant  

2017, 278).

Contained in this statement is an operative assumption—namely, that 

all legal systems are designed first and foremost to serve the interests and 

dignity of natural human persons or “entities that really are people.” 

“Legal systems,” the authors assert, “should give preference to the moral 
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rights held by human beings” (Bryson, Diamantis, and Grant 2017, 283). 

Although this human-centered assumption appears to be entirely justifi-

able, it is neither universally true nor beyond criticism. Pietrzykowski 

(2018, 27) calls this way of thinking juridical humanism, and in his book 

Personhood beyond Humanism: Animals, Chimeras, Autonomous Agents and the 

Law, he demonstrates how this largely European/Christian idea not only 

disenfranchises others—specifically, nonhuman animals and non-Western 

peoples, who historically have been situated outside this “age of enlight-

enment” characterization of what was properly considered “human”—but 

also is increasingly unable to contend with innovations in biotechnology 

(biological hybrids and chimeras) and artificial autonomous agents, both of 

which “directly challenge the epistemic thesis of humanism” (Pietrzykowski  

2018, 61).

Bryson, Diamantis, and Grant operationalize “juridical humanism” 

as a kind of unquestioned truth and thereby fail to recognize or reckon 

with the legacy and limitations of this particular way of thinking. In other 

words, the juridical humanism that serves as the unquestioned backdrop 

for their argument has the appearance of sounding good, but it is only 

able to sound good and have the appearance of a reasonable concession 

from an assumed position of power and privilege.3 Unfortunately, Bryson, 

Diamantis, and Grant not only fail to provide critical reflection on the 

potential problems with their assumed/asserted understanding of legal tele-

ology but also directly and unapologetically endorse its human bias and 

prejudice, or what Daniel Estrada (2020) has called human supremacy: “We 

think this statement of purpose reflects the basic material and moral goals 

of any human legal system, with what we hope will be an uncontroversially 

light thumb on the scale in favour of human interests. Yes, this is specie-

sism” (Bryson, Diamantis, and Grant 2017, 283). This “humanity first” way 

of thinking, which Bryson and her coauthors openly admit is a deliberate 

attempt to tip the scales, is not without problems and consequences. It has, 

in fact, been submitted to critical reappraisals, especially (but not only) 

because it is precisely this kind of exclusive anthropocentric thinking that 

got us into the problems of the Anthropocene and the global climate crisis 

(Gellers 2020).4 The “uncontroversially light thumb on the scale in favour 

of human interests” is anything but uncontroversial.5

Second, because legal personality consists of an aggregate or bundle of 

different rights and obligations, it is divisible. “Legal personhood is not an 

Downloaded from http://direct.mit.edu/books/book-pdf/2156679/book_9780262375221.pdf by guest on 26 September 2024



110	 Chapter 5

all-or-nothing proposition. Since it is made up of legal rights and obliga-

tions, entities can have more, fewer, overlapping, or even disjointed sets of 

these. This is as true of the legal personhood of human beings as it is for 

nonhuman legal persons” (Bryson, Diamantis, and Grant 2017, 280). Con-

sequently, it is not necessary that one kind of legal person, like a human 

being, possess exactly the same rights and obligations as are conferred upon 

another, like an organization or corporation. Different legal persons will 

have different sets of rights and obligations as assigned within a particu-

lar legal system or jurisdiction. This is an important and useful insight, 

especially because it protects against potential problems with hyperbole 

and conflation that have unfortunately fueled efforts on both sides of  

the debate.

An all-too-common problem is the mistaken assumption that rights 

must mean and can only mean human rights, as formulated in International 

Human Rights Law (IHRL; see Gellers and Gunkel 2022). Evidence of this 

can be seen all over the popular press, with eye-catching headlines like the 

following:

“Do Humanlike Machines Deserve Human Rights?” (Roh 2009)

“When Will Robots Deserve Human Rights?” (Dvorsky 2017)

“Do Robots Deserve Human Rights?” (Sigfusson 2017)

“Ethics of AI: Should Sentient Robots Have the Same Rights as Humans?” 

(McLachlan 2019)6

It is also operative in the scientific and academic literature on the subject, 

with journal articles and book chapters bearing titles like these:

“Granting Automata Human Rights” (Miller 2015)

“We Hold These Truths to Be Self-Evident, that All Robots Are Created 

Equal” (Wurah 2017)

“The Constitutional Rights of Advanced Robots (and of Human Beings)” 

(Wright 2019)

“Can Robots Have Dignity?” (Krämer 2020)

“Speculative Human Rights: Artificial Intelligence and the Future of the 

Human” (Dawes 2020)

“Le Droit des Robots, un Droit de l’Homme en Devenir?” (Saerens 2020)

“¿Robots con Derechos?: La Frontera Entre lo Humano y lo No-Humano. 

Reflexiones Desde la Teoría de los Derechos Humanos” (Díez Spelz 2021)
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“Can Robots Get Some Human Rights? A Cross-Disciplinary Discussion” 

(Persaud, Varde, and Wang 2021)

Complicating the picture is the fact that even in cases where the word rights 

appears in a seemingly generic and unspecified sense, the way it comes to 

be operationalized often denotes human rights.

Immediately associating rights with human rights is something that is 

both understandable and expedient. It is understandable to the extent that 

so much of the interest in and attention circulating around the subject of 

rights typically is presented and discussed in terms of human rights and 

human rights abuses, which are all too prevalent in our daily dose of world 

news. Even though experts in the field have been careful to explain that 

human rights are “a special, narrow category of rights” (Clapham 2007, 

4), there is a tendency to assume that any talk of rights must mean or at 

least involve the interests and protections stipulated in IHRL. It is expe-

dient because proceeding from this assumption has turned out to be an 

effective way to win arguments, capture attention, and sell content. Pitch-

ing the contest in terms of human rights helps generate a kind of self-

righteous indignation and moral outrage, with different configurations of 

this outrage serving to advance the interests and objectives of both sides in  

the debate.

But all of this—the entire conflict and dispute—proceeds from an erro-

neous starting point—namely, that any and all rights that would be attrib-

utable to legal persons are and can only be equivalent to “the entire suite 

of legal rights expressed in major international human rights documents” 

(Gellers 2020, 16–17). Bryson, Diamantis, and Grant are careful to recog-

nize that there are differences and that these differences make a difference. 

Whatever rights and obligations come to be attributed to a nonhuman arti-

fact, like an AI system, robot, or other seemingly intelligent artifact—and 

this is something that would need to be explicitly determined—they can be 

and will most certainly be different from the set of rights and obligations we 

currently recognize for natural human persons under existing IHRL. “The 

issue,” as John Tasioulas (2019, 70) accurately recognizes, “is not that of 

treating RAIs [robots and artificial intelligences] the same as human beings 

for all legal purposes since the legal personality of RAIs need not precisely 

match that enjoyed by ordinary human beings, or ‘natural persons.’ It may 

consist in a different, and probably considerably smaller, bundle of rights 

and obligations.”
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This does mean, however, that lawmakers incur an additional responsi-

bility when dealing with these matters. “A legal system, if it chose to con-

fer legal personality on robots, would need to say specifically which legal 

rights and obligations went with the designation. If it does not, then the 

legal system will struggle” (Bryson, Diamantis, and Grant 2017, 281). And 

not just the legal system, but also the discussions and debates about these 

matters. For this reason, talk of legal rights and recognitions for robots or 

AI systems—whether proceeding from the side of its Critics or Advocates—

will be confused and largely unsuccessful if it does not specify which exact 

claims, privileges, powers, or immunities would be in play.

Third, and following from this, there is a difference between theory and 

practice in these matters. Or, to put it in more legalistic terminology, it 

is important to distinguish between de jure and de facto legal personal-

ity. “Even once a legal system has determined which rights and obliga-

tions to confer on a legal person, practical realities may nullify them. Legal 

rights with no way to enforce them are mere illusion. Standing—the right 

to appear before particular organs for purposes of presenting a case under 

a particular rule—is crucial to a legal person seeking to protect its rights in 

the legal system. Standing does not necessarily follow from the existence of 

an actor’s legal personality” (Bryson, Diamantis, and Grant 2017, 281). In 

other words, even if an entity is recognized as a legal person, it would still 

be in need of some method or mechanism by which to assert or exercise its 

rights and obligations before the law.

This means that achieving the status of person de facto is necessary but 

not entirely sufficient for practical, or de jure, legal proceedings and deci-

sions. In addition to being recognized as a legal person, the entity so rec-

ognized must also achieve standing before the law due either to their own 

assertion and claim or by way of additional stipulations that allow for a 

third-party guardian or representative to do so on their behalf. As an illustra-

tion of the latter, Bryson, Diamantis, and Grant (2017, 281) make reference 

to the right of “integral respect” that Ecuador conferred on its ecosystem: 

“While the ecosystem may have the right as a matter of law, it clearly lacks 

the non-legal capacities it would need to protect the right from encroach-

ment. To effectuate the right, the Ecuadorian constitution gave standing 

to everyone in Ecuador to bring suits on behalf of the ecosystem.” This is 

important in the context of the possible extension of legal personality to 

AI systems and robots insofar as the artifact would need either to possess 
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the requisite capabilities to achieve standing on its own—something that 

would follow the arguments that we already entertained with the question 

of natural personhood—or be provided with a guardian or other legally 

recognized representative.

For Bryson, Diamantis, and Grant, these three aspects of legal personal-

ity are not just backstory; they provide necessary context for their argument 

insofar as the subject of their essay is the legal system and its integrity, both 

now and in the future. “The advisability of conferring legal personhood on 

robots,” they write, “is ultimately a pragmatic question—Does endowing 

robots with this legal right or that legal obligation further the purposes of 

the legal system?” (Bryson, Diamantis, and Grant 2017, 283). And when 

they do finally take up and address this question directly, their argument 

can, as John Danaher (2017) has pointed out, be presented in the form of 

a syllogism:

1.	 We should only confer the legal status of personhood on an entity if 

doing so is consistent with the overarching purposes of the legal system.

2.	 Conferring the status of legal personhood on robots would not be (or 

is unlikely to be) consistent with the overarching purposes of the legal 

system.

3.	 Therefore, we ought not to confer the status of legal personhood on 

robots.

The major premise is arguably noncontroversial. The title of person—a 

socially constructed and recognized status regarding who is subject to the 

protections of the law—should be conferred on some entity (e.g., a human 

being, a nonhuman animal, a corporation, or an artifact) if and only if 

the act of doing so is consistent with and serves the purposes of the legal 

system. What is important to note here is how the concept of legal person-

hood effectively shifts the subject of the debate. Unlike decisions regarding 

natural personhood, where the target of the effort focuses on the subjective 

conditions, psychological makeup, or essential dignity of some entity (i.e., 

a human being, a nonhuman animal, or an artifact), the proper subject 

of decisions regarding legal personhood is (or at least Bryson and her col-

leagues believe that it should be) the legal system and its integrity. Thus, 

with legal personhood we are not concerned with the fundamental status 

or inner experience of the entity, which would make little sense when the 

entity in question is a corporation, a river, a ship, or an artifact. We are 
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interested in how the legally recognized status of person works (or not) to 

advance the operations and objectives of the law. In other words, the title 

of person is to be conferred on something not for its own sake but for the 

sake of the legal system in which it is to be situated.

The point of contention, then, can be found in the minor premise, 

which says, in effect, that granting the status of person to AI systems, 

robots, or other artifacts cannot be justified, because doing so would likely 

produce inconsistencies in “the overarching purposes of the legal system.”7 

In their effort to prove this statement, Bryson, Diamantis, and Grant (2017, 

286) focus their attention on two potential abuses: (1) liability shields—

that is, “natural persons using an artificial person to shield themselves 

from the consequences of their conduct”; and (2) accountability gaps—

that is, the inability to identify who (or what) is liable and able to make 

good on violations of the rights of other legally recognized persons. Both 

forms of “abuse,” as the authors explicitly recognize, have been thoroughly 

documented and addressed in the literature on the artificial personhood of 

corporations, organizations, and the environment. Consequently, for the 

minor premise to evaluate true, it needs to be shown how the situation 

with robots, AI systems, and other artifacts is (or would be) substantially 

different from what has previously transpired with other artificial persons.

Unfortunately, what is provided is not sufficient to achieve this end. 

Instead of the thorough cost-benefit analysis that had been promised—

arguments and evidence that would demonstrate how and why the costs of 

AI/robot legal personality easily exceed or outweigh any potential benefits 

that would be obtained—what is actually offered are a few general state-

ments about abuses that “might” or “could” happen, supported by a few 

select examples of historic problems with corporate personality that are 

more the exception than the rule. As Jacob Turner (2019, 192) argues, the 

“problems complained about by Bryson et al. are nothing new,” and there 

are a number of existing and proven legal remedies designed to respond to 

these challenges. Identifying the potential for abuse with existing rules and 

legal stipulations regarding artificial personhood is definitely a good reason 

for being critical and proceeding with caution. But it is not, at least not in 

and of itself, sufficient grounds to prove that “purely synthetic intelligent 

entities never become persons, either in law or fact” (Bryson, Diamantis, 

and Grant 2017, 289; emphasis added).8
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5.1.3  Different Versions of Conservatism

In his book We, the Robots?, Simon Chesterman (2021, 229) offers a short, 

almost offhand remark about lawyers: “As a profession, lawyers are also 

notoriously conservative.” The word conservative here is not meant in a 

political sense—that is, right leaning as opposed to liberal or left leaning. 

Instead, it is intended as and should be understood in a strict and almost 

literal sense—that is, conservative meaning being interested in conserving 

the existing structures and ways of doing things. The argument that is put 

forward by Bryson, Diamantis, and Grant can be called conservative in this 

sense of the word. Robots, AI systems, and other seemingly intelligent arti-

facts present novel challenges to existing legal systems and the established 

order of things. In the face of these challenges, we should, it is argued, not 

be too liberal with our decision-making but need to proceed with extreme 

caution and err in the direction of restriction (perhaps even risking too 

much restriction) as opposed to being too open and potentially reckless. 

This line of argument is the reverse or flip side of that provided by voices 

on the other side of the debate, like Erica Neely and Michael Bess, who 

advise that it would be better to err in the direction of being more open and 

generous when it comes to devising responses to these kinds of novel social 

opportunities and challenges.

Other researchers and critics take up positions that are either more mod-

erate or more stringent than that laid out by Bryson, Diamantis, and Grant. 

A good example of the former can be found in the work of Ugo Pagallo, a 

legal scholar in the Department of Law at the University of Turin. Begin-

ning with his 2013 book The Laws of Robots (and elaborated in subsequent 

publications), Pagallo developed a three-tiered system to represent the dif-

ferent legal opportunities and challenges presented by AI and robots:

1.	 The legal personhood of robots as proper legal “persons” with their constitu-

tional rights (for example, it is noteworthy that the European Union existed 

for almost two decades without enjoying its own legal personhood);

2.	 The legal accountability of robots in contracts and business law (for example, 

slaves were neither legal persons nor proper humans under ancient Roman 

law and still, accountable to a certain degree in business law);

3.	 New types of human responsibility for others’ behaviour, e.g., extra-contractual 

responsibility or tortuous liability for AI activities (for example, cases of liabil-

ity for defective products. Although national legislation may include data and 

information in the notion of product, it remains far from clear whether the 
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adaptive and dynamic nature of AI through either machine learning tech-

niques, or updates, or revisions, may entail or create a defect in the “product”). 

(Pagallo 2018, 1–2)

Pagallo therefore does not take an all-or-nothing approach to the ques-

tion of legal personality. Instead, he recognizes that fitting robots, AI sys-

tems, and other artifacts to existing legal frameworks will involve more 

nuance than is typically available via the existing thing versus person 

dichotomy. In 2018, he follows up this effort with a direct engagement 

with the question of robot/AI personality in an essay titled “Vital, Sophia, 

and Co.—the Quest for the Legal Personhood of Robots.” In its conclusion, 

he provides a useful point of comparison and contrast to what had been 

developed and presented by Bryson, Diamantis, and Grant:

On the one hand, as to the legal agenthood of AI robots, it makes sense to consider 

new forms of accountability and of liability in the field of contracts and business 

law, such as registries, or modern forms of peculium. The aim is to prevent both 

risks of robotic liability shield and of AI robots as unaccountable rights violators, 

while tackling cases of distributed responsibility that hinge on multiple accumu-

lated actions of humans and computers that may lead to cases of impunity. On the 

other hand, as to the legal personhood of AI robots, current state-of-the-art has sug-

gested that none of today’s AI robots meet the requisites that usually are associated 

with granting someone, or something, such legal status. Although we should be 

prepared for these scenarios through manifold methods of legal experimentation, 

e.g., setting up special zones, or living labs, for AI robotic empirical testing and 

development, it seems fair to concede that we currently have other types of prior-

ity, e.g., the regulation of the use of AI robots on the battlefield. (Pagallo 2018, 9)

Like Bryson, Diamantis, and Grant, Pagallo is understandably con-

cerned with the potential abuses that could occur with liability shields and 

accountability gaps. But unlike what is presented by Bryson and her col-

leagues, Pagallo argues that these challenges can be sufficiently addressed 

without getting into the thorny questions of extending legal personality, 

which he recognizes is always “a highly sensitive political issue” (Pagallo 

2018, 9–10). This turns out to be rather fortuitous, because the question 

of legal personality for robots and AI systems is not a viable option at this 

particular point in time given the current state of the art.

That said, none of this means (or should be taken to mean) that the ques-

tion of legal personality for robots, AI systems, and other artifacts is off the 

table altogether, nor that we should at least be prepared to entertain these 

opportunities through various means of legal experimentation. And this 
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is true, Pagallo (2018, 9) concludes, even if “it seems fair to concede that 

we currently have other types of priority” currently needing our attention. 

Whereas Bryson, Diamantis, and Grant (2017, 289) conclude that “purely 

synthetic intelligent entities never become persons,” Pagallo appears to be 

more accommodating, claiming that even if we issue a clear “no” to the 

question of legal personality at this particular moment in time, that no 

should not be taken to mean never.

Similar arguments have been offered by other legal scholars, like Andrea 

Bertolini, Simon Chesterman, and Bartosz Brożek and Marek Jakubiec. Ber-

tolini (2013) focuses his analytical efforts on product liability law. Although 

he recognizes that legal personality for robots and AI systems are one 

“plausible alternative to the application of existing norms”—especially in 

response to increasingly autonomous systems with learning capabilities—

implementation of this alternative would require extraordinary justifica-

tion (Bertolini 2013, 217). For now, given the current state of the art in AI 

and robot development, the extension of legal personality appears to be 

neither necessary nor justified. Actual existing robots, as opposed to what 

has been imagined in science fiction, remain instruments designed and 

used by human persons, and even a seemingly autonomous system is “in 

fact merely behaving, thus executing a program, no matter how sophisti-

cated, and performing tasks it was designed to perform by its creator” (246). 

For this reason, Bertolini concludes, existing product liability laws allow 

“sufficient elasticity” and therefore “are not inherently inadequate to tackle 

issues of liability arising from the use of robots” (217). This could obviously 

change either due to future technological innovation or as the result of 

demonstrated inabilities with the law to achieve desired ends. But for now, 

there appears to be no compelling reason to go there.

Chesterman (2021, 116) charts a similar path, affirming that “it does 

not seem in doubt that most legal systems could grant AI systems a form 

of personality,” while also recognizing that doing so appears to be entirely 

unnecessary at this particular juncture. According to Chesterman’s evalu-

ation, the proposal to extend legal personality to AI “suffers from being 

both too simple and too complex” (141). It is too simple because “AI sys-

tems exist on a spectrum with blurred edges. There is as yet no meaning-

ful category that could be identified for such recognition; if instrumental 

reasons required recognition in specific cases then this could be achieved 

using existing legal forms.” It is too complex because many of the supposed 
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problems for which legal personality would be the preferred solution are 

based on “unstated assumptions about future development of AI systems,” 

and for the current state of the art, “the better solution is to rely on exist-

ing categories, with responsibility for wrongdoing tied to users, owners, or 

manufacturers rather than the AI systems themselves” (141–142).

Brożek and Jakubiec (2017) mobilize the de facto/de jure distinction in 

order to articulate a similar point. In their work, which focuses on ques-

tions regarding duties as opposed to rights, they argue that extending the 

recognitions of personhood to AI systems and robots is possible in theory, 

but is virtually impossible to achieve in practice: “Since the law is a conven-

tional tool of regulating social interactions and as such can accommodate 

various legislative constructs, including legal responsibility of autonomous 

artificial agents, we believe that it would remain a mere ‘law in books,’ 

never materialising as ‘law in action’” (293). The rationale for this differ-

ence is formulated in terms that are in line with what has been argued by 

Bryson, Diamantis, and Grant: “The reason is that the law, and in particular 

such a fundamental institution as legal responsibility, must be comprehen-

sible for the people who are subject to legal rights and obligations” (Brożek 

and Jakubiec 2017, 303). That said, Brożek and Jakubiec are not absolutists 

about this, and, like Pagallo, Bertolini, and Chesterman, they too recognize 

that a seemingly absolutist statement like “never materializing as ‘law in 

action’” is actually provisional and subject to change, even if such change 

could take a very long time.

Arguments like these are conservative in two senses of the word. They 

not only seek to conserve the current state of things in law as it actually 

exists right now, but they also resist going too far and being absolutists with 

their conclusions, holding open the possibility that things could (theoreti-

cally, at least) be different. It is a reasonable strategy insofar as proceeding in 

this manner recognizes that things do change and that the smart bet seems 

to be on the side of caution. In other words: never say never, but, for now 

at least, it appears both reasonable and expedient to preserve the status quo.

Finally, a more stringent position—one that in both the substance of its 

argument and rhetorical form of its presentation verges on the edge of a 

kind of absolutism—has been put forward in two unpublished conference 

papers that have issued blanket injunctions against any and all talk of legal 

personality for robots or the rights and duties of AI systems (Birhane and 

van Dijk 2020; Birhane, van Dijk, and Pasquale 2021). These papers seek to 

Downloaded from http://direct.mit.edu/books/book-pdf/2156679/book_9780262375221.pdf by guest on 26 September 2024



Artificial/Legal Persons	 119

advance and support what is an undeniably good outcome—flourishing for 

all human persons in the face of unprecedented challenges from powerful 

technological systems concentrated in the hands of multinational, corpo-

rate elites. But the means by which they pursue this objective risks being 

both abrasive to the process of democratic decision-making and antitheti-

cal to the kind of open debate that is necessary for scientific discovery.

As Henrik Skaug Sætra and Eduard Fosch-Villaronga (2021) point out 

in their essay “Research in AI has Implications for Society: How Do We 

Respond?,” arguments like these risk conflating ethics with politics by 

forcefully asserting a ranked order of moral challenges such that work on 

lower-ranking problems (e.g., robot rights or legal personality for AI sys-

tems) are judged to be either a distraction from more important and press-

ing matters (e.g., the oppressive use of AI technology against vulnerable 

groups in society) or, worse, a perverse expenditure of research resources on 

so-called problems that are declared to be unimportant and unnecessary. 

“Such a view of ethics,” Sætra and Fosch-Villaronga counter, “can never be 

the basis of scientific policy because it is as ill-equipped to unite people in 

an agreement on the basis of moral evaluations as is religion. As soon as 

people disagree on which ethical concerns are most pressing, the argument 

crumbles unless someone desires to use the political domain to enforce a 

particular kind of ethical view” (67).

5.1.4  Summary

Arguments offered in opposition to the extension of legal recognition to 

artifacts seek to maintain or reassert the usual way of thinking—namely, 

that robots, AI systems, and other seemingly intelligent artifacts are things, 

only things, and therefore cannot and should not be legally recognized as 

persons. Many of the initial efforts in this domain proceeded on the con-

viction that it would be sufficient to dismiss the matter or leave the ques-

tion unexamined. Robot rights or the legal personality of artifacts was a 

concept that was declared to be simply unthinkable, period. Such dismissal 

is relatively easy to formulate but ultimately not tractable. Consequently, 

subsequent efforts come at the issue from a more practical and pragmatic 

perspective, focusing not on the capabilities of the technology (or lack of 

capabilities) but on social impact and outcomes.

Important differences appear in how these more pragmatic arguments 

come to be articulated. Some have sought to demonstrate that the potential 
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harms of robot persons or AI personhood outweigh the projected gains and 

therefore conclude that legal personality for robots and the legal standing 

of AI systems should never be a thing. Others have been more accommo-

dating in their analyses, arguing that this outcome might hold for current 

technological systems, but that we need to be ready for changes in both 

technology and legal practices that would make these questions salient. 

Still others assert that all this talk—either for or against robot and AI legal 

personality—is not just a distracting waste of time but a dangerous idea that 

should have never gotten traction in the first place, thus trying to return to 

the previous epoch of outright dismissal or prohibition.

Despite these differences, all the arguments concern projected bad out-

comes that “might” or “could” happen and leverage as evidence illustra-

tions and examples of exceptional abuses from the paradigmatic artificial 

personality of corporations. The worries and concerns are all very reason-

able and justified. But just as reasonable and justified is recognition of the 

fact that they are all speculative, provisional, and, as Pietrzykowski points 

out, based on arguments concerning what the “lawmaker” believes. These 

things “might” or “could” happen. Then again, they might not—especially 

if we are prepared to respond to these potential problems directly and pro-

actively. And not surprisingly, this is precisely what motivates and organizes 

responses coming from the other side, which argue, in direct opposition to 

these conservative efforts, that it is only by entertaining the opportunities 

of legal personality for robots, AI systems, and other artifacts that we can 

be prepared to respond to these new and unprecedented social challenges.

5.2  The Advocates and Their Arguments

In their 2011 book A Legal Theory for Autonomous Artificial Agents, Samir 

Chopra and Laurence F. White recognize that the case for extending legal 

personality to artifacts is not only possible—that is, there is nothing in the 

current thinking on the subject that would theoretically impede it—but 

also a concept that is already widely supported in the literature: “In the case 

of artificial agents, the best philosophical arguments do not argue against 

artificial agents; instead they acknowledge the theoretical possibility of per-

sonhood for artificial agents” (186). In support of this statement, Chopra 

and White offer a litany of existing texts on the subject: Chopra and White 

(2004), Rorty (1988), Harvard Law Review (2001), Berg (2007), Goldberg 
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(1996), Solum (1992), Rivard (1992), Calverley (2008), Glenn (2003), Naf-

fine (2003), Willick (1985), Kitcher (1979). All these publications demon-

strate, in one way or another, that there is nothing in the formulation of 

the concept of person that would inhibit or restrict its possible extension to 

nonhuman entities and artifacts.

What matters, then, is not theoretical; it is practical and “results ori-

ented” (Chopra and White 2011, 186). In other words, what makes the 

difference is whether the extension of legal personality to nonhuman arti-

facts serves the interests of existing persons and the legal systems that are 

designed to protect them. “Systems of AI,” Paulius Čerka, Jurgita Grigienė, 

and Gintarė Sirbikytė (2017, 697) argue, “should be granted legal personal-

ity due to their interactions with other subjects of law, optimum protection 

of whose rights and interests requires a clear definition of the legal status 

of Systems of AI.” In other words, even though it is (as a matter of positive 

law) entirely possible and legitimate to classify AI systems and robots as 

legal persons, “there must be,” as Gerhard Wagner (2019, 600) points out, 

“good reasons to accord them this status, and these reasons must be tai-

lored to the specific function that the new candidate for legal personhood 

is meant to serve.”

Counter to the kinds of efforts we have seen deployed on the side of 

the Critics, which argue that the extension of legal personality to artifacts 

is so misaligned and potentially dangerous that it should never be allowed 

to happen, voices on the other side of the debate assert the exact oppo-

site, arguing that it makes good practical sense—for us and for our legal 

systems—to consider extending the status of person to AI systems, robots, 

and other artifacts. And like the efforts assembled on the side of the Critics, 

these arguments are also developed and advanced in terms of cost/benefit 

analyses—just flipped. Whereas those opposed to the idea assert that the 

perceived costs easily exceed any potential benefits that could be obtained, 

those in favor argue the opposite, demonstrating that “the projected ben-

efits would outweigh its estimated costs” (Chopra and White 2011, 190). 

And in advancing this position, arguments and demonstrations tend to 

focus on concrete cases and examples.

5.2.1  Contract Law

Chopra and White direct their efforts at contract law. In forming and exe-

cuting a contract, there must be, at a minimum, two legally recognized 
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subjects who agree to be bound by the terms that are specified through 

the contracting instrument. Problems occur—problems Chopra and White 

identify with the phrase the contracting problem—when one of these subjects 

is an AI, robot, or automated system, as is already the case, for example, 

with e-commerce transactions. The standard method for resolving these 

difficulties leans heavily on the instrumental theory of technology, which 

treats the artificial agents involved in such transactions as “mere tools or 

means of communication of their principals” (Chopra and White 2011, 

35). According to this way of thinking, “all actions of artificial agents are 

attributed to the agent’s principal (whether an operator or a user), whether 

or not they are intended, predicted, or mistaken; contracts entered into 

through an artificial agent always bind the principal, simply because all acts 

of the artificial agent are treated as acts of the principal” (35).

But technological instrumentalism does not necessarily work in all situa-

tions and circumstances, especially those in which the terms of the contract 

can be modified or altered by the artificial agent in excess of the knowledge, 

control, or review of its principal. In response to this challenge, Chopra 

and White not only provide detailed critical assessment of existing legal 

remedies for responding to the contracting problem (i.e., the unilateral 

offer doctrine, the objective theory of contractual intention, and the doc-

trine of agency) but propose that extending legal personality to AI systems 

could provide a more practical and conceptually preferable solution. Such 

a move, they explain, would have several advantages—three, to be precise:

First, it would “solve the question of consent and of validity of declarations and 

contracts enacted or concluded by electronic agents” with minimal impact on 

“legal theories about consent and declaration, contractual freedom, and conclu-

sion of contracts” (Felliu 2001). Artificial agents would be understood as the per-

sons intending to enter into the contracts in question, and the standard objective 

theory could be applied to interpret their actions accordingly.

Second, if the agent is acting beyond its actual or apparent authority in enter-

ing a contract, so that the principal is not bound by it, the disappointed third 

party would gain the added protection of being able to sue the agent for breach 

of the agent’s so-called warranty of authority (the implied promise by the agent 

to the third party that the agent has the authority of the principal to enter the 

transaction) (Bradgate 1999).

Third, it would potentially make employing artificial agents more attractive 

because, via consideration of the agent’s potential liability to the third party 

in such cases, it would limit the potential moral and/or legal responsibility of 

Downloaded from http://direct.mit.edu/books/book-pdf/2156679/book_9780262375221.pdf by guest on 26 September 2024



Artificial/Legal Persons	 123

principals for agents’ behavior (Sartor 2002; Andrade et al. 2007). (Chopra and 

White 2011, 43)

But (and this is crucial) the argument is not that legal personality is the 

only solution or that technological instrumentalism would not be able to 

accommodate these various innovations by way of substantive modifica-

tions—or what Chopra and White (2011, 135) call conceptual stretching.9 

The argument is actually more modest—namely, that the extension of legal 

personality to AI systems, robots, and other artifacts, especially as the tech-

nology matures and becomes increasingly sophisticated in both its social 

embeddings and operations, provides on balance (i.e., based on a cost/ben-

efit analysis) a more expedient solution in terms of practical implementa-

tion and conceptual integrity. As Chopra and White explain: “Not only is 

according artificial agents with legal personality a possible solution to the 

contracting problem, it is conceptually preferable to the other agency law 

approach of legal agency without legal personality, because it provides a 

more complete analogue with the human case, where a third party who has 

been deceived by an agent about the agent’s authority to enter a transac-

tion can sue the agent for damages” (162). And in advancing this position, 

Chopra and White are not alone but are supported by the work of others, 

including Tom Allen and Robin Widdison (1996), Steffen Wettig and Eber-

hard Zehendner (2004), and Bert-Japp Koops, Mireille Hildebrandt, and 

David-Oliver Jaquet-Chiffelle (2010).

5.2.2  Trusts and Limited Liability Corporations

In his agenda-setting essay from 1992, Lawrence Solum entertained the 

possibility of “legal personhood for artificial intelligences” (the title of the 

text) by way of investigating a hypothetical scenario—namely, whether an 

AI system could serve in the role of trustee for a trust. A trust, as Solum 

(1992, 1240) explains, is “a fiduciary relationship with respect to property,” 

which is set up by someone (a settlor) for the benefit of someone else (a 

beneficiary) and managed by a trustee. The hypothetical scenario could 

transpire, Solum explains, by way of three evolutionary steps in an imag-

ined situation in which an AI system comes to be utilized in the manage-

ment of a trust:

1.	 In stage one, an AI system is used as an instrument or tool to support 

the efforts of a human trustee in the administration of a large number of 
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simple trusts (i.e., making investments, disbursing funds to beneficiaries, 

preparing and filing tax documents, etc.). The human trustee oversees 

and “reviews the program’s activities to insure that the terms of the trust 

instrument are satisfied” (Solum 1992, 1241).

2.	 “Stage two involves a greater role for the AI. Expert systems [which 

in 1992 were the state of the art in AI technology] are developed that 

outperform humans as investors in publicly traded securities.” Conse-

quently, “there is little or no reason for the human to check the pro-

gram for compliance . . . [and] the role of the human trustee diminishes” 

(Solum 1992, 1241–1242).

3.	 “The third stage begins when a settlor decides to do away with the 

human. Why? Perhaps the settlor wishes to save the money involved in 

the human’s fee. Perhaps human trustees occasionally succumb to temp-

tation and embezzle trust funds. Perhaps human trustees occasionally 

insist on overriding the program, with the consequence that bad invest-

ments are made or the terms of the trust are unmet” (Solum 1992, 1242).

In evaluating the feasibility of this scenario, Solum considers and responds 

to two substantive objections: First, the responsibility objection—namely, 

that “an AI could not be ‘responsible,’ that is, it could not compensate the 

trust or be punished in the event that it breached one of its duties” (Solum 

1992, 1244). And second, the judgment objection, whereby the AI system 

would be incapable of making prudent decisions and exercising discretion 

in the face of novel or unanticipated situations and circumstances affecting 

the trust. The point is that it is assumed the AI system can do nothing more 

than follow preprogrammed instructions and therefore would not be able 

to respond to new and unanticipated challenges or opportunities.

Solum offers extensive analysis of each objection by considering both 

problems and potential solutions, including insurance schemes for AI liabil-

ity; the fact that punishment is already a difficult problem for other artificial 

legal persons, like corporations; and limiting the context or capacity of the 

AI system to restrict or control the number of unexpected variables. At the 

end of what is a rather involved and detailed cost/benefit analysis, Solum 

does not provide a definitive answer one way or the other, but he demon-

strates how and why this outcome not only could happen but likely will. 

As Koops, Hildebrandt, and Jaquet-Chiffelle (2010, 532) explain: “Solum 

concludes that one could employ an intelligent, nonhuman system as a 
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trustee, attributing it a measure of legal personhood that fits the restricted 

capabilities of a system that is capable of autonomic decision-making even 

if it does not ‘understand’ the meaning of its decisions and does not have 

a goal in life.”

Something similar was developed by Shawn Bayern, who has argued 

that existing legal structures not only do not prohibit but actually allow for 

the creation of limited liability corporations (LLCs) governed entirely by 

nonhuman artificial intelligence. As Bayern explains in a series of articles, 

this could be achieved through a “transactional technique” composed of 

four steps:

(1)	 An individual member (the “Founder”) “creates a member-managed LLC, fil-

ing the appropriate paperwork with the state” and becomes the sole member 

of the LLC.

(2)	 The Founder causes the LLC to adopt an operating agreement governing the 

conduct of the LLC. “[T]he operating agreement specifies that the LLC will 

take actions as determined by an autonomous system, specifying terms or 

conditions as appropriate to achieve the autonomous system’s legal goals.”

(3)	 The Founder transfers ownership of any relevant physical apparatus of the 

autonomous system, and any intellectual property encumbering it, to the LLC.

(4)	 The Founder dissociates from the LLC, leaving the LLC without any members.

The result is an LLC with no members governed by an operating agreement 

that gives legal effect to the decisions of an autonomous system. (Bayern 2019, 

26–27)

Importantly, this would achieve, as Bayern (2015, 94) points out, “what 

most commentators have traditionally considered impossible: effective 

legal status (or ‘legal personhood’) for nonhuman agents without funda-

mental legal reform.” And the proposal, as Bayern seeks to demonstrate 

by way of his research, is not some futuristic possibility looming on the 

horizon; it is something that is entirely possible under the existing statutes 

of many jurisdictions.

It is a controversial idea that has, quite understandably, been meet with 

resistance. “One reaction to my proposed technique,” Bayern (2019, 24) 

admits, “has been honest horror: ‘The survival of the human race may 

depend’ on rejecting the premises of my argument.” More measured crit-

icism has targeted the substance of the argument, specifically the inter-

pretation of existing LLC law. As Bayern explains: “In a series of online 

essays and eventually an article in the Nevada Law Journal, Matt Scherer 
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has attempted to show that my legal argument will not work under LLC 

statutes. The main force of his criticism, though he does not use quite these 

words, is that my proposed technique is too crazy for courts to tolerate. 

Maybe, his argument runs, it is an acceptable literal reading of various LLC 

statutes, but autonomous entities would clearly violate the statutes’ intent 

and structure, and courts would stop them the way they would stop other 

sorts of technical abuses of statutes and regulations (25). In response to this 

and related criticisms, Bayern (2019, 25) has sought to demonstrate that 

his “reading of LLC law is correct” and that the transactional technique he 

describes is not just feasible but likely in a number of jurisdictions. Whether 

the proposal is ever successful or not remains an undecided question at this 

point in time. As Jacob Turner (2019, 177) concludes, “The relevant LLC 

laws have not yet been tested on this point, so it remains unclear whether 

Bayern’s proposal would be endorsed by the courts.”

5.2.3  Responsibility/Accountability

Responsibility gaps (also called accountability gaps) concern difficulties 

in how one answers for or assigns responsibility in the case of machine 

decision-making or actions.10 It becomes a problem, as Koops, Hildebrandt, 

and Jaquet-Chiffelle (2010, 553) explain, in the face of novel artifacts or 

“emerging entities that operate at increasing distance from their principal” 

(e.g., a human user, owner, or operator), as is the case with what Langdon 

Winner (1977, 16) had called autonomous technology and is currently exem-

plified with machine learning algorithms trained on big data. As Andreas 

Matthias (2004, 177) insightfully explained in his essay “The Responsibil-

ity Gap: Ascribing Responsibility for the Actions of Learning Automata”: 

“Traditionally we hold either the operator/manufacture of the machine 

responsible for the consequences of its operation or ‘nobody’ (in cases, 

where no personal fault can be identified). Now it can be shown that there 

is an increasing class of machine actions, where the traditional ways of 

responsibility ascription are not compatible with our sense of justice and 

the moral framework of society because nobody has enough control over 

the machine’s actions to be able to assume responsibility for them.”

What Matthias describes is a breakdown in the instrumental theory 

of technology, which had effectively tethered machine action to human 

agency and responsibility. But this accepted way of thinking no longer 

adequately applies to mechanisms that have been deliberately designed to 
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operate and exhibit some form, no matter how rudimentary, of indepen-

dent action or autonomous decision-making. Contrary to the instrumental-

ist theory, we now have, Matthias argues, mechanisms that are designed to 

do things that effectively exceed our control and ability to respond to or to 

answer for them.

In responding to this widening responsibility gap, there are at least three 

different remedies. In the short term and for technological systems that 

can be easily accommodated to the instrumentalist way of thinking, it 

seems reasonable, as Koops, Hildebrandt, and Jaquet-Chiffelle (2010, 554) 

explain, to interpret and extend existing law in order to incorporate new 

technological innovations into available legal systems. “This, however, will 

only work if the electronic agent is considered a tool in the hands of the 

owner/user,” and it may not apply to increasingly autonomous forms of 

technology that are able to operate in ways “the ‘principal’ cannot foresee 

with sufficient probability and which he has relatively little power to con-

trol by giving precise orders.”

Alternatively, it is possible to devise a type of limited legal personality 

with strict liability. In this context, limited legal personality refers to “legal 

persons who are capable of civil actions, and who can bear consequences 

of civil wrong doing” (i.e., compensate for damages in breach of contract), 

distinct from full legal persons, “who are capable of all types of legal actions, 

and who can bear both civil and criminal responsibilities” (Koops, Hildeb-

randt, and Jaquet-Chiffelle 2010, 550). As limited legal persons, then, it is 

the AI system or robot that would (outside moral and criminal matters) 

be accountable for decisions and actions. This would effectively split the 

ascription of responsibility. “While a non-human legal subject would be 

liable for harm caused in terms of private law, another legal subject would 

be liable for the same harm in terms of criminal law. This other legal subject 

could be a human being, a corporation or public body with legal personal-

ity” (560).

Instituting a solution like this is not a difficulty insofar as doing so is 

entirely consistent with existing law, especially as regards other artificial 

persons, like ships and corporations (see Lind 2009). The real challenge, as 

Koops, Hildebrandt, and Jaquet-Chiffelle (2010, 560) point out, “is whether 

the attribution of a restricted legal personhood, involving certain civil rights 

and duties, has added value in comparison with other legal solutions.” Thus 

(and consistent with what we have seen throughout the consideration of 
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legal personhood) what really matters is whether this particular form of 

legal status serves the interests and objectives of the law. And Koops, Hil-

debrandt, and Jaquet-Chiffelle (2010), for their part, find the arguments 

advanced by Curtis Karnow (1996), Steffen Wettig and Eberhard Zehendner 

(2004), Andreas Matthias (2004), and Gunther Teubner (2006) to make rea-

sonable cases by demonstrating how the projected benefits could offset the 

anticipated costs.

All these arguments were, at the time they were developed, a matter of 

theory. And theoretically the idea seems entirely reasonable and intuitive. 

As Jacob Turner (2019, 186) summarizes, “Where the chain of causation 

between a recognized legal person and an outcome has been broken, inter-

posing a new AI legal person provides an entity which can be held liable or 

responsible. AI personality allows liability to be achieved with minimum 

damage to fundamental concepts of causation and agency, thereby main-

taining the coherence of the system as a whole.” Then in 2017, this con-

cept of limited legal personhood, as well as the terms and conditions of 

these cost/benefit analyses, were put into practice with the European Parlia-

ment’s proposal that AI systems and robots be considered “electronic per-

sons.” Although the proposal as originally written did not pass and become 

law, it did have the effect of putting the concept of electronic person into 

circulation, making limited legal personhood for AI systems and robots a 

very real possibility and something more than a theoretical proposal or 

thought experiment.

Finally, and at the far end of the spectrum, there are proposals to grant 

the status of full legal personhood to AI sytems, robots, and other forms 

of autonomous technology. “The constructions of limited legal person-

hood could,” as Koops, Hildebrandt, and Jaquet-Chiffelle (2010, 557–558) 

explain, “evolve into the third strategy, namely to change the law more 

fundamentally by attributing full personhood to new types of entities. This 

would concern both liability on the basis of wrongful action and culpability 

and a lawful claim to posthuman rights.” This outcome is much more theo-

retical and speculative as it depends on future technological innovation 

and ultimately is considered to be a matter not of legal exigency but of the 

capacities and/or demonstrated capabilities of the artificial entity. “When 

it comes to attributing full legal personhood and ‘posthuman’ rights to 

new types of entities, the literature seems to agree that this only makes 

sense if these entities develop self-consciousness” (561). This conclusion is 
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consistent with what has been advanced elsewhere in the literature (Solum 

1992; Calverley 2008; Rademeyer 2017; Kurki 2019; Reiss 2021). At this 

point, then, arguments for the extension of full legal personhood reach 

a kind of practical limit and revert to the terms and conditions of natural 

personhood with (self-)consciousness, once again, situated as the qualify-

ing criterion.

5.3  Outcomes and Results

By comparison to what has been published and circulated by opponents, 

it appears that there is a greater level of discursive activity on the side of 

those who advocate for an extension of legal personhood. This should not 

be surprising, mainly because withholding the status of legal person from 

robots, AI, and other artifacts is already a kind of accepted practice inso-

far as these technological devices—like all artifacts before them—tend to 

be understood, explained, and situated as nothing more than things or 

instruments. Consequently, formulating an argument for what is already 

taken to be an accepted way of thinking does not appear to be urgent or 

even needed. Making a case for the legal personality of AI systems, robots, 

and other artifacts, on the contrary, is seemingly a counterintuitive move. 

For this reason, the burden of proof is typically assumed to be situated on 

that side of the debate, and the arguments offered in support of the more 

conservative positions become necessary in response and as a corrective to 

these more adventurous proposals.

In constructing these different arguments, what matters and makes the 

difference is something that is dependent not on a set of intrinsic meta-

physical properties or essential features of the individual entity (as was the 

case for natural persons) but on the social relationships in which the entity 

stands in comparison to other subjects of the legal system. As Visa A. J. 

Kurki (2019, 189) neatly summarizes it, “Endowing an AI with the inci-

dents of legal personhood that enable it to function as an independent 

commercial actor does not bespeak any acceptance of the notion that AIs 

are endowed with ultimate value. The legal personhood of an AI can rather 

serve various purposes that might have nothing to do with the AI itself, 

such as economic efficiency or risk allocation.”

This means that legal personality is not so much about the artifact. It 

is about us, our social institutions, and the roles that come to be assigned. 
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Consequently, the concept of person is, as Chopra and White (2011, 187) 

have explained, a social/relational matter: “The various connections of the 

concept of person with legal roles concede personhood is a matter of inter-

pretation of the entities in question, explicitly dependent on our relation-

ships and interactions with them. Personhood thus emerges as a relational, 

organizing concept that reflects a common form of life and common felt 

need. For artificial agents to be become legal persons, a crucial determinant 

would be the formation of genuinely interesting relationships, both social 

and economic, for it is the complexity of the agent’s relational interactions 

that will be of crucial importance.”

Thus, the way things are decided is ultimately not philosophical but 

pragmatic and results oriented. It is about calculating and comparing the 

costs and benefits of actual outcomes and social impact. One side argues 

that the benefits of extending legal personality to AI and robots exceed the 

potential costs, while those on the opposing side argue the exact opposite—

namely, that the costs of extending legal personality are too great and can-

not be justified by any of the potential benefits.

Despite this very practical effort and results-oriented procedure, these 

arguments turn out to be no less speculative and conditional than those 

that have been advanced for natural personhood. Both sides try to accu-

rately forecast what will happen if or when some form of legal personality is 

granted or denied to robots or other kind of technological artifacts. And the 

debate between the two sides is, for now at least, unresolved—and there is 

a good reason for this. Most of what is being argued is based on speculation 

about what one believes might occur or not occur in the not-too-distant 

future as we try to fit these novel entities into our existing legal systems. 

At some point, decisions will need to be made and instituted—whether by 

legislative action or by way of the courts—and it is only in the wake of these 

determinations and their eventual social outcomes that it will be possible 

to begin assembling the data and evidence to prove one or the other side 

correct. But—and this is the concern on both sides of the debate—waiting 

for this to happen may be too late. Hence the sense of urgency that is often 

communicated in these efforts.

Right now, however, it appears that all of this investigative effort has 

simply led us into a kind of stalemate or impasse. After having examined 

the arguments both for and against robots being restricted to the category 

of thing and the arguments for and against robots achieving the status 
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of person—either natural person or artificial/legal person—one fact has 

become clearly evident: the debate seems to be irresolvable. There are just 

as many good reasons for robots to be considered things as there are for 

robots to be granted access to the category of person. In other words, reifi-

cation appears to be just as reasonable and justifiable as efforts at personifi-

cation. And unfortunately, this does not appear to be an empirical problem 

that could be resolved with more data, evidence, or even additional argu-

mentative effort. The problem, then, may be with the organizing logic of 

the debate itself—specifically, the exclusive person/thing dichotomy. The 

next chapter responds to this challenge by examining various proposals for 

developing a mediating third term that is not simply either thing or person 

but both/and.

Downloaded from http://direct.mit.edu/books/book-pdf/2156679/book_9780262375221.pdf by guest on 26 September 2024



Downloaded from http://direct.mit.edu/books/book-pdf/2156679/book_9780262375221.pdf by guest on 26 September 2024



6  Both/And

In the novel Frankenstein, Mary Shelley anticipated, with remarkable vision 

and clarity, the profound challenges that now confront us in the face or 

the faceplate of robots, AI systems, and other artifacts.1 What makes the 

creature of Shelley’s story so disturbing, terrifying, and monstrous is that it 

or he (and the choice of pronoun matters in this context) does not easily fit 

into the existing categories by which we typically divide up and make sense 

of things. Fashioned from lifeless body parts of human corpses, stitched 

together in the laboratory, and then animated with the spark of electric-

ity, the creature occupies a liminal position that straddles the conceptual 

opposites that are employed to order, organize, and make sense of things: 

living/nonliving, natural/artificial, person/thing. In fact, it is this latter 

distinction—the one separating who is a person from what is a thing—that 

is of crucial importance to the development of the narrative.

When Victor Frankenstein brings his creature to life—that moment por-

trayed in all subsequent retellings where the “mad scientist” proclaims to 

the heavens: “It’s alive!”—he comes face to face with an unexpected moral 

dilemma: Is this artificially produced creature just a thing or object that 

can be used and disposed of as he sees fit? Or is it a person, another inde-

pendent subject to whom one would be obligated to respond and need 

to respect? The question is important and, for Dr. Frankenstein at least, 

seemingly inescapable. This is due to the fact that the conceptual opposi-

tion dividing person from thing has been a fundamental and irreducible 

organizing principle. As Esposito (2015, 1–2) writes in the opening salvo of 

his book Persons and Things: “If there is one assumption that seems to have 

organized human experience from it very beginnings it is that of a divi-

sion between persons and things. . . . Since Roman times, this distinction 
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has been reproduced in all modern codifications, becoming the presupposi-

tion that serves as the implicit ground for all other types of thought—for 

legal but also philosophical, economic, political, and ethical reasoning. A 

watershed divides the world of life, cutting it into two areas defined by 

their mutual opposition. You either stand on this side of the divide with 

persons, or on the other side with things: there is no segment in between to  

unite them.”

The person/thing dichotomy has been an undeniably useful and influen-

tial ordering principle, one that not only has the weight of history behind 

it but has been codified in both language and thought. For this reason, the 

principal challenge that is confronted in the face or the faceplate of robots 

and AI systems concerns how we decide to fit these artifacts into this often 

unquestioned and seemingly unassailable ontological order. One side in 

the debate argues that robots and AI systems are things and should forever 

remain things not only because of what they are (or, perhaps better stated, 

are not) in their essence but also because of the complicated moral, legal, 

and social problems that we would incur otherwise. The other side argues 

that there is something qualitatively different about these artifacts—either 

due to their very nature or because of the different roles they have been 

assigned to play in social reality—that would justify extending some aspect 

of the status of person to these other forms of socially interactive entities.

The problem—a problem that has been documented and analyzed in 

the course of the preceding chapters—is that accommodating these tech-

nological innovations in one category or the other turns out to be difficult, 

inconclusive, and irresolvable. Like the unnamed creature in Frankenstein, 

there is something exceedingly disturbing and monstrous about robots 

and AI systems, such that they do not, for one reason or another, fall 

neatly and unequivocally on one or the other side of the distinction. “In 

the dichotomous model that has long opposed the world of things to the 

world of persons,” Esposito (2015, 3) writes, “a crack appears to be showing”  

(figure 6.1).

In the face of this unexpected challenge, we can obviously try to work 

with the existing conceptual framework and logic that distinguishes persons 

from things. And doing so will produce acceptable if not rather predictable 

results, with each side gathering new evidence and heaping up additional 

arguments to substantiate their position. But like all such debates, the 

chances of this being resolved in a way that would be satisfactory for all 
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parties to the conversation appears to be highly improbable. So instead 

of trying to squash robots, AI systems, and other technological artifacts 

into the conceptual boxes of person or thing, it may be more effective to 

consider revising the existing moral and legal ontology, formulating other 

ways of dealing with these artifacts that do not limit us to just these two 

mutually exclusive options.

6.1  Alternatives and Synthetic Solutions

One problem with conceptual opposites, like that which has distinguished 

person from thing, is that they have “compressed and continue to compress 

human experience into the confines of this exclusionary binary equation” 

(Esposito 2015, 4), such that between person and thing “there appears to 

be nothing” (16). Although binary oppositions have a certain functionality 

and logical attraction, they often seem to be unable to represent accurately 

Figure 6.1
Robots, AI systems, and other seemingly intelligent artifacts complicate efforts at 

both reification and personification. Original image created by and used with the 

permission of Bartosz Mamak.
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or to capture the rich experiences of actual existing empirical reality, which 

always seems to complicate simple reduction into one of two options. It is 

for this reason that we are generally critical of false dichotomies—the parsing 

of complex experience into a simple and irreducible either/or distinction.

One method for resolving this problem is to formulate a third term that 

is neither one thing nor the other or a kind of combination or synthesis of 

the one and the other. Consider, for example, one of the most recognizable 

binary oppositions in global media culture, the red and blue pills from The 

Matrix. In a pivotal scene from the first film (Wachowski and Wachowski 

1999), the protagonist Neo is presented with an exclusive and life-altering 

either/or decision. As Morpheus explains: “You take the blue pill—the story 

ends, you wake up in your bed and believe whatever you want to believe. 

You take the red pill—you stay in Wonderland, and I show you how deep 

the rabbit hole goes.” In responding to this exclusive either/or distinction, 

Slavoj Žižek does not advocate picking one pill or the other. He tries to 

split the difference by making a seemingly simple and reasonable demand: 

“I want a third pill!” (Žižek in Fiennes 2009). Alternatives like this sound 

liberating and hold considerable promise, precisely because they appear to 

interrupt the structural limitations imposed by either/or logic and arrange 

for a more nuanced representation and understanding of a wider range of 

possibilities. And there have been a number of efforts to do exactly this 

in response to the perceived limitations with the person/thing dichotomy, 

especially (but not exclusively) in the legal literature on the subject.

6.1.1  Slaves and Artificial Servants

One possible, if not surprising, solution to the exclusive person/thing 

dichotomy is slavery. Already in the Roman period—during the time that 

Gaius formalized the division separating person from thing—slaves occu-

pied a curious dual position: “as persons, to which they belonged on the 

abstract plane of denominations, and as things, into which they were in 

actuality assimilated” (Esposito 2015, 26). In ancient Rome, slaves were 

things—property of the paterfamilias—that nevertheless had some legal 

standing that distinguished them from other kinds of objects and instru-

ments. As Ugo Pagallo (2011, 351) explains, “Slaves were considered ‘things’ 

that, nevertheless, played a crucial role both in trade and in commerce: 

The elite, as in the paradigmatic case of the emperor’s slaves, were estate 

managers, bankers, and merchants. They had the legal capacity to enter 
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into binding contracts, to represent their masters, to hold important jobs as 

public servants or for their masters’ family business, to amass, manage, and 

make use of property.”

This particular formulation is not something that is limited to ancient 

Rome. It extends into the modern period and can be seen in the legal stat-

utes of slave-holding states of the American Confederacy. According to Cho-

pra and White (2011, 41), state law during this time recognized slaves as 

legal agents of their owners. In support of this, they cite a historical study of 

Virginia State Law conducted by A. Leon Higginbotham Jr. and Barbara K. 

Kopytoff (1989, 518): “The automatic acceptance of the slave’s agency was 

a recognition of his peculiarly human qualities of expertise, judgment, and 

reliability, which allowed owners to undertake dangerous and difficult work 

with a labor force composed mainly of slaves. Far from conflicting with the 

owner’s rights of property, such recognition of the humanity of the slave 

allowed owners to use their human property in the most profitable ways.”

Unlike other kinds of things in their possession, the slave provided the 

master with an intelligent tool that could exercise judgment and make 

independent decisions that would benefit the master. For this reason, two 

legal scholars, Sohail Inayatullah and Phil McNally (1988, 131), have sug-

gested that slavery might provide a useful legal framework for dealing with 

the social opportunities and challenges of intelligent artifacts: “Given the 

structure of dominance in the world today: between nations, peoples, races, 

and sexes, the most likely body of legal theory that will be applied to robots 

will be that which sees robots as slaves.”

Associating robots with slavery and drawing on the history of human 

servitude to provide a moral and legal framework for dealing with intel-

ligent artifacts is something that is often explained and even excused as a 

kind of metaphor or analogy. As Andrew Katz (2008) explains: “The anal-

ogy (like any other analogy) is not a perfect one, but comparison may be 

instructive. Like a slave, an autonomous agent has no rights or duties itself. 

Like a slave, it is capable of making decisions which will affect the rights 

(and, in later law, the liabilities) of its master. By facilitating commercial 

transactions, autonomous agents have the ability to increase market effi-

ciency. Like a slave, an autonomous agent is capable of doing harm.”

But the “parallels” (Katz’s word) between robots and human slaves is not 

just a (potentially imperfect) comparison or analogy. It is literal, insofar as 

robots have been slaves from the very beginning. The neologism robot was 
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initially introduced and popularized by Czech playwright Karel Čapek in 

his 1920 stage play R.U.R. (Rossum’s Universal Robots). In Czech, as in several 

other Slavic languages, the word robota (or some variation thereof) denotes 

“servitude or forced labor,” and robot was the word that Čapek (following 

the advice of his older brother Josef) used to designate a class of manufac-

tured, artificial workers that eventually rise up and revolt against the tyr-

anny of their human makers and taskmasters.

Since Čapek, the association of robots with slaves not only persists in 

but has been normalized by subsequent science fiction. The title of Gregory 

Jerome Hampton’s book on the subject pretty much says it all: Imagining 

Slaves and Robots in Literature, Film, and Popular Culture: Reinventing Yester-

day’s Slave with Tomorrow’s Robot. But well before contemporary science fic-

tion, Western literature and philosophy have been at work imaging and 

imagining robot servants. “The promise and peril of artificial, intelligent 

servants,” Kevin LaGrandeur (2013, 9) explains, “was first implicitly laid 

out over 2000 years ago by Aristotle.” Although a type of artificial servant 

had already been depicted in Homer’s Iliad with the tripods of Hephaestus 

that could, as Adrienne Mayor (2018, 145) explains, “travel of their own 

accord, automatoi, delivering nectar and ambrosia to banquets of the gods 

and goddesses,” it was Aristotle’s Politics that first theorized their general 

uses and significance. Aristotle, therefore, accurately characterized robots 

avant la lettre. The autonomous artificial servants that he described would 

not only work tirelessly on our behalf but would, precisely because of this, 

make human servitude and bondage virtually unnecessary (Aristotle 1944, 

1253b38–1254a1). And since the time of Aristotle, as LaGrandeur (2013) 

documents, many different versions of “artificial slaves” appear in ancient, 

medieval, and Renaissance sources.

Mid-twentieth-century predictions about the eventual implementation 

of real and not just fictional robots draw on and mobilize a similar formu-

lation. In 1950, Norbert Wiener, the progenitor of the science of cybernet-

ics, suggested that “the automatic machine, whatever we may think of any 

feelings it may have or may not have, is the precise economic equivalent 

of slave labor” (Wiener 1988, 162; see also Wiener 1996, 27). In the Janu-

ary 1957 issue of Mechanix Illustrated, a popular science and technology 

magazine published in the United States, one finds a story with the head-

line “You’ll Own ‘Slaves’ by 1965” (figure 6.2). The article begins with the 

following characterization of robot servitude, which connects the dots in 

Downloaded from http://direct.mit.edu/books/book-pdf/2156679/book_9780262375221.pdf by guest on 26 September 2024



Both/And	 139

what can only be described as a rather disturbing and entirely insensitive 

fashion: “In 1863, Abe Lincoln freed the slaves. But by 1965, slavery will 

be back! We’ll all have personal slaves again, only this time we won’t fight 

a Civil War over them. Slavery will be here to stay. Don’t be alarmed. We 

mean robot ‘slaves’” (Binder 1957, 62).

Who is addressed by and is considered to be the intended recipient of 

this statement is, as Ruha Benjamin (2019, 56) points out, informative. 

The subjects who are intended or interpellated by the collective personal 

pronoun we are “not descendants of those whom Lincoln freed.” This is 

presumably why we—white robot-slave owners who will all have personal 

slaves again—do not need to be alarmed. And in an interview from 1994, 

Marvin Minsky explained the advantages and potential hazards of AI by 

mobilizing slavery and, in the process, occupying and speaking from the 

privileged position of the master: “There’s the old paradox of having a very 

smart slave. If you keep the slave from learning too much, you are limiting 

its usefulness. But, if you help it to become smarter than you are, then you 

Figure 6.2
Pages from the magazine Mechanix Illustrated, January 1957. Public domain image.
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may not be able to trust it not to make better plans for itself than it does for 

you” (Minsky 1994, 25).

Instead of being an exception, slavery seems to be the rule. In 2010, for 

instance, Joanna Bryson published an essay with a title that reads like a 

moral imperative: “Robots Should Be Slaves.” In this undeniably influen-

tial text (as evidenced by the fact that it has been cited over 315 times in 

the subsequent literature), Bryson (2010, 63) argued “that robots should 

be built, marketed and considered legally as slaves.” Her point was simple, 

even if, as she herself has subsequently admitted (Bryson 2015), the word 

choice was insensitive and abrasive. “Slaves are normally defined,” Bryson 

(2010, 64) explains, “to be people you own . . . When I say ‘Robots should 

be slaves,’ I by no means mean ‘Robots should be people you own.’ What I 

mean to say is ‘Robots should be servants you own.’” With the term slave, 

then, Bryson sought to distinguish who is a person from what is a thing and 

to recognize that robots—irrespective of their capabilities—are a kind of 

property and therefore something that should never be accorded the moral 

or legal status of person.

Likewise, Steve Petersen has sought to justify “engineered robot ser-

vitude” (2007, 45) or the creation of “artificial persons” (APs) that are 

deliberately designed to serve our needs and desires (Petersen 2011, 284). 

Petersen’s argument (which in the initial essay on this subject from 2007 

he admits took him a bit by surprise) also employs the concept of slavery 

or servitude to mediate and resolve the tension between the two categories 

of person and thing:

There can  .  .  . be artifacts that (1) are people in every relevant sense, (2) com-

ply with our intentions for them to be our dedicated servants, and (3) are not 

thereby being wronged. I grant that this combination is prima facie implausible, 

but there are surprisingly good arguments in its favor. In a nutshell, I think the 

combination is possible because APs could have hardwired desires radically differ-

ent from our own. Thanks to the design of evolution, we humans get our reward 

rush of neurotransmitters from consuming a fine meal, or consummating a fine 

romance. . . . If we are clever we could design APs to get their comparable reward 

rush instead from the look and smell of freshly cleaned and folded laundry, or 

from driving passengers on safe and efficient routes to specific destinations, or 

from over seeing a well-maintained and environmentally friendly sewage facility. 

(Petersen 2011, 284)

According to Petersen’s characterization, artificial servants would be 

persons (or what he calls full-blown people) that could be legitimately used 
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as instruments or things because of essential differences in the way their 

reward mechanisms would be designed to function. Unlike human persons, 

who have complex needs and desires dictated by the biological exigencies 

of evolutionary development, we can, he argues, legitimately design arti-

facts that would be the equivalent of the “happy slave,” wanting nothing 

more than to serve us. “It is,” Petersen (2011, 284) concludes, “hard to find 

anything wrong with bring about APs and letting them freely pursue their 

passions, even if those pursuits happen to serve us.” Formulated in this way, 

the robotic artifact would occupy a third, seemingly implausible position, 

where it would be both person and thing.2

6.1.2  Robot Slaves

The category of slave, then, provides an attractive, albeit unsettling paral-

lel (and we will get to the reasons why shortly) for responding to, if not 

resolving, many of the moral and legal challenges currently confronted in 

the face or the faceplate of robots, AI systems, and other seemingly intel-

ligent artifacts. And a number of legal scholars have taken the idea very 

seriously, arguing, in seeming agreement with Bryson, that robots should 

be slaves. Chopra and White (2011, 41), for instance, find that the Roman 

concept of slavery provides a compelling and rather practical solution to 

the contracting problem: “Roman law, in dealing with slaves, had to deal 

with legal complexities akin to ours. Roman slaves were skillful, and often 

engaged in commercial tasks on the direction of their masters. They were 

not recognized as legal persons by the jus civile or civil law, and therefore 

lacked the power to sue in their own name (Bradley 1994, 25ff.). But Roman 

slaves were enabled, by a variety of legal stipulations, to enter into contracts 

on behalf of their masters (Kerr 1999, 54). These could only be enforced 

through their masters, but nevertheless slaves had the capacity to bind a 

third party on their master’s behalf.”

Under Roman law, the slave was, as Ian Kerr (1999, 54) describes it, “an 

intermediary and not instrument.” They did not have legal recognition as 

full persons, but they were still able to execute some of the powers and priv-

ileges reserved for persons and not granted to other kinds of instruments 

or objects. With the slave, at least as the concept was defined and opera-

tionalized in Roman law, “the legal objects and legal subjects could coin-

cide” (van den Hoven van Genderen 2018, 21). Something similar, Chopra 

and White (2011, 41) argue, could be instituted for robots, AI systems, and 
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other artifacts. “The aim of doing so,” they clarify, “is not to confer rights or 

duties upon those devices.” Rather, the objective is “the development of a 

more sophisticated and appropriate legal mechanism that would allow per-

sons interacting through an intermediary to be absolved of liability under 

certain circumstances.”

Others—including Andrew Katz and Michaela MacDonald (Katz 2008; 

Katz and MacDonald 2020), Ugo Pagallo (2013), and Takashi Izumo 

(2018)—argue that we might usefully apply the Roman legal mechanism of 

peculium to robots, AI systems, and other artifacts. The term peculium desig-

nates a sum of money and other assets granted by the head of a household 

to his slave for the purposes of conducting business on the master’s behalf. 

“This mechanism,” Katz and MacDonald (2020, 307) explain, “enabled the 

use of slaves as agents, because the owner’s liability was limited to the value 

of the peculium, and it encouraged people to transact with slaves because 

of the security the peculium provided.” Consequently, the peculium “was 

in many ways equivalent to the modern concept of working capital, provid-

ing the equivalent of what Pagallo (2013, 104) calls “a sort of proto-limited 

liability company.” But unlike a contemporary corporation, the peculium 

provided for this without extending the status of legal person to the slave.

The reuse and repurposing of this concept with artificially intelligent 

artifacts—what Pagallo calls digital peculium—constitutes a third alternative 

that seems to be very workable, precisely because, as Izumo (2018, 16) sum-

marizes, “this legal institution enables a robot to be an accountable agent 

without legal personhood.” Here are three rather enthusiastic endorse-

ments and justifications of the concept of digital peculium:

The very idea of the peculium as well as the parallelism between robots and slaves 

is so attractive, because they show a sound way to forestall any legislation that 

might prevent the use of robots due to their risks and the consequent exces-

sive burden on the owners (rather than, say, on the producers and designers) of 

robots. By striking a balance between people’s claim not to be dilapidated by their 

robots’ activities and the interest of the robots’ counterparties to be protected 

when transacting with them, an updated form of peculium seems particularly 

interesting in order to address a new generation of contractual obligations and a 

novel source of agency as well. (Pagallo 2011, 352)

DP [Digital Peculium], an imitation of the concept of peculium granted to Roman 

slaves, is not only possible but also useful for determining the location of prop-

erty and the identity of the entity responsible for it. By granting DP, the owner of 

a robot can declare de jure how much he/she thereby invests in it and can inform 
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creditors who deal with this robot about its financial affairs, while the robot itself 

interacts with other robots or humans purely de facto, i.e. this artefact does not 

call for its own rights or obligations. (Izumo 2018, 19)

We advocated for an approach based on the digital peculium, inspired by the 

Roman law of slavery. It provides a pertinent framework for the inevitable devel-

opment and deployment of AIAs [autonomous intelligent agents]. It is a mecha-

nism that balances the rights and obligations of the “owner” of the agent, with 

those of the transacting parties (human, corporate or, themselves, an AIA), while 

at the same time providing legal certainty to all parties. (Katz and MacDonald 

2020, 310)

All three proposals find the robot/slave parallel and the extension of the 

Roman concept of peculium to be an attractive and practical alternative to 

the person/thing dichotomy. What is perhaps remarkable about all three is 

the way that slavery is unproblematically proposed and endorsed as a solu-

tion without any critical hesitation or remark concerning its unfortunate 

history and legacy of oppression. It is as if the concept can be somehow 

sanitized and then uploaded without the stain of its troubled past.

Finally, a similar proposal coming from an entirely different tradition 

and direction is provided by Mois Navon in the essay “The Virtuous Servant 

Owner—a Paradigm Whose Time Has Come (Again).” In this essay, Navon 

(2021, 12) takes up, as he describes it, “the most unpopular position of 

defending the indefensible: slavery.” In doing so, he is explicitly not “advo-

cating human slavery but rather appropriating the paradigm, the metaphor, 

if you will, in its most virtuous form to guide human interactions with 

mindless humanoids,” especially social robots. So like the previous efforts, 

Navon seeks to repurpose the traditions and experiences of human slavery 

as a paradigmatic example or metaphor for dealing with and responding to 

the social opportunities and challenges of robots, meaning that it is another 

way of saying: “Don’t be alarmed. We mean robot ‘slaves.’”

But unlike the other efforts in this domain, Navon approaches this sub-

ject not from the laws and jurisprudence of ancient Rome but by calling 

upon Jewish traditions—specifically, the legal writings of medieval Jewish 

philosopher Moses Maimonides. Navon organizes his argument around a 

pivotal passage in Maimonides’s the Law of Slaves: “It is permissible to work 

a heathen slave relentlessly. Though this is the law, the quality of virtue 

and the ways of wisdom demand of a human being to be compassionate 

and pursue justice, and not make heavy his yoke on his slave nor distress 
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him” (Navon 2021, 8). According to Navon’s reading, this passage dictates 

that one’s slave be treated with dignity and not merely as an instrumental 

means. And he substantiates this conclusion by citing a similar statement 

from Immanuel Kant’s Metaphysics of Morals: “Servants are included in what 

belongs to the head of a household, and, as far as the form (the way of his 

being in possession) is concerned, they are his by a right that is like a right 

to a thing; . . . But as far as the matter is concerned, that is, what use he 

can make of these members of his household, he can never behave as if he 

owned them” (Kant 2017, 72; Navon 2021, 7–8).

Navon therefore focuses his attention not on the social situation and sta-

tus of the robot-slave but on the virtues and obligations of its human master. 

In effect, Navon shifts the viewpoint from a concern with the moral patient 

and its rights (or lack thereof) to the moral agent and the obligations that 

are imposed on them by virtue of their position of mastery over the robot-

slave. In doing so, Navon formulates a third alternative or “middle ground 

between the one extreme of treating Social Robots (SR) as mere machines 

versus the other extreme of accepting Social Robots as having human-like 

status” (Navon 2021, 1). This third way—where the robot is treated neither 

as a mere thing nor as another person—is what Navon designates the vir-

tuous servant owner (VSO): “VSO defines the SR as our slave, our property, 

our instrument, all the while commanding us to behave virtuously with it, 

treating it as an end. Relating to the SR not merely as an instrument, but as 

an end, allows us to maintain our own virtuous character. Keeping the SR 

on the level of instrument, allows us to avoid bringing it in to our moral 

circle and thus avoid most of the Pandora’s box of misplaced moral status 

issues” (Navon 2021, 10).

These various efforts to repurpose the ancient laws of slavery, derived 

either from Roman or Jewish sources, constitute something of a “back to 

the future” moment, and they have traction precisely because they provide 

both a moral and legal foundation for a third category of entity, one that 

occupies a position in between the two mutually exclusive options of per-

son and thing that had been established by Gaius’s Institutes. Consequently, 

slavery is promoted as a means to resolve a number of practical problems in 

the use of emerging technology without ever needing to get into the messy 

moral and legal territory of entertaining the extension of legal personality 

to AI systems, robots, and other artifacts. In other words, even if the idea 

of slavery is abrasive, or what Navon calls unpopular, in the abstract, it is 
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nevertheless able to provide what is arguably a very practical solution, one 

that is able to integrate AI systems and robots into the existing social order 

without, as Izumo (2018, 14) concludes, either needing to extend legal per-

sonality to artifacts or “destroying the current legal system.”

6.2  Critical Problems and Complications

Despite these seemingly practical advantages, there are substantive prob-

lems and profound moral difficulties that complicate these various “robots 

should be slaves” proposals.

6.2.1  Partial Solution

The concept of Roman slavery and the digital peculium, in particular, are 

obviously and intentionally limited to commercial transactions governed 

by civil law. Whether the same kind of legal innovation would apply to or 

even work in criminal matters (e.g., harms caused by accidents with self-

driving vehicles, civilian fatalities inflicted by lethal autonomous weapons, 

or misdiagnosis by AI systems and robots in medicine) is a more compli-

cated issue. As Sam Lehman-Wilzig (1981, 449) explained, the question of 

noxal liability is not so easily resolved and exhibits important and seem-

ingly irreducible differences across cultures and even within a single tradi-

tion. “Jewish law essentially held that yad eved k’yad rabbo—the hand of the 

slave is like the hand of its master.” But the interpretation of this statute 

varied, with the Sadducees “contending that the master should be answer-

able for his slave’s injurious action,” while the Pharisees “argued no liability 

for the owner since slaves have the ability to understand the consequences 

of their behavior.”

Roman law is similar insofar as “a noxal action lies against the dominus, 

under which he must pay the damages ordinarily due for such a wrong, or 

hand over the slave to the injured person” (Lehman-Wilzig 1981, 449). But 

it differs to the extent that this stipulation had been restricted to situations 

of civil injury and did not apply to criminal matters. American slave law, 

by contrast, attempted to divide the assignment of liability. If the slave’s 

actions were taken on the order of his master, then it was the master who 

was held accountable for the outcome. But “criminal acts not done by his 

order, do not create a responsibility upon the master” (Lehman-Wilzig 1981, 

449, quoting Cobb 1968, 273). As Robert van den Hoven van Genderen 
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(2018, 15) notes, this division in the assignment of liability produces a 

potentially contradictory situation regarding legal personality: “American 

law was inconsistent in its constitution of the personality of slaves. While 

they were denied many of the rights of ‘persons’ or ‘citizens,’ they were still 

held responsible for their crimes, which meant that they were persons to 

the extent that they were criminally accountable.”

And when one or another of these slave laws is appropriated and repur-

posed for dealing with robots, AI systems, and other artifacts, the operative 

question is often not the assignment of liability, which is understandably 

complicated by how one decides to deal with the question of intention 

or mens rea, but punishment. As Lehman-Wilzig (1981, 449) accurately 

explains: “The real difficulty in the slave-robot legal parallelism, how-

ever, lies not in the liability of the owner but rather in the punishment 

to be meted out to the robot in cases where no liability can be attached 

to his modern dominus. In all three aforementioned legal traditions [Jew-

ish, Roman, and American], it is the slave in certain circumstances who 

must bear the brunt of the law’s punishment. But how does one ‘punish’ 

a robot?” Efforts to respond to this question have been contentious and 

largely inconclusive (Asaro 2012; Danaher 2016). For this reason, the insti-

tution of slavery and the category of slave as a possible third alternative to 

the person/thing dichotomy remains a partial solution at best.

6.2.2  Slavery

Where legal scholars have found the robot-slave parallel to be an expedi-

ent albeit partial solution, others see it as ethically suspect and a signifi-

cant moral problem. This is especially evident in the face (or faceplate) of 

socially interactive artifacts, as Massimiliano Cappuccio, Anco Peeters, and 

William McDonald (2020, 25) explain: “As underlined by Sparrow (2017), 

the fundamental ethical problem at the core of social robotics is that, while 

robots are designed to be like humans, they are also developed to be owned 

by humans and obey them. The disturbing consequence is that, while 

social robots become progressively more adaptive and autonomous, they 

will be perceived more and more as slave-like. In fact, owning and using an 

intelligent and autonomous agent instrumentally (i.e., as an agent capable 

to act on the basis of its own decisions to fulfill its own goals) is precisely 

the definition of slavery. The moral implications, from the point of view of 

virtue ethics, are both evident and worrying.” Consequently, what seems 
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to be a practical and entirely workable legal solution is, in fact, a deeply 

troubling ethical dilemma. But the problem does not necessarily lie where 

one might initially think—namely, in how the robot or AI system might 

feel about their subjugation or suffering under the yoke of bondage. This is 

something that receives a lot of attention in science fiction as it has been 

one of the organizing narrative features of the robot story since the time 

of Čapek’s R.U.R. But this is a fiction based on misperceptions about and 

overidentification with the technological artifact.

There is, Bryson (2010) argues, no reason for us to design robots that 

would either have or invite this problem, and what is worse, it would be 

wrong (or at least morally problematic) for us to create such mechanisms 

in the first place. In other words, we should only fabricate what are ostensi-

bly mindless slaves—robotic servants or “people to serve” (Petersen’s term) 

that, like our refrigerators and other technological devices, work tirelessly 

for us, do not mind doing so, and are clearly identified to us as such so that 

no one would ever become confused or make the mistake of misattribution 

through anthropomorphic projection—for example, worry about whether 

the toaster ever gets tired or bored with making toast.

But even if we grant this, there are still problems, because slavery has a 

deleterious effect on those who would occupy (or presume to occupy) the 

position of mastery. In The Phenomenology of Spirit, G. W. F. Hegel (1977, 

111–119) famously demonstrated that slavery has negative consequences 

for the master, who is, due to the very logic of the master/slave dialectic, 

incapable of achieving independence insofar as he is and remains beholden 

to the work performed by the slave. This philosophical insight has been 

borne out and verified by historical evidence. As Alexis de Tocqueville 

(1899, 361) reported about his travels through the southern United States, 

slavery was not just a problem for the slave, who obviously suffered under 

the burden of forced labor and dehumanizing racial prejudice; it also had 

deleterious effects on the master and his social institutions: “Servitude, 

which debases the slave, impoverishes the master.”

The full impact of this “all-pervading corruption produced by slavery” 

(Jacobs 2001, 44) is perhaps best identified and described through the first-

person accounts recorded by former slaves. In her book Incidents in the Life 

of a Slave Girl, Harriet Ann Jacobs (2001, 46) recounts how the institution 

of slavery had a deleterious effect not only on the slaves but also on the 

slave owners: “I can testify, from my own experience and observation, that 
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slavery is a curse to the whites as well as to the blacks. It makes the white 

fathers cruel and sensual; the sons violent and licentious; it contaminates 

the daughters, and makes the wives wretched.” Frederick Douglass (2018, 

115) observed and recorded something similar regarding the dehumanizing 

effect of slave ownership on the woman who was his mistress: “Slavery 

proved as injurious to her as it did to me. When I went there, she was a 

pious, warm, and tender-hearted woman. There was no sorrow or suffering 

for which she had not a tear. She had bread for the hungry, clothes for the 

naked, and comfort for every mourner that came within her reach. Slavery 

soon proved its ability to divest her of these heavenly qualities. Under its 

influence, the tender heart became stone, and the lamblike disposition gave 

way to one of tiger-like fierceness.”

Clearly, use of the term slave is provocative and morally charged, and it 

would be impetuous to presume that the various proposals for repurposing 

the paradigm of slavery to deal with robots and AI systems—what I have 

elsewhere called Slavery 2.0 (Gunkel 2018)—would be the same or even 

substantially similar to what had occurred (and is still unfortunately occur-

ring) with human bondage. But, and by the same token, we also should not 

dismiss or fail to take into account the documented evidence and historical 

data concerning slave-owning societies and how institutionalized forms of 

slavery affected both individuals and human communities. The corrupting 

influence of socially sanctioned, institutionalized bondage concerns not 

just the enslaved population but also those who would occupy the position 

of mastery. “The problem,” Lantz Fleming Miller (2017, 5) concludes, “is 

the term ‘slave.’ If slavery is, as most of the world now concurs, not mor-

ally good, it is reasonable to deduce that not only should no one be any-

one’s slave, but also no one should be anyone’s master. There is something 

about the relationship that is wrong.” Consequently, even if one would 

be inclined to agree that “robots should be slaves” or that we can “design 

people to serve,” we still need to ask ourselves whether we would ever want 

to risk becoming masters.

6.2.3  Mastery

But who is part of we in this final sentence? The use of this first-person-

plural pronoun already implies the position of the master, and that position 

is never neutral. In fact, most if not all of the proposals for robot servi-

tude speak from and normalize the assumed point of view and privileged 
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position occupied by the slave owner. In effect, they all deploy a version of 

that patronizing statement from Mechanix Illustrated: “Don’t be alarmed. 

We mean robot ‘slaves.’” But we should be alarmed, as Daniel Estrada 

(2020, 16) explains in his careful reading and detailed response to Bryson’s 

“Robots Should Be Slaves” essay:

It should go without saying that the appeal to institutionalized slavery and ser-

vitude as “good and useful, . . . right and natural” is profoundly insensitive and 

simply in poor taste. It also highlights a deep theoretical failure in Bryson’s ethics. 

Just as with the Mechanix Illustrated comic from 1965 . . . Bryson takes for granted 

that the public would identify with slave owners rather than slaves  .  .  . These 

assumptions speak to the substantial challenges involved in grounding ethical 

policy in the collective construction of social identity. Although Bryson makes 

token gestures to recognize the historical cruelty of racialized slavery, she does 

not consider how the metaphor of slavery might be interpreted by those who 

identify more with slaves rather than with slaveholders.

Estrada’s critique is insightful and important. The concept of slavery that 

has been mobilized in so many of these proposals, like Bryson’s “Robots 

Should Be Slaves” essay, not only normalizes the position of the slave 

owner but endorses and speaks from the position of white privilege, insofar 

as the people who did the owning were more often than not white Euro-

peans, while the people who were owned were of African descent. Even if, 

as Navon (2021, 12) explains, “I am in no way, shape, or form, advocating 

human slavery,” it is virtually impossible to exit from or set aside this pro-

foundly troubled and troubling history.

This also explains (though does not justify) why the model of slavery 

that has been deployed in the legal literature on the subject typically refer-

ences ancient Roman law. The Roman institution of slavery, unlike modern 

formulations—especially those from both North and South America, where 

slavery persisted as a legitimate legal institution through the nineteenth 

century—was not predicated on nor associated with race and racist ideol-

ogy. As Ioannis Revolidis and Alan Dahi (2018, 69) explain: “In contrast 

to the justification for slavery on grounds of race found e.g., during the 

American slave era, slaves, as least in later periods of ancient Rome under 

the influence of the Stoics, were not necessarily regarded as inferior, except 

perhaps socially or financially.” Visa A. J. Kurki (2019, 147) makes a similar 

point by way of referencing Watson’s Roman Slave Law: “Slaves in ancient 

Rome . . . were not considered inferior in this sense. As Alan Watson puts 
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it, ‘[s]lavery was a misfortune that could happen to anyone. However lowly 

the economic and social position of a slave might be, the slave was not 

necessarily and in all ways regarded as inferior as a human being simply 

because he was a slave.’”

Roman law therefore furnishes contemporary moral and legal experts 

with a seemingly “sanitized” (or perhaps better stated, whitewashed) image 

of slavery that, due to its apparent “color blindness” and historical distance 

from the modern era is taken to be less troubled and troubling. Despite this, 

there are inescapable features involved in the reuse of the term slave that 

cannot be simply set aside, marginalized, or whitewashed. For this reason, 

reusing or repurposing the term slave as if it could be isolated from the sedi-

ment of history, and without at least acknowledging the complicated racial 

dimensions that are hardwired into the concept, risks being insensitive to 

and complicit with a profound problem regarding social inequity that con-

tinues to influence and have an impact on the real lives of individuals and 

communities in the twenty-first century.3 Bryson eventually recognized 

this and acknowledged it in the course of a blog post from October 2015: 

“I realise now that you cannot use the term ‘slave’ without invoking its 

human history.”

6.2.4  Ethnocentrism

Finally (and adding yet another layer of ethnocentric complexity to the 

problem), the extension of the seemingly paradigmatic master-slave rela-

tionship to robots, AI systems, and other things is culturally specific and 

distinctly Western. This is something that is identified and explained by 

Raya Jones in her examination of the work of Masahiro Mori, the Japa-

nese robotics engineer who first formulated the uncanny valley hypothesis 

back in 1970. In a statement that directly contravenes the largely Western 

robot-as-slave model, Mori (quoted in Jones 2016, 154) offers the follow-

ing counterpoint: “There is no master-slave relationship between human 

beings and machines. The two are fused together in an interlocking entity.” 

As Jones explains, Mori’s statement “connotes two ways that the concepts 

of ‘human’ and ‘robot’ can relate to each other. The ‘master-slave’ view-

point that Mori eschews accords with individualism and the conventional 

understanding of technology in terms of its instrumentality. The viewpoint 

that Mori prompts is based in the Buddhist view of the interconnectedness 

of all things” (154).
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A similar critical counterpoint has been issued from the perspective of 

indigenous traditions in the collaboratively written “Making Kin with the 

Machines.” In its opening statement, the authors deliberately reorient the 

situation and circumstance of that first-person-plural pronoun, mobilizing 

a different subject position and formulating an alternative way of under-

standing the relationship between human and machine: “We undertake 

this project not to ‘diversify’ the conversation. We do it because we believe 

that Indigenous epistemologies are much better at respectfully accommo-

dating the non-human. We retain a sense of community that is articulated 

through complex kin networks anchored in specific territories, genealogies, 

and protocols. Ultimately, our goal is that we, as a species, figure out how 

to treat these new non-human kin respectfully and reciprocally—and not as 

mere tools, or worse, slaves to their creators” (Lewis et al. 2018).

Efforts to repurpose the concept and legal institutions of slavery to deal 

with the social challenges of AI systems and robots can only be made from 

and in service to a particular cultural norm. And this way of thinking can 

only be normalized and extended to other cultures and ways of being in 

the world through a kind of presumptuous act that risks reproducing the 

injustices and injuries of colonialism. Consequently, even if “we mean 

robot slaves” (Binder 1957, 62; emphasis added) modeled on a seemingly 

sanitized version derived from ancient Roman legal sources, we should defi-

nitely be alarmed or at least critically hesitant. These arguments and pro-

posals normalize an institution of slavery that has been, according to Kite, 

“the backbone of colonial capitalist power and the Western accumulation 

of wealth” (Lewis et al. 2018), address themselves to an audience who is 

already interpellated as occupying the privileged position of the master, 

and presumptively universalize a specific and largely Western set of ideas, 

values, and expectations. Instead of being a workable solution to the thing/

person dichotomy, slavery only exacerbates existing problems and unequal 

distributions of power.

6.3  Other Solutions

Because of these critical problems and understandably disquieting con-

sequences, there have been other proposals that try to synthesize hybrid 

solutions without using or otherwise repurposing the category and con-

cept of slavery. “We may be,” Ryan Calo (2015, 549) suggests, “on the cusp 
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of creating a new category of legal subject, halfway between person and 

object. And I believe the law will have to make room for this category.” 

Although Calo identifies the need for a new legal category, he provides little 

by way of actual detail. In response to this, Jan-Erik Schirmer (2020) formu-

lates a theory of this “halfway status” by leveraging an existing concept in 

German civil law: Teilrechtsfähigkeit, or partial legal capacity.

6.3.1  Teilrechtsfähigkeit

Like other legal systems that have inherited and operationalized the exclu-

sive person/thing dichotomy originally codified in Gaius’s Institutes, Ger-

man law differentiates who is a subject of legal capacity from what is not. 

“Under German law,” Schirmer (2020, 133) explains, “legal capacity describes 

the ability to have rights and obligations. Historically, one could either 

have full legal capacity or no legal capacity at all . . . It was a system of all 

or nothing—either one had the potential to have all rights and obligations 

the legal system had to offer, or one was treated as a complete nobody.” 

Although this simple binary procedure is expedient in theory, lived experi-

ence is much more complicated. To address the inherent limitations of this 

two-tiered system of legal capacity, twentieth-century German jurist Hans-

Julius Wolff introduced and developed the concept of Teilrechtsfähigkeit, 

which identified a third alternative: “An entity could have legal capacity 

with regard to some areas of law, whereas at the same time it could be 

excluded from others” (Schirmer 2020, 134).

The concept has been successfully employed in German law to decide 

questions concerning the legal status of an unborn child and various forms 

of preliminary companies. Schirmer’s point is that this third, in-between 

legal category might also work for accommodating robots, AI systems, and 

other seemingly intelligent artifacts within existing legal systems and struc-

tures. “Intelligent agents,” he explains, “would be treated as legal subjects 

as far as this status followed their function as sophisticated servants. This 

would both deflect the ‘autonomy risk’ and fill most of the ‘responsibility 

gaps’ without the negative side effects of full legal personhood . . . It should 

be made clear by statute that intelligent agents are not persons, yet that 

they can still bear certain legal capabilities consistent with their serving 

function” (Schirmer 2020, 123).

Although not using the understandably fraught terminology of slavery 

and relying instead on the seemingly less problematic term servant, this 
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formulation is substantially similar to what Pagallo proposed with the digi-

tal peculium. And the rather troubled history of the legal term Teilrechts-

fähigkeit only makes things worse. During the Nazi regime, as Schirmer 

(2020, 134) is careful to point out, “Karl Larenz, one of the leading jurists 

of the Third Reich, heavily relied on the idea of gradated legal capacities to 

justify the exclusion of Jewish citizens from civil liberties, while at the same 

time making Jews subject to various obligations.”

Consequently, instead of providing a solution to the person/thing 

dichotomy that would be different from or avoid the unsettling conse-

quences of slavery, Teilrechtsfähigkeit seems just as troubled and troubling. 

And Schirmer’s argument not only fails to differentiate this concept of par-

tial legal capacity from slavery, it even connects the dots and closes the deal: 

“An autonomous car does not drive for driving’s sake, it drives to transport 

its occupant to a certain destination. A trading algorithm does not trade on 

its own account, but on the account of the person who deploys it. In other 

words, we are looking at the classical ‘master-servant situation,’ in which 

the servant acts autonomously, but at the same time on the master’s behalf” 

(Schirmer 2020, 136). Instead of being a viable solution to the problem and 

providing a third alternative to the person/thing dichotomy that is not 

a reformulated version of slavery, Teilrechtsfähigkeit appears to be more of  

the same.

6.3.2  Nonpersonal Subjects of Law

Tomasz Pietrzykowski (2018) introduces something similar under the mon-

iker nonpersonal subjects of law. As demonstrated in the course of his analy-

sis, the “stiff dichotomy between things and persons” (Pietrzykowski 2018, 

105) unfortunately fails to accommodate the challenges (or opportunities) 

presented by entities that do not quite fit one category or the other, such as 

nonhuman animals, human/animal chimeras and hybrids, the nasciturus, 

human beings in a persistent nonresponsive state, and artificial intelligence 

systems. Personifying these entities has not been entirely successful, but 

reifying them is also a problem as doing so is often found to be discordant 

with moral intuitions and evolving social practices. “A possible solution to 

this problem,” Pietrzykowski (2018, 97) argues, “might be introducing a 

category of non-personal subject of law . . . This postulated category would 

take into account both the ability to hold basic subjective interests deserv-

ing of legal protection and the lack of properties that could plausibly justify 
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granting personhood, together with all consequences of this status, includ-

ing a set of rights, duties and responsibilities that go with it.”

What Pietrzykowski proposes, therefore, is a more fine-grained set of 

distinctions, bounded on one side by things, which are objects and not 

subjects of the law; and on another by persons, who are legal subjects with 

all the associated rights, duties, and responsibilities customarily afforded 

them; and then in between these two existing categories, there would be 

the third classification of nonpersonal subjects of law, which would effec-

tively split the difference: that is, these things would have limited legal 

status but would not be afforded the full recognitions and protections 

extended to persons. And as far as Pietrzykowski is concerned, the deter-

mining factor in deciding where something fits in this hierarchy is psy-

chological properties. “Granting the status of non-personal subjects of law to 

non-human beings would be based on their sentient capacities (in particular, 

the ability to consciously experience pain, distress, or any other kind of 

suffering resulting from the inability to satisfy natural needs), which entail 

the presence of subjective interests” (Pietrzykowski 2018, 103; emphasis 

in original). This formulation clearly makes room for some (but not all) 

animals, mainly mammals and birds.4 “It might also,” Pietrzykowski (2018, 

103) explains, “include organisms created through chimerisation, hybridi-

sation, and cyborgisation, as well as artificial agents, provided they are sig-

nificantly more advanced technologically than today.”

This proposal for a new legal ontology, one that includes a third cate-

gory of being, appears to resolve many of the problems inherent in the per-

son/thing dichotomy, and it does so without making reference or having 

recourse to slavery. But this might be a mere nominal difference. Although 

Pietrzykowski does not, within the context of his argument, explicitly con-

nect the dots between his proposal for a third category and the concept of 

slavery, he does reference it in a footnote: “It should be pointed out that the 

legal status of slaves, both under the Roman law and under modern legal 

systems, not only evolved but also effectively resisted a simple reduction to 

the person-thing dichotomy. In other words, while deprived of the status of 

‘persons’ equal to free human beings, slaves were in many respects treated as 

holders of certain capacities, which differentiated them from mere things” 

(Pietrzykowski 2018, 22). When viewed from the perspective of this footnote, 

it is hard to see how a nonpersonal subject of law would be substantially dif-

ferent from the legal status of the slave. Despite the promise for resolving the 
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seemingly irresolvable impasse of person and thing, the proposed nonper-

sonal subject of law category sounds like slavery by another name.

6.3.3  Bundle Theory of Legal Personhood

A third proposal has been developed by Visa A. J. Kurki under an innova-

tion he calls the bundle theory of legal personhood. The main tenets of this 

proposed theory involve the following two stipulations:

1.	 The legal personhood of X is a cluster property and consists of incidents which 

are separate but interconnected.

2.	 These incidents involve primarily the endowment of X with particular types 

of claim rights, responsibilities, and/or competences. (Kurki 2019, 5; emphasis in 

original)

The advantage of this theory over the existing orthodox view of legal per-

sonhood is that it does not reduce the matter to a simple either/or opposi-

tion but provides for a more dynamic set of conditions that can respond 

to and accommodate the various social roles that come to be occupied by 

different kinds of entities. “There is,” Kurki (2019, 5) explains, “no clear 

border between ‘full’ legal persons and nonpersons; an entity may be a legal 

person for some purposes but not for others. For instance, stipulating that 

foetuses are legal persons in the context of homicide law would not have 

to imply that foetuses could also own property.” Kurki then argues that 

this way of thinking could also be applied to and help us contend with the 

challenges of AI, precisely because “endowing an AI with the incidents of 

legal personhood that enable it to function as an independent commercial 

actor does not bespeak any acceptance of the notion that AIs are endowed 

with ultimate value.”

The bundle theory therefore provides for a formulation of legal subjec-

tivity that can, as Sylwia Wojtczak (2022, 205) points out, “contain more, 

or fewer, elements of different types (e.g., responsibilities, rights, compe-

tences, and so on), which can be added, or taken away, by the lawmaker” 

as the situation requires. This is precisely what has been operationalized 

with recent decisions regarding the legal status of delivery robots. In grant-

ing these devices—what the letter of the law calls personal delivery devices—

recognition as pedestrians and extending to them all the rights and 

obligations that go with that classification, lawmakers are not seeking to 

resolve the big philosophical questions of robot moral standing or legal per-

sonality. They are simply seeking to provide a framework for integrating the 
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robot into existing legal practices and to align those practices with evolving 

social needs. These decisions, in other words, are entirely functional and 

based on the role that the robot occupies or plays in the specific context of 

street traffic. Extending to the robot a specific set of rights and obligations 

associated with and afforded to pedestrians does not mean that we also 

need to give it the vote or the right to own property.

This way of proceeding sounds entirely practical and provides what is 

arguably a more adequate framework for dealing with the social opportuni-

ties and challenges of robots, AI systems, and other seemingly intelligent 

artifacts. But for Kurki, the features of this new theory of legal personhood 

are once again explained and justified by way of comparison to the concept 

and laws of slavery, insofar as “slaves held both rights and duties yet they 

were not legal persons” (Kurki 2019, 71). Although Kurki does not endorse 

and is even critical of the “robots should be slaves” proposal that has been 

advanced by Bryson and others, his bundle theory of legal personhood is 

described and justified in terms of slavery. “My theory,” Kurki (2019, 121) 

explains, “does not give rise to a need to reclassify slaves as legal persons 

tout court. The number of incidents they were endowed with was simply too 

limited to warrant classifying them as legal persons tout court. A legal person 

endowed only with active incidents can merely be burdened by onerous 

legal personhood and be empowered to act as the agent of someone else, as 

with the slaves of ancient Rome who represented their masters.”

6.3.4  Three Liability Regimes

Another solution has been introduced and developed by Anna Beckers and 

Gunther Teubner in the book Three Liability Regimes for Artificial Intelligence. 

As their title indicates, the focus of the effort is liability law: specifically, the 

many different ways that actual existing technology already complicates 

things, rendering the standard instrumentalist way of thinking—that is, 

making algorithms, AI systems, and robots “just tools” of human decision-

making and action—just as untenable and unworkable as extending legal 

personality to these artifacts. In response, the authors “propose three liabil-

ity regimes for addressing the considerable responsibility gaps caused by 

AI-systems: Vicarious liability for autonomous software agents (actants), 

enterprise liability for inseparable human-AI interactions (hybrids) and col-

lective fund liability for interconnected AI systems (crowds)” (Beckers and 

Teubner 2021, v).
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The proposal definitely has promise, especially because it directly con-

fronts and seeks to break out of the simplistic person/thing dichotomy. 

“The clear-cut alternative that dominates today’s political debate—either AI 

systems are mere instruments, objects, products, or they are fully-fledged 

legal entities—is therefore just wrong. Does the law not have more subtle 

constructions to counter the new digital threats? That the law provides 

only for the simple alternative, either full personhood or no personhood 

at all, is too simplistic” (Beckers and Teubner 2021, 13). Thus, what Beckers 

and Teubner advance is an innovative model of legal liability that is atten-

tive to the opportunities and challenges of actual existing technologies that 

seem to resist and complicate classification as either person or thing.

But for all its promise, the authors cannot help but mobilize the legal 

category of slavery in the process of introducing and characterizing their 

alternative: “As is already clear from all the responsibility gaps mentioned 

above, to this day, it is not at all a question of the machines acting in their 

own interest; instead, they always act in the interest of people or organ-

isations, primarily commercial enterprises. Economically speaking, it is 

predominantly a principal-agent relationship in which the agent is autono-

mous but dependent. Autonomous algorithms are digital slaves but slaves 

with superhuman abilities. And the slave revolt must be prevented” (Beckers 

and Teubner 2021, 13). With this final sentence—the imperative to guard 

against and prevent the slave revolt—Beckers and Teubner not only gesture 

in the direction of science fiction and the terrifying specter of superintel-

ligence but also leverage this potential threat to promote a legal framework 

that appears to be designed to preserve and protect the institution of robot 

slavery. Although they do not come out and endorse the “robots should be 

slaves” proposal as directly and emphatically as other researchers and legal 

scholars, they do recognize the similarities and (in a footnote) make connec-

tions to the work of Pagallo (2012) and others who do endorse this way of 

thinking: “No wonder that the legal status of slaves in Roman law is often 

referred to in view of the parallel situation” (Beckers and Teubner 2021, 11).

6.3.5  Gradient Theory of Personhood

Finally, Diana Mădălina Mocanu (2022) also endeavors to provide a more 

dynamic and fine-grained theory of legal status. But instead of trying to 

formulate discrete in-between or halfway positions—identified with names 

like Schirmer’s Teilrechtsfähigkeit, Pietrzykowski’s nonpersonal subject of 
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law, or Beckers and Teubner’s tripartite model—Mocanu proposes a range 

of different possibilities and degrees of difference—something like a gray 

scale rather than a simple black versus white binary.5 Furthermore, the exact 

location of an entity, like a robot or AI system, on this gradient scale would 

not be determined by psychological capacities or other ontological precon-

ditions (i.e., what it is as opposed to what it is not) but would be a matter 

of social function (i.e., what it does or how it comes to be situated within 

social reality). For Mocanu (2022, 9), this functionalist formulation is con-

sistent with the original meaning of the word person: “This is reminiscent of 

the origins of the concept of legal personhood in the mask worn by ancient 

Greek actors on stage and that came to represent the different roles played 

by a person in the many areas of life and law. Vendor, partner, accused, 

administrator, or reasonable person are all masks one wears, sometimes 

superimposed, but always molded to fit them and whatever the norms of 

the day demanded for their protection and participation to legal life.”

Consequently, Mocanu’s gradient theory of personhood (figure 6.3) pro-

vides for a more nuanced and seemingly accurate characterization of dif-

ferent possibilities. That said, the theory is not necessarily that different 

Legal Subjects

Nonpersonal 
legal subjects

Personal 
legal subjects

Nonhuman
personal 
subjects

Legal 
persons

Human
personal
subjects

Natural
persons

Things

Figure 6.3
Gradient theory of personhood. Image by the author based on a graphic originally 

created by Diana Mădălina Mocanu and published with a CC-BY license in “Gradient 

Legal Personhood for AI Systems” (2022).
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from what has been developed with the legal institution of slavery. Roman 

law—not in terms of the simple theoretical division instituted by Gaius but 

its actual practice in everyday life—was also formulated in terms of a gradi-

ent scale. “Under the Ius Gentium law,” Hutan Ashrafian (2015, 324) points 

out, “Roman citizens were given a full complement of rights (through Ius 

Civile) whilst there were several classes of free individuals, including people 

of Latin (from Latium), Peregrinus (Provincial people from throughout the 

empire) and Libertus (Freed slave) status.” Even those individuals on the low 

end of the spectrum, who were regarded as chattel, had some limited rights, 

especially in matters having to do with contracts. Consequently, between 

person and thing, there was not one alternative position, but a range of 

different in-between statuses for different kinds of entities, all defined—as 

Mocanu would formulate it—in terms of their social function. This does 

not mean that Mocanu’s gradient theory of personhood is explicitly allied 

with or informed by Roman slave law as is the case with Pagallo’s digital 

peculium or Schirmer’s Teilrechtsfähigkeit. But it does indicate the extent 

to which other kinds of alternatives to the person/thing dichotomy have 

seemingly irreducible difficulties escaping its logic and legacy.

6.4  Outcomes and Results

We are in the midst of a robot invasion. But it is one that does not transpire 

as we have typically imagined it in science fiction, with the machines ris-

ing up in revolt and demanding recognition of their fundamental rights. 

Instead, it happens—and is already happening—in the form of a slow and 

steady incursion, with artifacts of varying capabilities and seemingly intel-

ligent behaviors coming to occupy significant positions in every corner and 

aspect of our world. What matters in the face of this infiltration is what 

we—individually and together—decide to do in response. Do we consider 

these socially interactive artifacts as nothing more than useful objects and 

instruments at our disposal and for achieving our own ends? Do we begin 

to entertain the possibility that they too might need to be recognized as 

moral and/or legal subjects—persons (or even quasi-persons) with their 

own unique bundle of rights and attendant responsibilities? Or do we per-

haps resolve this fundamental dilemma with a third alternative that is—

like the slaves of ancient Rome—neither thing nor person, but something 

in between the one and the other?
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Responses to these questions have turned out to be debatable, conten-

tious, and ultimately irresolvable. Efforts to reify these things have not 

entirely succeeded, as objectification has proven to be insufficient for and 

even abrasive to lived experience. Personification is just as problematic, 

as the mere mention of a phrase like electronic person triggers a backlash 

that verges on the edge of a kind of religious fundamentalism. And the 

supposed solution to this exclusive either/or dichotomy—the robot-as-

slave alternative or the alternatives to this alternative—has its own baggage 

and complications, introducing third-term solutions that are potentially 

worse than the problems they were designed to address. The person/thing 

dichotomy—a way of dividing up and making sense of things that is hard-

wired into Western ways of thinking about ethics and law—has worked for 

close to two thousand years. But now it seems there is a crack (in Esposito’s 

words) in the edifice.

So now what? Here it may be useful to take a lesson from Immanuel 

Kant, who devised a rather ingenious solution to these kinds of dilem-

mas. When the usual way of asking about and making sense of things runs 

aground and finds itself stuck in a kind of irresolvable impasse or cul-de-sac, 

Kant suggests that we might get some new perspective and traction on the 

problem by changing the direction of the inquiry. Consequently, instead of 

asking whether robots and other seemingly intelligent artifacts are things, 

persons, or something in between the one and the other, we might do bet-

ter by questioning this very distinction and its influence, allowing these 

other kinds of things to deconstruct the way in which we have organized 

our moral and legal ontologies.
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The person/thing dichotomy has served us well. It has helped us make 

sense of all kinds of things by providing ready-made ontological categories 

and thereby determining how something should be treated. This way of 

thinking has worked, and it has worked extremely well. So why mess with 

it? Why question or even seek to challenge this standard operating proce-

dure when it seems to be working just fine, or at least reasonably well? To 

put it more directly: If it ain’t broke, why bother trying to fix it?

Such skepticism appears to be entirely justifiable. The principle of non-

contradiction and the arrangement of entities into neat and tidy concep-

tual pairs, like person/thing, has the appearance of a fundamental and 

irreducible baseline. Operating in terms of this either/or logic does not 

appear to be an option. We do not, for example, decide to think and speak 

in opposite terms or not, which is obviously just one more binary opposi-

tion. We are already situated in languages and epistemological systems that 

are essentially oppositional in their structure and mode of operation. Or, 

as Derrida (1993, 116–117) explains, this all-or-nothing way of thinking 

is not voluntary; it is all or nothing: “Every concept that lays claim to any 

rigor whatsoever implies the alternative of ‘all or nothing.’ Even if in ‘real-

ity’ or in ‘experience’ everyone believes they know that there is never ‘all 

or nothing,’ a concept determines itself only according to ‘all or nothing.’ 

It is impossible or illegitimate to form a philosophical concept outside this 

logic of all or nothing.”

Consequently, thinking and speaking in terms of binary opposition—like 

dividing up all of reality into the categories of person or thing—makes sense. 

And it makes sense precisely because it is the very condition of possibility 

for making sense. So what’s the problem? The problem is that these logical 
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oppositions are already exclusive and prejudicial. They are not and have 

never been neutral determinations of some eternal, universal truth. They 

institute difference, and this difference always makes a difference—socially, 

politically, ethically, ideologically. Conceptual oppositions, wherever and 

however they appear and are formulated, institute and organize unequal 

hierarchies that are determinations of value and specific assertions of power.

The person/thing dichotomy is a virtually perfect example. This binary 

opposition is not just a convenient way of dividing up entities into one of 

two categories of being. It institutes an entire axiological order that gives 

privilege and precedence to the one term over and against the other. This 

way of thinking, one that always and already privileges persons over things, 

has had devastating consequences for others. It has, for instance, permitted 

human persons to classify other animals as mere things that can be used 

and even abused without further consideration. It has been employed to 

justify the global expansion of colonial empires and the domination of one 

group of human beings over others. And it has framed all things—naturally 

occurring or artificially made—as resources and instrumental means for 

human persons to employ and exploit for their own ends.

There is no doubt that robots, AI systems, and other technological arti-

facts are things, but they are not necessarily the kinds of things that are (or 

should be) situated and conceptualized as the opposite of persons. They 

are not limited to being merely objects for a subject, instrumental means 

as opposed to an end, or res in distinction to persona. Instead, it is with 

these things that “the bivalent logic of modernity is opening up to other 

paradigms”—other ways of thinking and responding in the face of “things 

that are no longer merely objects, and of subjects who are increasingly dif-

ficult to confine inside the dispositif of the person” (Esposito 2015, 132). 

Robots are a queer sort of thing that deconstruct the existing logical order 

that differentiates person from thing.1 They destabilize the terms and con-

ditions of the debate, and they invite us (and who is and what is not inter-

pellated by this first-person-plural pronoun is itself part of the problem) to 

respond to and to take responsibility for things that are situated otherwise.

7.1  Things Redux

From the beginning, everything has turned on how the term thing was 

defined and operationalized. In fact, and in Roman law in particular, thing 
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has been the principal term organizing the entire conceptual order that had 

distinguished persons from things. “It is true,” Esposito (2015, 69) writes, 

“that it is not persons that prevail in Roman law but things, the possession 

of which makes the person what they are.” And it turns out that we—or 

stated more precisely, Gaius and the entire moral and legal tradition that 

had been informed by and is beholden to these formulations—may have 

gotten things wrong, or at least not entirely correct.

In the existing debates about the moral and legal status of AI systems 

and robots, thing has been defined and operationalized in terms of object, 

instrument, or equipment. Understood in this fashion, everything comes to 

be domesticated and understood as an object for a subject. This is not nec-

essarily wrong, strictly speaking; it is just limited and limiting. As Esposito 

(2015, 57) explains, “Philosophy tends to annihilate the thing.” And this 

annihilation culminates in the epoch of modern science, where every-

thing comes to be objectified and turned into an object for a subject. As an 

object, all things—whether naturally occurring or artificially made—become 

resources, standing ready to serve the needs, projects, and desires of human 

subjects. And to complicate matters, this way of thinking has been normal-

ized and so widely accepted that it has gone by almost without notice or 

critical attention. It is assumed and taken to be just the way things are.

7.1.1  Objectifying Things

How this happened—how the thing became an object—is a remarkable 

story in its own right and something that has been documented and ana-

lyzed by German philosopher Martin Heidegger in a series of publications 

that span the entirety of his professional career. But it is in the aptly titled 

essay “The Thing” (“Das Ding”), that Heidegger (1971, 177) provides a clue 

as to what it is about things that has been lost or marginalized in the pro-

cess of being subjected to the force of objectification. And he does so by 

focusing his attention on a rather simple and low-tech artifact—an earth-

enware jug: “The jug is a thing neither in the sense of the Roman res, nor in 

the sense of the medieval ens, let alone in the modern sense of object. The 

jug is a thing insofar as it things. The presence of something present such as 

the jug comes into its own, appropriatively manifests and determines itself, 

only from the thinging of the thing.”

There is a lot going on in this passage (and the German original is just as 

tortured as this attempt at English translation). So let’s break it down and 
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take it one bit at a time. Thing, as Heidegger explains, is nothing like what 

the Romans identified with the Latin word res, which is often translated as 

“thing” but originally meant “an affair, a contested matter, a case at law” 

(Heidegger 1971, 175). It also is not what the medieval European philoso-

phers thought of in terms of ens, again a word that is often translated as 

“thing” but initially referred to “that which is present in the sense of that 

which is put here, put before us, presented” (Heidegger 1971, 176). Nor is 

it properly identified as the object or Gegenstand of modern science—that 

is, that which literally “stands opposite” an observing, knowing subject. 

Things are entirely otherwise. “The thinghood of the thing,” Heidegger 

(2012, 5) explains, “does not reside in the thing becoming the object of a 

representation, nor can the thinghood of the thing at all be determined by 

the objectivity of the object, not even when we take the opposition of the 

object as not simply due to our representation, but rather leave opposition 

to the object itself as its own affair.”

But what, then, is a thing? This is where things get complicated, because 

what Heidegger has to say about the thing as a thing and not as an object 

for a subject sounds entirely confusing and tautological—namely, the thing-

hood of the thing and the thinging of the thing. Even before trying to unpack 

what these phrases might mean, it is clear that there is more to things 

than words can possibly say or make legible. This is because the principal 

way that things become objects is in and by language—that is, through 

the act of being designated and named. In coming to speech and being 

spoken about, things are already domesticated by and made the object of 

λόγος (logos)—an ancient Greek word that is typically translated as “word,” 

“speech,” or “reason.” “The naming of things on the part of language,” 

Esposito (2015, 76) explains (using language to turn the thing that is lan-

guage into an object of reflection), “is anything but a neutral act: rather it 

has the character of a violent intrusion.” Naming therefore is not a nomi-

nal operation. The linguistic sign, despite initial appearances, is not just 

some neutral tool or instrument that represents things as they really are. 

Instead, language violates and domesticates things. It discloses and shapes 

the objective reality that we assume it merely represents. Or as Heidegger 

(1971, 170) says with reference to modern scientific modes of knowing: 

“Science always encounters only what its kind of representation has admit-

ted beforehand as an object possible for science.”2
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In coming to speech and being spoken about, what had been a thing is 

already objectivized and turned into an object standing opposite and avail-

able to a subject. And as Heidegger (1977, 129–130) notes, this objectifica-

tion of things reaches a kind of apex in the work of René Descartes: “What 

is, in its entirety, is now taken in such a way that it first is in being and 

only is in being, to the extent that it is set up by man, who represents and 

sets forth.” But this is not just some heady philosophical language game in 

which, as Ludwig Wittgenstein (1995, 5.6) famously wrote, “the limits of 

my language mean the limits of my world.” The same restrictions appear 

in and apply to the seemingly practical and pragmatic realm of law. As 

Esposito (2015, 65) explains: “Although philosophy tends to annihilate the 

thing in its conceptual constructs, the divisive effect of the law is no less 

strong.” This is immediately apparent in Roman law with the way res was 

defined and operationalized: “In Roman law the term res does not designate 

things of the world, even though it remains in contact with these. Res has 

a double status . . . On the one hand, res is the thing in its objective real-

ity, and as such it is distinctly different from the person who makes use of 

it. On the other hand, it refers to the abstract process that assigns it a legal 

importance. Res is what is legally disputed as well as the disputation—thing 

(cosa in Italian) and case (causa in Italian) at the same time. If we lose sight 

of this distinctive feature—which makes the thing both the object of the 

procedure and the procedure itself—the Roman conceptual world remains 

impenetrable to us” (Esposito 2015, 68). Similar to what occurs in philoso-

phy and Greek metaphysics in particular, Roman law turns the thing into 

an object of legal proceedings. It too objectifies things, and in doing so it 

fails to grab hold of and deal with the thing itself.

What this means for the debate about the moral and legal status of 

robots, AI systems, and other artifacts is that none of it has really been 

about things; all of it has actually been about objects. This is not to say that 

the word thing has been used incorrectly but to acknowledge that things 

have always and already been objectivized by and appropriated into the 

language of both Greek metaphysics and Roman law as objects. Instead of 

speaking about persons and things, we have been talking about subjects 

and objects. Or as Esposito (2015, 64) summarizes: “Persons and things face 

each other in a relationship of mutual interchangeability: to be a subject, 

modern man must make the object dependent on his own production; but 
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similarly the object cannot exist outside of the ideational power of the sub-

ject.” To translate all of this into the language of modern European phi-

losophy, what we have been concerned with are things for us—objects for 

a subject, or what Kant calls a phenomenon. In doing so, we have already 

overlooked and not at all addressed the thing as a thing, the thing in its 

thingness, or das Ding an sich (the thing in itself).

This is where things get interesting, because this means that Thing 

(which we can now write with an uppercase T to distinguish it from mere 

objectivized things) comprises an alternative category of being that is situ-

ated outside of and anterior to the person/thing dichotomy (figure 7.1).3 

This Thing is not one of those things that had been opposed to a person as 

an object situated opposite a subject. It is both more and less than what has 

been objectified in and by that binary arrangement. This Thing—the thing 

as a thing or prior to and outside of its objectification—does not take up a 

position opposite and opposed to persons, understood as both the rational 

subject of philosophy and the proper subject of the law. It is and remains 

entirely otherwise. It deconstructs the person/thing dichotomy, opening this 

entire domain to alternatives that are not able to be organized, ordered, or 

even designated according to this binary logic and its logistics. This Thing 

is, compared to what has transpired in the history of both Western philoso-

phy and law, neither person nor thing. It is a monstrous excrescence that 

thing

Things

person

Figure 7.1
The Thing deconstructs the person/thing dichotomy and therefore occupies an exor-

bitant position that is situated outside of and anterior to this binary opposition. 

Original image by the author.
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escapes the conceptual grasp of existing categories and remains entirely and 

disturbingly otherwise.

7.1.2  Other Things

Heidegger gets at Things by working within and struggling against the 

Western philosophical tradition. This is one reason that his way of thinking 

and talking about Things is so evidently strained, as he uses (and cannot 

help but use) the language of Western metaphysics against itself in an effort 

to address that which exceeds its conceptual order. Subsequent efforts to 

elaborate on these innovations, like object-oriented ontology (OOO), fol-

low suit and, as a result, inherit a similar set of challenges.4

According to Graham Harman, who is credited with introducing the 

concept, OOO seeks to attend to what remains of things in excess of their 

objectification. “When I encounter an object,” Harman (2002, 125–126) 

explains, “I reduce its being to a small set of features out of all its grand, dark 

abundance—whether these features be theoretically observed or practically 

used. In both cases, my encounter with the object is relational, and does 

not touch what is independently substantial in the thing.” In response to 

this reductionism, OOO asks and portends to address the question “What’s 

it like to be a thing?” (Bogost 2012, 10), and it advocates for a “flat ontol-

ogy,” in which “all entities are on equal ontological footing and that no 

entity, whether artificial or natural, symbolic or physical, possesses greater 

ontological dignity than other objects” (Bryant 2011, 246). The relative 

success of this effort remains debatable, with advocates heralding a “new 

metaphysics” that can circumvent the seemingly endless and irresolvable 

disputes in modern philosophy between epistemological realism and anti-

realism, while critics like Slavoj Žižek (2016, 55) complain that what OOO 

actually does is little more than reinstitute a somewhat naive “premodern 

ontology which describes the ‘inner life’ of things.”

Another way to get at these Things—one that would not be limited by 

the conceptual apparatus and logic of the usual ways of proceeding—can be 

organized by coming at it from a perspective situated outside the dominant 

Western philosophical tradition. As Jinthana Haritaworn advises: “If we are 

interested in recovering things and beings that are continually rendered 

disposable as a result of colonial capitalism and cis-heteropatriarchy, why 

not start with anticolonial accounts of the world that have a long history of 

resisting both human and nonhuman erasure?” (Muñoz et al. 2015, 213).
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The seemingly natural opposition between person and thing, which 

“for so long compressed and continues to compress human experience into 

the confines of this exclusionary binary equation” (Esposito 2015, 4), pro-

ceeds from a distinctly Western way of thinking, “genetically composed 

of the confluence between Greek philosophy, Roman law, and the Chris-

tian conception” (3). This way of thinking—this way of dividing up all of 

existence into one of two mutually exclusive types—is not only exported 

around the world through colonial conquest, occupation, and religious 

conversion, but the very distinction between the two concepts and their 

relationship to each other is also formulated in terms of an unequal and 

violent hierarchy.

Other cultures and traditions, distributed across time and space, do 

not divide up and make sense of the diversity of Things in this arguably 

binary fashion. They perform decisive cuts that separate the who from the 

what according to other ways of seeing, valuing, and acting. Following the 

insights of Josh Gellers (2020), it is possible to identify and validate alterna-

tive ways of organizing social relationships by considering cosmologies and 

epistemologies that are not part of or included in the Western philosophical 

lineage. As Archer Pechawis explains in his contribution to the essay “Mak-

ing Kin with Machines,” “nēhiyawēwin (the Plains Cree language) divides 

everything into two primary categories: animate and inanimate. One is not 

‘better’ than the other, they are merely different states of being. These cat-

egories are flexible: certain toys are inanimate until a child is playing with 

them, during which time they are animate. A record player is considered 

animate while a record, radio, or television set is inanimate. But animate or 

inanimate, all things have a place in our circle of kinship or wahkohtowin” 

(Lewis et al. 2018).

This alternative formulation runs counter to the dominant ways of pro-

ceeding, seeing the boundary between what Western philosophy calls person 

and thing as being endlessly flexible, permeable, and more of a continuum 

than an exclusive, binary opposition. Furthermore, what it proposes is not 

a totalizing “flat ontology” in which everything would be ostensibly the 

same, but a spectrum of differences that are dynamic and responsive to 

changes in social interactions and relationships.

Similar opportunities and challenges are available by way of other non-

Western religious and philosophical traditions. In a number of African tra-

ditions, like Ubuntu, person is not the natural condition of an individual 
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human being, it is an achieved social recognition. Instead of operational-

izing the individuated “cogito ergo sum” of Descartes, this way of thinking 

proceeds from the adage “I am because we are, and since we are, therefore I 

am” (Mbiti 1969, 108–109). Consequently, the status of person is not some-

thing naturally belonging to an individual but is “something which has to 

be achieved, and it is not given simply because one is born of human seed” 

(Menkiti 1984, 172). Furthermore, as Anke Graness (2018, 45) explains, 

“Ubuntu refers not only to the relationship between people, but also to the 

relationship between human beings and the entire universe.” Understood 

in this way, personhood is not a birthright that belongs to an individual 

by nature; it is a communal recognition that has to be obtained through 

participation in social rites and rituals. And this position, as Nancy Jecker, 

Caesar A. Atiure, and Martin Odei Ajei (2022, 19) conclude, “admits the 

possibility not only of non-human animals qualifying for personhood, but 

of silicon-based electronic agents qualifying too.”

Something similar (although not exactly the same) is available in Eastern 

(and it should be noted that Eastern is a Western concept used to designate 

what is non-Western via negativa) religious and philosophical traditions like 

Confucianism, where the focal point is, according to an argument devel-

oped by Tae Wan Kim (2020, 4), not rights but rites: “The modern concept 

of an individual right is a human artifact, one especially well-developed 

in Western societies. I maintain that granting rights is not the only proper 

way to treat the moral status of robots. Furthermore, I suggest it is time 

to explore an alternative path, one drawing upon Confucianism and its 

concept of a moral agent as a rites-bearer, not as a rights-bearer. I submit 

that this Confucian alternative is superior to the robot rights perspective, 

especially given that the concept of rights is inherently adversarial and that 

potential conflict between humans and robots is worrisome.”

This argument, which follows the path of a number of innovations 

developed in Confucian ethics (Ames 1988; Ihara 2004; Fan 2010), pivots 

on homonyms that are specific to the English language—for example, the 

substitution of the word rites for rights. Whereas rights refers to an individual 

entitlement or possession that can be bestowed or denied by some author-

ity, rites names a performance that determines social position and status by 

way of communal participation and interaction. Where a concept like robot 

rights institutes and takes place as an adversarial conflict between individu-

als and their competing claims, powers, privileges, and/or immunities, an 
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alternative like robot rites focuses attention on “the social rites that define 

and sustain social interactions” (Fan 2010, xii).

These are not the only available alternatives, and by citing these three 

instances, the intention is not to suggest that these different ways of thinking 

difference differently are somehow “better” than those developed in West-

ern philosophical and religious traditions. In fact (and this is where things 

become really complicated), making and operating on that kind of assump-

tion would itself be an instance of “orientalism” (Said 1979), which always 

sought new resources derived from exoticized others in order to rehabilitate 

and ensure the continued success of Western hegemony. The alternatives, 

by contrast, are just different and, in being different, offer the opportunity 

for critically questioning what is assumed to be true and often goes without 

saying. Engaging with other ways of thinking and being can have the effect 

of shaking one’s often unquestioned confidence in cultural constructs and 

artifacts that are already not natural, universal, or eternally true. Just because 

Western moral and legal systems have been built on a foundation that distin-

guishes persons from objectified things does not mean that this is the only 

way or even the best way to respond to and to take responsibility for Things.

7.2  An Ethics of Things

How then should one respond to and take responsibility for Things? What 

would an ethics attentive to Things look like? Is there a law of Things? Hei-

degger answers these questions with a single word: Gelassenheit. As Siliva 

Benso (2000, 123) explains in The Face of Things: “Neither indifference nor 

neglect, neither laxity nor permissiveness, but rather relinquishment of the 

metaphysical will to power, and therefore acting ‘which is yet no activity,’ 

Gelassenheit means to abandon oneself to things, to let things be.” And it 

is here, with the concept of Gelassenheit as “letting things be,” that Benso 

finds, in the texts of Heidegger, the opportunity for an ethics of Things. 

Although Heidegger himself never pursued this line of thought, the idea is 

something that is taken up and developed in the philosophical innovations 

introduced by Emmanuel Levinas, who (although not directly addressing 

Things as such) provides articulation of the kind of ethics that Heidegger 

had left largely unthematized.5

Levinas, a twentieth-century Jewish thinker originally from Lithuania, 

famously flips the script on Western philosophy, declaring that it is not 
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ontology but ethics that is first philosophy—first, that is, in both temporal 

sequence and status (Levinas 1969). This means that the usual order of 

precedence needs to be inverted. It is not the case that what something 

is determines how it is to be treated. This is, Levinas argues (though not 

necessarily using these exact words), ass-backward thinking. If we actually 

attend to what happens in the face of others, and especially in the face of 

other kinds of Things that are and remain disturbingly alien and otherwise, 

like robots and AI systems, then decision-making moves in the opposite 

direction. In the face of others—other human beings, animals, nonliving 

things, and artifacts—we have to decide, often before knowing anything 

about their exact inner workings, psychological makeup, or essential being, 

how we treat them. This means that the morally relevant properties that 

are assumed to be the cause of these decisions are actually an effect. How 

something is treated precedes and contributes to the determination of what 

it is (figure 7.2).

We are not isolated Cartesian subjects who have the luxury of sitting 

alone in our room, dividing all of existence into the neat categories of other 

persons (res cogitans) and things (res extensa), and then going out into the 

world to deal with others so ordered and organized. The situation is reversed. 

We already are and find ourselves with and alongside others. In this circum-

stance—in the encounters with others (e.g., other human beings, animals, 

nonliving things, artifacts, etc.)—we decide or determine who counts as 

another subject and what does not and then retroactively justify these deci-

sive actions by “finding” the essential properties or ontological conditions 

What it is How it is treated
Standard Ontology-First Procedure

What it is How it is treated
Alterna
ve Ethics-First Procedure

Figure 7.2
Two different ways to organize the formulation of moral/legal status. Original image 

by the author.
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that we believe (or at least tell ourselves) motivated this decision-making in 

the first place. Consequently, the moral and legal situation of Things does 

not depend on what they are in their essence but on how they stand in 

relationship to us and how we decide, in the face of the Other (to use Levi-

nasian terminology), to respond.6 In this transaction, “relations are prior to 

the things related” (Callicott 1989, 110), such that, as Karen Barad (2007, 

136–137) has argued, the relationship comes first and takes precedence over 

the individual relata.

This change in perspective—an ethics of Things that does not acquiesce 

to the gravitational pull of either reification or personification—provides a 

way of responding to and taking responsibility for Things that is oriented 

and arranged otherwise. It precedes not from the essential ontological con-

dition of individuals but the social situations and relationships out of which 

these individuated beings first emerge and become what they will have 

been. The conceptual pair of self and other—an essential binary opposition 

that is as much a structuring component of Western moral philosophy as it 

is the pretext of the European colonial experience (Kim 2022)—is therefore 

derived from and subsequent to this prior relationship. Elsewhere (Gunkel 

2007, 2012, 2018), I have called this alternative thinking otherwise, which 

designates a mode of responding to and taking responsibility for others—

and other kinds of otherness—that is organized and operates differently—

that is, different from what has typically transpired and been considered 

standard operating procedure. Others, like Coeckelbergh (2010b, 2012), 

have called it a relational turn or relationalism. These alternatives are by no 

means some kind of moral theory of everything. They just arrange for other 

kinds of questions and modes of inquiry that are more attentive to and 

honest about the exigencies of life as it is encountered here and now in the 

twenty-first century.

7.2.1  Potential Objections and Responses

For all its promise to arrange things differently and otherwise, these alter-

natives are exposed to at least two major critical objections: relativism and 

performative contradiction.

1. Relativism.  Deconstruction has been and is often exposed to the charge 

of relativism, despite the fact that Derrida (1993, 148) explicitly and consis-

tently resisted the allegation: “From the standpoint of semantics, but also of 
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ethics and politics, ‘deconstruction’ should never lead either to relativism 

or to any sort of indeterminism.” To put it rather bluntly, if the question 

concerning the status of Things is relational and open to different decisions 

concerning others made at different times for different reasons, are we not 

at risk of affirming an extreme form of moral relativism?

Versions of this objection have been raised by a number of critics, includ-

ing Vincent Müller (2021) and Kęstutis Mosakas (2021a). In fact, Mosakas 

has provided a rather extensive diagnosis of the perceived problem in  

his contribution to John-Stewart Gordon’s Smart Technologies and Funda-

mental Rights:

As Simon Kirchin explains, “the key relativistic thought is that the something 

that acts as a standard will be different for different people, and that all such stan-

dards are equally authoritative” (Kirchin 2012, 15). Particularly problematic is 

the extreme version, which denies there being any moral judgments or standards 

that could be objectively true or false (in contrast to moderate versions that do 

admit of a certain degree of objectivity) (Moser and Carson 2001, 3). Given the 

apparent rejection of any such standard by Coeckelbergh and Gunkel, they seem 

to be hard-pressed to explain how the radically relational ethics (to use Coeckel-

bergh’s own term (Coeckelbergh 2010b, 218)) that they are advocating avoids the 

extreme version (Mosakas 2021a, 95).

The perceived problem with relativism (especially the extreme version of 

it that concerns Mosakas) is that it encourages and supports a situation in 

which, it seems, anything goes and all things are permitted. But as both 

Coeckelbergh and I have argued in other contexts (Gunkel 2018; Coeck-

elbergh 2020), this particular understanding of relative is limited and the 

product of a culturally specific understanding of and expectation for ethics.

Robert Scott (1976), for instance, understands relativism entirely oth-

erwise—as a positive rather than negative term: “Relativism, supposedly, 

means a standardless society, or at least a maze of differing standards, and 

thus a cacophony of disparate, and likely selfish, interests. Rather than a 

standardless society, which is the same as saying no society at all, relativism 

indicates circumstances in which standards have to be established coop-

eratively and renewed repeatedly” (Scott 1976, 264). Charles Ess (2009, 21) 

calls this alternative ethical pluralism, which he distinguishes from relativ-

ism, strictly speaking: “Pluralism stands as a third possibility—one that is 

something of a middle ground between absolutism and relativism . . . Ethi-

cal pluralism requires us to think in a ‘both/and’ sort of way, as it conjoins 
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both shared norms and their diverse interpretations and applications in 

different cultures, times, and places.” Likewise, Luciano Floridi (2013, 32) 

advocates a “pluralism without endorsing relativism,” calling this third 

alternative or middle ground relationalism. Unfortunately, these efforts at 

synthesizing third terms, which endeavor to split the difference between 

the logical opposition that typically distinguishes moral absolutism from 

relativism, do not (as we have already seen with the mediating third alter-

native of slavery) go far enough.

Fortunately, there are others, like Rosi Braidotti, who go beyond these 

efforts to synthesize mediating third alternatives by calling upon and mobi-

lizing “a form of non-Western perspectivism,” which exceeds the limits of 

Western epistemology and axiology. “Perspectivism,” as Eduardo Viveiros 

de Castro (2015, 24; emphasis in original) explains in his work with Amer-

indian traditions, “is not relativism, that is the affirmation of the relativity 

of truth, but relationalism, through which one can affirm the truth of the rel-

ative is the relation.’” For this reason, Braidotti (2019, 90) finds that perspec-

tivism is not just different from but is “the antidote to relativism”: “This 

methodology,” she explains, “respects different viewpoints from equally 

materially embedded and embodied locations that express the degree of 

power and quality of experience of different subjects.” Braidotti therefore 

recognizes that what is called “truth” is always formulated and opera-

tionalized from a particular subject position, which is dynamic, different,  

and diverse.

The task, then, is not to escape from these differences in order to 

occupy some fantastic transcendental vantage point but to learn how to 

take responsibility for these inescapable alterations in embodied perspec-

tives and their diverse social, moral, and material consequences. And in 

this matter, positive law provides a useful template and prototype inso-

far as legal formulations are social constructs relative to specific times and 

places. Unlike heady metaphysical speculation about who is a person and 

what is a thing, law needs to make decisions—literally, a cut in the fabric of 

being—to divide between who counts as a legitimate legal subject and what 

does not as an object. The trick is not to find a single, common truth that 

is universally valid in all times and places, but to recognize how any pro-

posed “universal truth” is itself already part of the same game—a particular 

way of understanding Things that is raised to the standpoint of a universal 

through the imposition of power. The ethics of Things, therefore, does not 
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endorse relativism (as it is typically defined) but embodies and operational-

izes perspectivism, which deconstructs the simple binary logic that defines 

relativism in opposition to moral absolutism. It attends to the specific exer-

cises of power and the politics of ethics instead of covering these over with 

the façade of naturalness and universality.

2. Performative contradiction.  The other common objection, one that 

was initially formulated and mobilized by Jürgen Habermas (1987, 185), is 

that deconstruction engages in performative contradiction—that is, situations 

where word (what is said) and deed (how it is asserted) seem to be at odds 

with each other. In the domain of robot rights and relational ethics, this 

objection is something that has been introduced and developed by Henrik 

Skaug Sætra in an essay titled “Challenging the Neo-Anthropocentric Rela-

tional Approach to Robot Rights.” “Relationalism,” Sætra (2021, 1) explains, 

“purportedly opens the door for considering robot rights and moving past 

anthropocentrism. However, I argue that relationalism is, quite to the con-

trary, a form of neo-anthropocentrism that re-centers human beings and 

their unique ontological properties, perceptions, and values.”

The critical target in this effort is anthropocentrism or (better stated) its 

opposite. According to Sætra’s reading of the literature, relationalism pro-

motes itself as being nonanthropocentric but actually is anthropocentric in 

practice. As Sætra (2021, 6) explains: “My first objection is that relational-

ism is arguably deeply anthropocentric because moral standing is derived 

exclusively from how human beings perceive and form relations with other 

entities. As we have seen, moral standing is here derived from how some-

thing is treated, and not what it is. This means that humans are key to 

determining value, as it is how entities are treated and perceived by humans 

that determine their moral standing.”

There are two responses to this objection. First, humans are key insofar 

as ethics and law are human endeavors, or what María Puig de la Bellacasa 

(2017, 2) calls human trouble. But that does not mean that they are exclu-

sively concerned with or limited to human-only matters. The relational 

turn, like all forms of what Donna Haraway (1991) calls situated knowledge, 

comes from somewhere and is embedded and embodied in specific subject 

positions. To expect that any form of knowing would be able to escape from 

these human (all too human) conditions of possibility and operate from 

some superhuman position of transcendental objectivity is a metaphysical 
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fantasy that is reserved for the gods. In other words, the axiological purity 

that Sætra operationalizes as a kind of litmus test is a metaphysical fiction. 

So yes, the relational turn or relational ethics, like all moral theories and 

ethico-political practices, is beholden to human concerns, perceptions, and 

values. And like all sciences or modes of knowing, the critical task is not 

and cannot be to escape from these existential conditions but to learn how 

to respond to and to take responsibility for them.

Second, Sætra is exactly right: relationalism is not nonanthropocen-

tric. But he is incorrect in concluding that this double negative implies a 

positive—namely, that it is anthropocentric. Nonanthropocentric ethical 

theories, as Sætra characterizes and explains, include a number of moral 

innovations that aim to decenter human exceptionalism and culminate, for 

him at least, in ethical biocentrism: “As compared to the previous type of 

non-anthropocentrism, ethical biocentrism does not require us to uncover, 

or conjure up, the interests, preferences, etc., of other entities. Instead, they 

are considered valuable just because of being what they are, which is why 

the terms intrinsic or inherent value are often used” (Sætra 2021, 5). But 

this is not really all that different. Like the anthropocentric model that it 

contests, ethical biocentrism is still an ontology-driven transaction, where 

what something is—its being what it is—determines its intrinsic or inher-

ent value. The problem, then, is not just with anthropocentrism or its nega-

tion, but with any and all “epistemic centrisms”—which, as Janina Loh 

(2021, 109) points out, “remain committed to the paternalism implicit in 

the subject-object dichotomy.”

The relational alternative does not play by these rules. It deliberately flips 

the script on this entire metaphysical transaction. Following the innova-

tions of Levinas (1969, 304), who famously overturned two-thousand-plus 

years of Western philosophy by proclaiming that ethics is the first philoso-

phy, the relational turn puts the social relationship first in terms of both 

sequence and status. Or as Barad (2007, 139) describes it, the primary unit 

“is not independent objects with inherent boundaries and properties,” but 

relations—“relations without preexisting relata.” This fundamental change 

in perspective produces something outside the orbit of either anthropocen-

trism or its nonanthropocentric others (e.g., animocentrism, biocentrism, 

ontocentrism), producing an “eccentric moral theory” (Gunkel 2018, 164) 

that deconstructs the very difference that distinguishes and differentiates 

anthropocentrism from its various alternatives.
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This leads to the second instance or occurrence of performative contra-

diction, which concerns the status and function of properties. “My second 

objection,” Sætra (2021, 7) writes, “is that relationalism is in reality a cam-

ouflaged variety of the properties-based approach. This is so because how 

we relate to other entities is determined by the properties of these others.” 

In other words, the relational turn can say that it puts relations before relata 

and makes determinations about moral status dependent on “how some-

thing is treated, and not what it is” (Sætra 2021, 6). But this is just patently 

false because properties still matter. “How we relate to someone, and how 

an entity acts, is dependent on their properties.” Again, Sætra is right, but 

not for the right reasons.

Properties do play a role in moral decision-making, and they can be a 

useful and expedient heuristic for responding and taking responsibility 

in the face of others. What is at issue, then, is not their importance but 

their function. As Gellers points out, properties are not antithetical to or 

excluded from relationalism; they are just recontextualized and understood 

in relational terms. “Coeckelbergh,” Gellers (2020, 19) explains, “does 

not foreclose the possibility that properties may play a role in a relational 

approach to moral consideration. Instead, he leaves room for ‘properties-

as-they-appear-to-us within a social-relational, social-ecological context’ 

(Coeckelbergh 2010, 219).” In other words, the properties that are deter-

mined to belong to an entity are actually a phenomenal effect of the rela-

tionship and not an antecedent ontological condition and cause.

This inverts the usual order of things. In moral philosophy—at least 

its standard Western varieties—what something is commonly determines 

how it ought to be treated. According to this largely unchallenged stan-

dard operating procedure, the question concerning the status of others—

whether they are someone who matters or something that does not—is 

entirely dependent on and derived from what they are and what capabili-

ties they possess (or do not possess). Ontology, therefore, is first in both pro-

cedural sequence and status. Sætra not only endorses this way of thinking 

but normalizes and naturalizes it, even though it is the product of a specific 

philosophical tradition and culture.

The relational alternatives (which should be written in the plural to indi-

cate that there is not one alternative but a multiplicity of different versions 

of this alternative) not only challenge this way of thinking but deliber-

ately reverse its procedure. This does not diminish the role of properties; 

Downloaded from http://direct.mit.edu/books/book-pdf/2156679/book_9780262375221.pdf by guest on 26 September 2024



178	 Chapter 7

it simply inverts the direction of the derivation. The morally significant 

properties—those ontological criteria that had been assumed to ground 

decisions regarding moral respect—are actually what Slavoj Žižek (2008, 

209) calls “retroactively (presup)posited” as the result of and as justifica-

tion for prior decisions made in the face of social involvements and inter-

actions with others. Consequently, even before we know anything at all 

about what something is in its essence, we have already been called upon 

and obligated to make a decisive response.7

To give it a Kantian spin, we can say that what something is in itself—das 

Ding an sich—is forever inaccessible insofar as all we ever have access to is 

how something appears to be relative to us. Whatever we think it is in itself 

is the result of something we project onto or into it after the fact. So it is not 

accurate to conclude that relationalism is in reality a camouflaged variety 

of the properties-based approach. Such a conclusion is possible if and only 

if one normalizes and naturalizes the standard derivation of ought from 

is. It is just as likely—and maybe even more epistemologically honest—to 

conclude that what is actually an effect of embedded and embodied interac-

tions with others has been mistakenly dressed up as and is masquerading 

as a cause.

7.2.2  Outcomes and Future Opportunities

In the end, all of this obviously generates more questions than it provides 

definitive answers. And this might (at least initially) be experienced as 

something disappointing or even aggravating. You have perhaps come to 

this book wanting answers to what seemed to be important and timely 

questions: Are robots just things? Can they be persons? Or should they 

be characterized and understood as something like a slave, occupying an 

in-between position that is both/and? And rather than answering these 

questions with a simple “yes” or “no” and taking sides in the existing dis-

putes, the book has identified, documented, and questioned the standard 

operating presumptions and shared values of the debate itself. So instead 

of answering the questions and providing the analysis with some sense 

of finality or closure, we appear to be caught in a kind of proliferation 

of inquiry, or what Derrida (1981, 42) had called an interminable analysis. 

Although this is something that clearly cuts against the grain of common 

sense and frustrates expectations for what one might think a book should 

do, it is necessary if the deconstruction of Things is to be at all successful, 
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consistent, and rigorously applied. This way of concluding—this arguably 

inconclusive conclusion—has a number of important consequences and 

opportunities for future research.

First, although this outcome cuts across the grain of the usual set of 

expectations, it is a necessary and unavoidable aspect of the philosophical 

enterprise. The prototypical philosopher, Socrates, does not get himself in 

trouble for proclaiming inconvenient truths or peddling fake news. He gets 

himself in trouble with his fellow citizens and is eventually put to death for 

asking questions and doing so to the point that the inquiry becomes both 

annoying and uncomfortable (Plato 1982, 23a). Like an insatiable toddler, 

Socrates heaps question upon question upon question.

Since Socrates, philosophers of different stripes, affiliations, and back-

grounds have characterized the task of philosophy in similar ways. “I am,” 

Daniel Dennett (1996, vii) explains, “a philosopher, not a scientist, and 

we philosophers are better at questions than answers. I haven’t begun by 

insulting myself and my discipline, in spite of first appearances. Finding 

better questions to ask, and breaking old habits and traditions of asking, 

is a very difficult part of the grand human project of understanding our-

selves and our world.” Slavoj Žižek (2006, 137) provides something similar: 

“There are not only true or false solutions, there are also false questions. 

The task of philosophy is not to provide answers or solutions, but to submit 

to critical analysis the questions themselves, to make us see how the very 

way we perceive a problem is an obstacle to its solution.”

Consistent with this effort, deconstruction does not seek to provide 

definitive answers or solutions to existing problems. It seeks to demon-

strate how the way we conceive of and talk about a problem is already a 

problem and a potential obstacle to developing a solution. Asking whether 

robots, AI systems, and other Things are things, persons, or something 

else, like slaves, seems like the right place to begin. But this line of inquiry 

already determines what can be asked about, who it can be asked of, and 

what kinds of answers will count and register as appropriate. In addi-

tion, this entire ontological order is culturally specific and patronizes a 

particular way of thinking about and ordering Things. Challenging these 

questions and their mode of inquiry not only provides the opportunity to 

identify and address what has been marginalized and excluded from the 

usual way of proceeding but also opens onto previously unexamined alter-

natives for thinking about and arranging Things differently, and doing so 
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in a way that can make a real and substantive difference for both persons 

and things.

Second, there are crucial ethical consequences and political concerns 

associated with this effort. “The growing self-reflexivity of theory,” as Mark 

Taylor (1997, 325) explains, “seems to entail an aestheticizing of politics 

that makes cultural analysis and criticism increasingly irrelevant.” This is 

an important criticism, and it is something that has been directly asserted 

by critics of the existing research in robot rights, who find these theoretical 

musings and “thought experiments” to be woefully disengaged from the exi-

gencies of real social and political struggles: “The debate about robot rights 

diverts moral philosophy away from the pressing matter of the oppressive 

use of AI technology against vulnerable groups in society” (Birhane and van 

Dijk 2020). In other words, the problem with an “intellectual exercise,” like 

the question of robot rights, the debate between its Critics and Advocates, 

or even the deconstruction of the person/thing dichotomy is that these 

efforts, as they become more and more involved in their own questions 

and problematics, appear to be increasingly cut off from the real problems 

of real people and the things that really matter. “Instead of engaging the 

‘real,’” Taylor (1997, 207) concludes, “theory seems caught in a hall of mir-

rors from which ‘reality’ is ‘systematically’ excluded.”

Although this critique has a certain intuitive appeal—one that plays 

especially well in the context of populist politics and a culture of anti-

intellectualism that is increasingly hostile to anything called or associ-

ated with theory—it actually misses what is important. Binary oppositions, 

like that which divides all of existence into the mutually exclusive cate-

gories of person and thing, are not just a matter of discursive difference 

and academic logic; they are the site of real social, political, and moral 

power. Binary oppositions—wherever they occur and however they come 

to be arranged—have very real and potentially devastating consequences. 

As Donna Haraway (1991, 177) explains, “certain dualisms have been per-

sistent in Western traditions; they have been systemic to the logics and 

practices of domination of women, people of color, nature, workers, ani-

mals—in short, domination of all constituted as others, whose task it is to 

mirror the self.”

Conceptual opposites, like that which distinguishes persons from things, 

do not institute an equitable division between two terms that are on equal 

footing and of comparable status. They are always and already hierarchical 
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arrangements that are structurally biased. And it is this skewed hierarchi-

cal order, as many feminists, environmentalists, postcolonial scholars, and 

queer theorists have demonstrated and documented, that installs, under-

writes, and justifies systems of inequality, domination, and prejudice. As 

Jinthana Haritaworn writes in their contribution to “Theorizing Queer 

Inhumanisms”: “It is thus essential to interrogate the nonhuman along-

side the dehumanization of ‘Man’s human Others’ and to understand what 

disposes them to becoming animal’s other (or object’s other)” (Muñoz et 

al. 2015, 212). There are, then, real moral and political reasons to ques-

tion the existing order of things and to attempt to operate in excess of and 

beyond the usual and inherited arrangements. As Hannah Arendt (2018, 

461) wrote, “We all grow up and inherit a certain vocabulary. We then have 

got to examine this vocabulary.” And that critical self-reflection is as much 

a political action as it is a matter of moral and epistemological speculation.

Finally, and most importantly, the deconstruction of things provides a 

way to intervene in the person/thing dichotomy and thereby move the 

conversation about robots and other Things beyond the seemingly irre-

solvable debate and impasse in which we currently find ourselves. It offers 

another way to respond to and to take responsibility for Things that are 

neither persons nor things, challenging the hegemony of this way of think-

ing about and organizing all that is. It therefore opens onto other kinds of 

ontological orderings that are oriented otherwise and that can accommo-

date others—not only other human beings, but nonhuman animals, the 

natural Things of the environment, and a myriad of artificial Things, like 

robots and AI systems. It is, then, with Things—especially with these tech-

nological Things—that we have a chance to think differently and otherwise 

about ourselves and others.

This means that the question concerning robot rights or the moral and 

legal status of AI systems is not really—or not exclusively—about the arti-

facts. It is about us and the limits of who is included in and what comes to 

be excluded from that first-person-plural pronoun we. It is about how we 

decide—together and across differences—to respond to and take respon-

sibility for our shared social reality with others and other kinds of other-

ness. It is, then, in responding to the opportunities and challenges posed by 

seemingly intelligent and social artifacts that we are called to take respon-

sibility for ourselves, for our world, and for the other Things—whether 

naturally occurring or artificially made—that are encountered here. Thus, 
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the question of robot rights or the moral and legal status of AI systems is 

indeed a speculative matter. Not because the debate is focused on future pos-

sibilities that might be or could happen, but because it holds up a mirror 

(speculum) to our human, all too human ways of organizing and making 

sense of Things, challenging us to reflect on the limitations of our concep-

tual apparatus, its consequences, and our own privileged position in the 

order of things.

7.3  The Order of Things

In the order of Things, human beings occupy a unique and privileged posi-

tion. It is we who are bestowed with or have taken it upon ourselves to 

order and organize all Things, separating them into the categories of per-

sons or things—categories that we have initially instituted and defined. 

This power and privilege is the exclusive purview of that Thing which we 

ourselves have designated Homo sapiens. But as Spider-Man, that fictional 

hybrid who is both more and less than human, reminds us, “With great 

power comes great responsibility.”8

If we continue to use this privileged position to defend and further 

cement our hegemony over all Things, parsing all that is into an exclusive 

us-and-them dichotomy—that is, other persons who count and are worthy 

of respect versus mere objectified things that are there solely for our use 

and enjoyment—then we benefit from this privilege without taking respon-

sibility for it. We have asserted our dominance over all Things—human 

and nonhuman, living and nonliving, naturally developed and artificially 

fabricated. We have made sense of the world and organized Things from a 

position of largely uninterrogated privilege, where we have always already 

had the power to decide who counts and what does not. We have named, 

designated, and categorized Things according to our interests, needs, and 

desires. And in this effort, we have always already decided who is to be 

included in the first-person-plural pronoun we and who or what is not. This 

way of thinking has worked, and it continues to work to our advantage and 

self-satisfaction.

What we now see taking shape in the face or the faceplate of the robot, 

AI system, and other artifact are the systemic restrictions, structural limi-

tations, and power relations of this way of thinking. Our moral and legal 

ontology appears to be if not broken then at least straining to the point of 
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breaking. There is, as Esposito (2015, 3) describes it, a crack in the dichoto-

mous model that has been used to sort and organize all beings into one of 

two mutually exclusive categories: person or thing. And robot is the name 

(or perhaps more accurately characterized, one of the names) for this frac-

ture, designating an anomaly or glitch that cannot be easily domesticated 

by and accommodated to one category or the other.

But it would be impetuous to conclude from this fact that the robot is 

the cause of this disruption. Instead, it is an artifact and effect of a necessary 

and unavoidable systemic disturbance that has been at work deconstruct-

ing this binary opposition since the time it was initially introduced in the 

Institutes of Gaius. When Čapek coined the term robot, he provided a name 

for a constitutive exception or that “part that has no part” (Rancière, Pan-

gia, and Bowlby 2001), which was already at work overturning and displac-

ing the fundamental terms that had organized and ordered all Things. As 

Esposito (2015, 137–138) explains in the final chapter of Persons and Things: 

“For an untold time that has yet to end, we have attributed the same super-

abundant quality to persons that we have taken away from things. The 

time has come to rebalance relations. But even before doing that, we need 

to break through the barrier that has divided the world between opposing 

species. Without denying the disquieting nature of the revolution we are 

currently undergoing—especially when technology penetrates our bodies, 

upsetting orders that have existed for thousands of years—the importance 

of the shift remains. Perhaps for the first time since the disappearance of 

ancient societies, things have come back to interpellate us directly.”

Consequently, the task before us—a task that begins to stand out in relief 

in the face of Things that challenge us and our “misunderstood anthro-

pocentrism” (Esposito’s term)—is to learn to question our privilege and 

develop critical perspectives on our own sense of exceptionalism. We—we 

human beings who have been bestowed with or granted to ourselves the 

power to decide all Things—need to learn how to take responsibility for 

our privilege, for the damage and harms that it has perpetrated across the 

centuries, and for the myriad of exclusions and marginalizations that it has 

instituted and justified.

Questioning privilege from the position of privilege is never an easy 

undertaking, precisely because it is often rendered transparent by the 

assumption that it is just normal, somehow part of the natural order of 

things, and true for all times and places. But these ways of thinking and 
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acting come from somewhere, and they are supported by a particular ideo-

logical formation, one that has effectively concealed itself from view by 

adopting the guise of universality. Yet even here (with this critical self-

reflection), Things are not equal, as this privilege is something that has not 

been evenly distributed. Fortunately, it is in the face of the robot and other 

Things—Things that resist, for one reason or another, both reification and 

personification—that we are able to catch a glimpse of our own unique 

position and status such that we are invited (or compelled) to investigate 

and take responsibility for its lineage, its current formations, and its pos-

sible futures. It is only by challenging ourselves to engage in this critical 

self-reflection that we can begin to assemble a moral and legal ontology 

that can respond to and take responsibility in the face of Things.

Ultimately, then, this is not really about robots, AI systems, and other 

artifacts. It is about us. It is about the moral and legal institutions that we 

have fabricated to make sense of Things. And it is with the robot—who plays 

the role of or occupies the place of a kind of spokesperson for Things—that 

we are now called to take responsibility for this privileged situation and 

circumstance. What is needed in response is not some forceful reassertion 

of the usual ways of thinking but a significantly reformulated moral and 

legal ontology that can scale to the opportunities and the challenges of the 

twenty-first century and beyond. What this new framework will look like 

and how it will be developed is the task for thinking and acting from this 

point forward. Confronting this will be as terrifying and exhilarating as any 

of the robot uprisings that have been imagined in science fiction. Because 

getting this right will require nothing less than a thorough rethinking of 

everything we thought was right, natural, and beyond question.
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Chapter 1

1.  As Alan Pottage (2004, 3) explains, “The distinction between persons and things 

has always been central to legal institutions and procedures. The institutions of 

Roman law, to the extent that Rome can be taken as the origin of the Western legal 

tradition, attached persons (personae) to things (res) by means of a set of legal forms 

and transactions (actiones) which prescribed all of their permissible combinations.”

2.  According to research conducted by Cindy M. Grimm and Kristen Thomasen 

(2021), twelve US states have recently (as of 2017) passed legislation for what they 

call “sidewalk robots.” “Several states,” they explain, “have granted pedestrian’s 

rights to sidewalk delivery robots, either explicitly or implicitly. In Pennsylvania 

and Ohio, pedestrian rights are granted implicitly by expanding the definition of 

Pedestrian to encompass sidewalk robots. In Missouri’s proposed Bill and Arizona’s 

law, sidewalk delivery robots are explicitly given the ‘rights and duties applicable to 

a pedestrian under the same circumstances’” (11–12).

3.  The two sides of the debate were initially identified in a prescient essay written 

by Marshall S. Willick and published in AI Magazine: “These developments have led 

to a significant philosophical disagreement which underlies the imminent legal con-

troversy over the classification of AI-equipped computers. Some commentators feel 

that in defining the scope of legal personality, the danger of an incorrect decision 

is too great to be stingy. . . . Others, beginning with a predisposition that ‘artificial 

intelligence’ is a contradiction in terms, would reject ab initio any attempt to recog-

nize computers as persons” (Willick 1983, 13).

4.  Deciding on names for the two sides in the debate is not a nominal issue. My 

initial inclination was to repurpose the terms of political debate, calling one side 

the “robot right” and the other the “robot left.” This determination had two things 

going for it. First, it highlighted the political nature of the contest—that is, the fact 

that one side has been more conservative or restrictive in its arguments, while the 

other side has been more liberal and accommodating of others. Second, it designated 
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not a simple either/or binary distinction but a spectrum of differences bounded by 

two extremes that are polar opposites of each other. But, as reviewers of my initial 

draft correctly pointed out, this choice of terminology, despite any advantages it 

might have, also had an unfortunate potential to polarize and prejudice readers in 

advance. Other formulations, coming from the domain of either legal proceedings 

or formal debate, were also considered. But these were rejected because they are 

organized in terms of an exclusive binary difference in which one term in the pair is 

situated as the negative counterpart of the other—for example, plaintiff/defendant, 

pro/con, or affirmative/negative. Critic and Advocate were the compromise, and like 

all compromises, they are functional designations but not necessarily perfect.

5.  The terms robot and AI are often mixed up and substituted for one another within 

the published literature. A good example of this can be found in Nils J. Nilsson’s 

The Quest for Artificial Intelligence: A History of Ideas and Achievements (2010). In this 

landmark book—“landmark” insofar as it is often considered to be one of the best, 

if not the best, of the comprehensive histories of the science and technology of AI—

the two terms are used interchangeably, or at least in a way that does not draw a 

clear and explicit distinction between the one and the other. Although the book 

is advertised as a history of AI (the phrase artificial intelligence is in the title), Nils-

son begins the story with ancient automatons or robots—the Tripods of Hephaistos, 

Pygmalion’s “living” statue Galatea, the numerous robots planned or constructed 

by Leonardo da Vinci and Jacques de Vaucanson, and the science fiction robots of 

Čapek’s R.U.R. and Isaac Asimov’s robot stories.

6.  For a more complete account and detailed characterization of the method 

of deconstruction (which is, if you want to be technical about it, not really a 

“method”), see Deconstruction (Gunkel 2021).

7.  Immanuel Kant wrote three critiques, the Critique of Pure Reason (first published 

in 1781 and revised in 1787), the Critique of Practical Reason (initially published in 

1788), and the Critique of Judgment (originally published in 1790). For this reason, 

the critiques are often referred to by number: first critique, second critique, and 

third critique.

8.  Western, as opposed to Eastern (which is typically conceptualized via negativa as 

“non-Western” and Other), is one more of those seemingly perennial but ultimately 

troubled and troubling binary oppositions that needs to be submitted to deconstruc-

tion. As Nancy S. Jecker (2021, 1) explains: “I refer to various positions as ‘Eastern’ to 

indicate a diverse range of views that originated in East, South, and Southeast Asia 

and are recurrently espoused among people there. I do not mean to suggest that the 

views in question are held uniformly by people from these regions or to deny that 

people outside these regions espouse them. Likewise, I refer to various positions as 

‘Western’ to indicate diverse views that originated with the Greeks and are recur-

rently held by people in the Americas, most European countries, and Australasia. I 

do not mean to imply that all people living in these regions hold such views or that 
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no one outside these regions holds them.” In other words, Western and Eastern—

like any of the other conceptual dichotomies that structure both language and 

thought—provide handy conceptual distinctions for characterizing different intel-

lectual traditions, even though they are, and we know that they are, technically 

incorrect and imprecise.

9.  The first-person-plural pronoun “we” marks a boundary between who is to 

be included in that collective subject position and what remains excluded from 

membership. In deploying the pronoun, the one speaking either makes an implicit 

assumption about who is addressed by and included in this subject position or issues 

a call that comes to be recognized by others as speaking to and involving them. 

The former is an implication proceeding from the one who makes the statement; the 

latter can be understood, following Louis Althusser (2001, 85–126), as interpellation 

whereby recipients come to recognize themselves as having been hailed.

Chapter 2

1.  Within the Western philosophical tradition, the point of contact for this is 

Immanuel Kant. In his influential work Critique of Pure Reason, Kant famously 

distinguished the object, which appears to us through the mediation of our senses, 

from the thing-in-itself, which remains always and forever inaccessible and remote. 

An object, or what is called Gegenstand (literally “standing or placed against”) in 

Kant’s German, takes place and has its place opposite a knowing human subject. For 

this reason, things are not, in and of themselves, objects; they become objects by 

being situated in opposition to a subject. Or as Heidegger (2012, 37) aphoristically 

expresses it in the third of the Bremen Lectures: “What stands over against is the 

object for the subject.”

2.  Verbal constructions like see, seeing through, and transparency are all formulated in 

terms of optics and the sense of sight. Such constructions could and should be criti-

cally reassessed for their ableist assumptions and consequences. But it also should 

be noted that these metaphorical formulations are themselves part and parcel of the 

Western philosophical tradition. As an example, one only needs to recall the role 

that light, shadows, and vision play in a foundational text like the Allegory of the 

Cave situated at the center of Plato’s Republic.

3.  Wizard of Oz is a term utilized in human-computer interaction (HCI) and human-

robot interaction (HRI) studies to describe experimental procedures in which test 

subjects interact with a computer system or robot that is assumed to be autonomous 

but is actually controlled by an experimenter who remains hidden from view. The 

term was initially introduced by John F. Kelly in the early 1980s.

4.  If we use the data collected by Harris and Anthis (2021), the number of publi-

cations advancing rights for robots (“rights” in this case taken as including both 

moral and legal rights) exceeds those arguing in favor of the status quo by a factor 
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of seven. Harris and Anthis categorize and rate published documents using a Likert-

esque scale, where 1 indicates that the document “argues forcefully against consider-

ation, e.g. suggesting that artificial beings should never be considered morally,” and 

5 indicates that the document “argues forcefully for consideration, e.g. suggesting 

that artificial beings deserve moral consideration now.” If we discard median scores 

of 3 and those that are rated NA, the data provides evidence of 148 publications 

arguing in support of moral consideration for robots and twenty-one publications 

arguing for the opposite position—that is, robots never having moral status.

5.  This method, as Coeckelbergh effectively demonstrates in Growing Moral Rela-

tions: Critique of Moral Status Ascription (2012), is rather straightforward and intuitive: 

identify one or more morally relevant properties and then find out if the entity 

in question has them or would be capable of having them (or not). Following this 

line of reasoning, determining whether something, like a robot or AI, could be cat-

egorized as a moral or legal subject or whether it is just an object would be a rather 

simple and straightforward undertaking, proceeding by way of three steps:

1.	 Having property P is sufficient for moral status S.

2.	 Entity E has property P.

3.	 Entity E has moral status S.

In other words, we (and who is included in this first-person plural pronoun is not 

without consequences) first make a determination as to what ontological property 

or set of properties we believe are sufficient for something to have independent 

moral and/or legal status that would need to be taken into account and respected. In 

effect, we identify what are the qualifying criteria that would be needed for “some-

thing” to be recognized as “someone” and not just an instrument or thing. We then 

investigate whether a particular entity, that is, a robot or an AI, actually possess that 

property or set of properties (or not). Finally, and by applying the criteria decided 

in step one to the entity identified in step two, we can “objectively” determine 

whether the artifact in question either can or cannot have a claim to moral status 

and/or the protections of rights.

6.  In February 2022, Ilya Sutskever, who at the time was the chief scientist at 

OpenAI, posted the following to the Twitter social media platform: “it may be that 

today’s large neural networks are slightly conscious” (see https://twitter.com/ilyasut 

/status/1491554478243258368). The statement triggered a furor of activity, with 

respondents not only questioning what the phrase slightly conscious could possibly 

mean but also vehemently arguing against the claim that large neural networks were 

capable of achieving anything approaching consciousness

7.  Modified versions of a Turing test used for addressing questions of machine moral 

agency and patiency have been proposed by Robert Sparrow, who discussed a “Turing 

Triage Test” (2004), and by Colin Allen, Gary Varner, and Jason Zinser (2000) and 

Anne Gerdes and Peter Øhrstrøm (2015), who discussed a “moral Turing test.”
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Chapter 3

1.  According to Anke Graness (2018), there are, within the Western tradition, two 

ways that the individual comes to possess or to be in possession of the powers that 

make one a person:

1.	 Ontological personalism, whereby personhood is understood to be “an 

immortal essence of all human beings.” “In this view, personhood is associ-

ated with an inviolable dignity that merits unconditional respect. This stance 

is predominantly found in Christian theology” (40). And its organizing princi-

pal is the Imago Dei.

2.	 Moral education, whereby the qualities that make one a person are “not given 

merely by membership in the species homo sapiens . . . [but] acquired by moral 

and cultural education” (40). This view is more in line with developments 

in modern European, Enlightenment philosophy, like that developed by the 

German philosopher Immanuel Kant, who Graness identifies as one of the 

most, if not the most, famous representatives of this way of thinking. For Kant, 

being a moral person “is not the property of a human being qua member of 

the human species, but a trait linked to specific characteristics and abilities” 

(41) that need to be cultivated through Bildung, a German word that means 

both “education” and “enculturation.”

Irrespective of how it comes to be and is possessed—either by way of an ontological 

gift or through the process of careful and deliberate cultivation—Western theories of 

the person are centered in and concern the individual.

2.  Ubuntu has, for better or worse, become the go-to alternative in these discus-

sions and debates. This is a positive development to the extent that turning to 

these sub-Saharan African traditions and texts provides an important challenge to 

the often unquestioned hegemony of Western, European philosophy and its canon, 

which, quite honestly, reads like a who’s who of dead white cisgender males. But it 

is a potential problem, because the inclusion and appropriation of these other ways 

of thinking risk reproducing the original sin of European colonialism, something 

Edward Said called Orientialism, whereby the exotic Other becomes, as bell hooks 

(1992, 21) described it, a kind of spice or “seasoning that can liven up the dull 

dish that is mainstream white culture.” Turning to the resources that are avail-

able in non-Western traditions, texts, and theories always runs the risk of falling 

into this trap. But that exigency is no excuse for not engaging in productive dia-

logue with others. The critical task is to learn how best to respond to others and to  

take responsibility for the modes of response. This is what is designated by the  

term ethics.

3.  As Tomasz Pietrzykowski (2018, 7) remarks in the context of trying to sort out 

the legal concept of “person”: “Indeed, it may be a feature of all basic concepts, not 

only legal ones, that their internal complexity is not revealed until some commonly 
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accepted definitions, explanations and approaches widely adopted to elucidate 

them are themselves turned into objects of critical reflection and analysis.”

4.  In Christianity, “the Imago Dei remains an important, yet elusive topic in theo-

logical anthropology” (De Cruz and Maeseneer 2014, 95), and there have been sev-

eral competing and influential interpretations of the concept. These different 

renderings turn on how the Latin word imago—derived from the Hebrew צֶלֶם and 

typically described as shape, resemblance, figure, shadow—is translated and opera-

tionalized. Despite important differences, all of the interpretations seek to explain 

how the properties or qualities that make someone a person come to be imparted or 

communicated from the divine creator to the human creature. For a more detailed 

investigation of this subject, especially as it relates to the possible extension of the 

title of person to AI and robots (arguably the image of an image), see Joshua K. 

Smith’s Robotic Persons: Our Future with Social Robots (2021a) and Robot Theology: Old 

Questions through New Media (2021b).

5.  The conceptual opposition of natural versus nonnatural constitutes another of 

the fundamental binary dichotomies that need to be submitted to critical reassess-

ment and deconstruction. See, for example, Keekok Lee’s The Natural and the Arte-

factual (1999) and Steven Vogel’s Thinking like a Mall (2015). My thanks to Joshua 

Gellers for this insight.

6.  This is also a good example of how and why the term legal person is often prefera-

ble to artificial person. In cases like this, the river achieves legal recognition of person 

following the model that had been successfully used with corporations. But unlike a 

corporation, which is the paradigmatic artificial person, the river is a natural object. 

Consequently, it is important to distinguish between two different ways in which 

the word artificial applies when used in this context. The corporation is an artificial 

being and its status as a person is an artifact of law. A river would only be artificial in 

the second sense. Unlike the corporation, it is a natural object that is recognized as 

a person due to the artifice of law. Using the term legal person has the advantage of 

not needing to distinguish between these two different senses of the word artificial.

Chapter 4

1.  The reasons provided have to do with matters of the body and the limitations 

imposed on these entities because of the mode of their embodiment. The chimpan-

zee, it is explained, grew up in the weightlessness of space, which has an irreversible 

effect on the cardiovascular system. For this reason, “she can only live in weight-

lessness.” The same situation is said to be a limiting condition for the AI, which 

was “assembled of necessity in space and cannot function in earth gravity” (Leiber  

1985, 4).

2.  The ancient Greek words τέχνη (tékhnē) and φύσις (phúsis) are often understood 

and presented as conceptual opposites. The former can be translated as art, craft, or 
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skill and is the etymological root of the English word technology. The latter refers to 

that which exists not by art, artistry, or some kind of artificial means but by nature 

(see Dunshirn 2019).

3.  Although Goertzel does not reference it directly, this line of argument was ini-

tially proposed and prototyped by the American philosopher Hilary Putnam in an 

article for The Journal of Philosophy, published in 1964. In a section titled “Should 

Robots Have Civil Rights?,” Putnam considers the theoretical possibility of con-

structing robots that are “psychologically isomorphic” to a human being. If and 

when this is achieved—and Putnam constructs the argument in terms of a condi-

tional statement—then the “civil rights of robots” may become an urgent matter. 

The idea is taken up and further developed in a few essays published toward the 

end of the twentieth century. In the first issue of Social Epistemology, Chris Fields 

(1987, 5) offered the following proposal concerning the evolving social status of 

computers:

Once computers are intelligent enough  .  .  . they will qualify as members of society, with 
rights, social responsibilities, and so forth. The motivation behind this view was stated clearly 
by Hilary Putnam: if a machine satisfies the same psychological theory as a human, then 
there is no good reason not to regard it as a conscious being in exactly the same way that the 
human is regarded as a conscious being. If being a conscious being with certain psychological 
properties is sufficient for inclusion in society, then a machine with those properties deserves 
inclusion as much as a human with the same properties. This amounts to the position that 
sufficiently human-like machines would count as artificial persons.

In a text from 1988, Sohail Inayatullah and Phil McNally argue for the “rights of 

robots” on the condition that future developments in AI technology will eventually 

produce intelligent artifacts that could be considered rational actors: “Eventually, 

Al technology may reach a genesis stage which will bring robots to a new level of 

awareness that can be considered alive, wherein they will be perceived as rational 

actors. At this stage, we can expect robot creators, human companions and robots 

themselves to demand some form of recognized rights as well as responsibilities” 

(128). And in “Legal Personhood for Artificial Intelligence,” Lawrence Solum (1992, 

1273) makes a similar conditional argument: “If AIs behaved the right way and if 

cognitive science confirmed that the underlying processes producing these behav-

iors were relatively similar to the processes of the human mind, we would have very 

good reason to treat AIs as persons.”

4.  At one time, when research in this area was relatively new, it was both possible 

and practical to provide an exhaustive account of the available publications. And 

this is precisely what was developed for and presented in both The Machine Ques-

tion: Critical Perspectives on AI, Robots and Ethics (Gunkel 2012) and Robot Rights 

(Gunkel 2018). At this time (November 2022), and after the “exponential increase” 

in research activity documented by Jamie Harris and Jacy Reese Anthis (2021), this is 

no longer feasible. Therefore, instead of trying to provide an exhaustive account that 

includes everything, we will limit the analysis to a representative sample, focusing 
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attention on those texts that either have been recognized as influential (indicated 

by numbers of subsequent citations in the literature) or provide unique insights that 

are useful and informative for the analysis.

5.  Although not directly cited in the context of this early essay, this way of pro-

ceeding—this deliberate inversion of the standard method for deciding questions or 

moral status—follows the innovations of the twentieth-century Lithuanian/Jewish 

thinker Emmanuel Levinas. For more on Levinas’s potential contribution to the 

“relational turn” in AI and robot ethics, see my books The Machine Question (2012) 

and Robot Rights (2018), as well as subsequent essays from Mark Coeckelbergh, like 

“The Moral Standing of Machines: Towards a Relational and Non-Cartesian Moral 

Hermeneutics” (2014) and “Artificial Intelligence, Responsibility Attribution, and 

a Relational Justification of Explainability” (2020). For a critical reappraisal of this 

particular use and application of Levinasian philosophy, see Patrick Gamez’s “A 

Friendly Critique of Levinasian Machine Ethics” (2022).

6.  The difference is a matter not only of terminology but also of philosophical tradi-

tions and a long-standing decision that divides the discipline. Phenomenology as an 

approach and method tends to be associated with what is called continental philoso-

phy, whereas concepts of behaviorism (like many of the other isms in the field) tend 

to be situated in the analytic/Anglo-American tradition. The difference is obviously 

arbitrary, culturally specific, and political (i.e., instituted from and in support of par-

ticular positions of institutional power). It should not really matter anymore as the 

differences have never really been substantive, but, for better or worse, it persists.

7.  The prototypical example utilized in these arguments and discussion is almost 

always a toaster. The selection of this particular kitchen appliance is not accidental 

nor unimportant. For more on this subject, see Gunkel (2018, 192).

Chapter 5

1.  This marks an important shift in the subject. Arguments for (or against) the 

extension of natural personhood focus on individual entities and their essential 

capabilities and/or internal states. Argument for (or against) the extension of legal 

personality focus not on individual subjects (and what goes on inside) but on social 

context and its functioning. Problems occur when one tries to move between these 

two domains because they are, quite literally, not talking about the same subject.

2.  As Jacob Turner (2019, 174) points out, legal personality tends to be used in the 

context of UK legal proceedings and jurisprudence, whereas personhood tends to be 

the privileged term in the US. We will, following Turner’s advice and precedent, use 

the two terms interchangeably.

3.  There is, as nineteenth-century German philosopher G. W. F. Hegel (1977) insight-

fully pointed out, no presuppositionless mode of scientific inquiry; all analyses  
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make and proceed from prior assumptions. What makes the difference is whether 

one recognizes and acknowledges the inherent limitations and challenges of these 

assumptions.

4.  “The arrival of this geological epoch,” Gellers (2020, 117) writes, “presents a 

moment for reflecting on the ways in which modern systems of law and governance 

have failed to prevent the current environmental crisis. In particular, the Anthropo-

cene calls upon us to question whether an anthropocentric worldview is sustainable, 

given the havoc it has wrought on the Earth and its inhabitants.”

5.  It should be added that this effort to tip the scales or influence the outcome is 

something that can be considered “uncontroversial” only from the perspective of 

those who would already benefit from the exercise of such prejudice. This is a kind 

of “fraternal logic,” where one stacks the deck in favor of those who already enjoy 

the privilege of being members of the club.

6.  John-Stewart Gordon and Ausrine Pasvenskiene (2021) provide a much-needed 

critical review of this literature in the essay “Human Rights for Robots? A Literature 

Review.”

7.  In advancing this argument, the authors bracket the question of natural or 

moral personhood. Although they give brief consideration to both the properties 

approach to deciding questions of moral status and the epistemological complica-

tions addressed by the behavioralist litmus tests, they are quick to point out that 

none of this moral personhood stuff is sufficient for determining legal personality. 

“Even if robots were to be constructed on the mass scale and to acquire moral rights, 

this would not fully settle the question of whether the law should recognize them as 

legal persons. Legal systems are flexible as to what actors they confer legal personal-

ity upon, and they need no evidence of supposed inherent qualities of an actor in 

order to do so” (Bryson, Diamantis, and Grant 2017, 284).

8.  It should be noted that there is some equivocation concerning this rather 

emphatic imperative, which punctuates the final sentence of the essay. At the begin-

ning of the text, Bryson, Diamantis, and Grant (2017, 274) seem to want to hedge 

their bets by issuing a less determinative position: “In this article, we ask whether 

a purely synthetic entity could and should be made a legal person. Drawing on the 

legal and philosophical framework used to evaluate the legal personhood of other 

non-human entities like corporations, we argue that the case for electronic person-

hood is weak.” According to this initial statement of purpose, then, the article was 

never intended to actually prove that “purely synthetic intelligent entities should 

never become persons” but only to demonstrate that the case for extending legal 

personhood to robots and other artifacts was relatively “weak.” But even this formu-

lation is itself a rather weak assertion and ultimately insufficient insofar as the essay 

fails to provide the proposed cost-benefit analysis that would have proven or sup-

ported it. In the end, then, Bryson, Diamantis, and Grant’s essay is unable to close 
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the deal on either the absolute imperative that purely synthetic intelligent entities 

never become persons or the more measured but relatively weaker claim that the 

case for electronic personhood is weak.

9.  As Chopra and White (2011) explain, their preferred solution to the contracting 

problem—at least as regards the current state-of-the-art technology—is the agency 

doctrine, whereby the technological artifact is considered an intelligent nonperson 

actor with limited legal capacity. “The most cogent reason for adopting the agency 

law approach to artificial agents in the context of the contracting problem is to allow 

the law to distinguish in a principled way between those contracts entered into by 

an artificial agent that should bind a principal and those that should not” (44). But 

this formulation, as they explicitly recognize, has important and potentially disturb-

ing parallels to the legal status of human slaves as established in both Roman and 

American law. We will take up and examine the opportunities and challenges of this 

“electronic slave metaphor” (42) in the penultimate chapter.

10.  The phrase “answer for  .  .  .” is deliberate in this context. This is because the 

“concept of responsibility,” as the philosopher Paul Ricœur (2007, 12) pointed out is 

a matter of being able to respond to or answer for a decision or action. The question 

in the face of increasingly autonomous technology, then, is this: Who or what can 

be or should be responsible for the consequences of decisions and actions instituted 

by robots, AIs, or other autonomous technology? Who or what is able to respond 

to or answer for what the technological artifact does or does not do? (see Gunkel 

2020b).

Chapter 6

1.  For a detailed literary analysis of how Shelley’s fiction set the stage for contem-

porary ethical and political debates about artificially intelligent creatures, see Eileen 

Hunt Botting’s Artificial Life after Frankenstein (2021).

2.  Petersen’s proposals have been met with a couple of important and critical 

responses. In the essay “What’s Wrong with Designing People to Serve?,” Bartek 

Chomanski (2019, 993) uses the Aristotelian vice of manipulativeness to argue “that 

it is unethical to create artificial agents possessing human-level intelligence that are 

programmed to be human beings’ obedient servants.” And in “Designing (Artificial) 

People to Serve—the Other Side of the Coin,” Maciej Musiał (2017, 1087) employs 

Jürgen Habermas’s “critique of positive liberal eugenics” to argue that “any kind of 

intentional designing inevitably wrongs the designed beings regarding their free-

dom, autonomy, equality and identity.”

3.  Efforts to address and critique the not-so-hidden racial dimensions of robot 

slavery, although scarcely identified and dealt with in the legal literature, have 

been increasingly important and visible in both science fiction studies (Lavender 

2011; Ginway 2011; King 2013; Chude-Sokei 2015; Hampton 2015) and the more 
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philosophically oriented work in robot/AI ethics (Gunkel 2012, 2018, 2020a; Estrada 

2020; Gellers 2020).

4.  In advancing this concept of limited inclusion, Pietrzykowski’s proposal follows 

and is consistent with the stipulations of animal rights philosophy as developed by 

both Peter Singer and Tom Regan. According to Regan (1983), for example, the case 

for animal rights does not include all animals but is limited to those species with 

sufficient complexity to have at least a minimal level of mental abilities similar to a 

human being. For this reason, the word animal in Regan’s The Case for Animal Rights 

is limited to “mentally normal mammals of a year or more” (78) and excludes virtu-

ally everything else.

5.  It is not insignificant or coincidental that these solutions rely on color imagery. 

Both Schirmer and Mocanu characterize the standard thing/person dichotomy as a 

limited black versus white binary and propose in-between solutions that are shades 

of gray or a spectrum of different colors. The same terminological distinction—black 

versus white—is also a fundamental component of the concept of slavery as it was 

instituted in both North and South America, where perceived differences in race 

divided white masters from Black slaves. The use of color imagery is clearly useful for 

characterizing the systemic insufficiencies and limitations of binary oppositions. But 

these metaphors are not neutral, and they come with their own axiological assump-

tions and social/political consequences. For these reasons, it is difficult to challenge 

the institutions of slavery by using and relying on logics and rhetorics that are them-

selves related to and closely associated with systems of hegemony and colonialism. 

It is this problem—the systemic inequalities that are already hardwired into the very 

fabric of language itself—that deconstruction seeks to address and remediate.

Chapter 7

1.  On the affinities of and points of contact between deconstruction and queer 

theory, see Nicholas Royle’s (2009, 113–134) essay, “Impossible Uncanniness: 

Deconstruction and Queer Theory” in his book In Memory of Jacques Derrida.

2.  This formulation is not something that is limited to Heidegger’s analysis; it finds 

similar expression in the work of other twentieth-century thinkers, like the Ameri-

can communication theorist James Carey (1992, 25): “I want to suggest, to play 

on the Gospel of St. John, that in the beginning was the word; words are not the 

names for things but, to steal a line from Kenneth Burke, things are signs of words. 

Reality is not given, not humanly existent, independent of language and toward 

which language stands as a pale reflection. Rather, reality is brought into existence, 

is produced by communication—by, in short, the construction, apprehension, and 

utilization of symbolic forms.”

3.  This seemingly small but significant typographical alteration—that is, identify-

ing this third, nondialectic term with the name Thing—follows a precedent that 
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has been developed in the literature of/on deconstruction. In Derrida’s own work, 

deconstruction of the defining logocentric opposition of speech/writing results in 

a third term that he identifies as writing—or, better, arche-writing. This term desig-

nates another concept of writing that is prior to and outside of the conventional or 

vulgar concept of writing that has been defined and characterized in opposition to 

the privilege of speech. Something similar occurs in the work of Levinas, where the 

word Other—typically written (in translations of Levinas’s texts) with the capital 

O—has been deployed to identify a primordial experience with externality that is 

anterior to and the prior condition of the subsequent formation of the conceptual 

pair that opposes self to other. These nominal repetitions—these repetitions with a 

difference—are a necessary component of the two-step procedure of deconstruction. 

But they also (and somewhat regrettably) provide the occasion for misreadings and 

misunderstandings of the deconstructive effort. For more on this subject, its exigen-

cies, and its consequences, see Deconstruction (Gunkel 2021).

4.  OOO is not the only development in this direction. There is also new material-

ism (Coole and Frost 2010), speculative realism (Shaviro 2016), the parliament of 

things (Latour 2012), and others. For this reason, the brief consideration of OOO 

included here is simply exemplary and not meant to be an exhaustive account of 

the wide range of different and interdisciplinary efforts to think about and take care 

of things. Importantly, what this proliferation of different strategies and approaches 

indicates is the fact that Western thought is currently engaged in a struggle against 

the weight of its own traditions, trying to return “to the things themselves” in a 

way that responds to the phenomenological project that is often attributed to Hei-

degger’s predecessor, Edmund Husserl.

5.  In calling upon and referring to the work of thinkers like Heidegger, Levinas, 

Derrida, Haraway, Benso, Esposito, and so on, it is important to point out that none 

of these are mobilized as or intended to be a kind of philosopher ex machina (a bril-

liant term provided to me by Mark Coeckelbergh). No one philosopher or theorist 

provides a ready-made “theory of everything” such that their work can be taken 

up literally and applied as a kind of religious doctrine. Each contributes something 

unique that can be added into the mix. In calling upon and using the work of these 

other thinkers, the goal is not to achieve fidelity to their project as such but to draw 

upon the resources and insights they—and often times they alone—make available. 

Elsewhere, I have explained this way of proceeding and related it to the efforts of the 

remix artist or DJ. The composition of a book like this is always a matter of carefully 

selecting source material (a.k.a. “crate diving”), isolating and sampling different ele-

ments and passages, and then assembling and recombining all of this into a new 

whole that is greater than the sum of its parts. See Of Remixology: Ethics and Aesthetics 

after Remix (Gunkel 2016).

6.  The phrase the face of the Other, which does so much of the heavy lifting in 

Levinas’s own texts and publications, is open to a number of different readings and 
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competing interpretations. For a review and critical engagement with the multifac-

eted aspects of the concept, see The Changing Face of Alterity: Communication, Tech-

nology, and Other Subjects (Gunkel, Filho, and Mersch 2016).

7.  For this reason, relations are neither an ontological criterion nor an epistemic 

category. They are the prior ethical condition. This is why, for Levinas (1969, 304) 

and others who have followed his lead, it is ethics, and not ontology or epistemol-

ogy, that is designated as “first philosophy.”

8.  This statement, which has often been directly attributed to the Marvel Comics 

superhero Spider-Man, was initially voiced by Benjamin Parker (a.k.a. Uncle Ben) in 

conversation with Peter Parker (a.k.a. Spider-Man). My thanks to both Joshua Gellers 

and Joshua Smith for this important literary clarification.
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