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Our actions depend on finding their objects

And growing around them

Until one or the other is forced to bloom.

	� Douglas Crase, 1981, The House at Sagg, The  

Revisionist, Boston, MA: Little Brown and Co.

I’m painting, I’m painting again!

 . . .

You can’t see it ‘til it’s finished!

I don’t have to prove . . . ​that I am creative!

 . . .

All my pictures are confused!

	� Talking Heads, 1978, Artists Only, More Songs  

About Buildings and Food, New York: Sire Records
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In writing this book, I am attempting to pull together many threads that 

have been gathered during thirty plus years investigating what it is that 

people do with digital technology. Over this time, my enthusiasm for digi-

tal technologies has waxed and waned either as a result of the opportunities 

I have had to tinker with devices or as the result of concerns over the reach 

that technology (and the organizations that control it) has into our every-

day lives. In equal measure, this book reflects my journey from understand-

ing human behavior in terms of cognitive psychology (as “information 

processing”) to an appreciation of the significance of embodied cognition. 

Specifically, in this book, I employ my understanding of Anthony Chemero’s 

radical embodied cognitive science (RECS) to some of the design challenges 

that digital technologies present.

My journey from information processing to RECS has involved a num-

ber of fortunate, often accidental, meetings, and I have benefited hugely 

from the opportunities that these have provided me. To put these meetings 

into some semblance of order would imply an organizing principle that is 

only vaguely correct, but this helps in telling the story of this book and how 

it developed. My academic career began in the applied psychology unit at 

Aston University, where I completed a PhD on the human factors of speech 

recognition, under the supervision of Rob Stammers and Dave Usher, in the 

late 1980s. This work explored the potential for speech technology to be 

used in the control rooms of electricity-generating power stations.1 It was 

here that I learned about ergonomics and the delights of studying people 

doing their real work in their real work environments. I also learned about 

the perils and pitfalls of getting digital technology to behave in ways that 

would be beneficial, particularly the early forms of speech technology at our 

Preface
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disposal. It was at Aston that I struck up a lifelong friendship and work-

ing collaboration with Neville Stanton, and some of the ideas that have 

germinated from our early work (particularly the notion of “rewritable rou-

tines”2) have a ghostly presence here. Over the intervening years, making 

sense of these ideas (and what it means to study people at work) has led me 

away from the “standard” information-processing approaches that informs 

so much of ergonomics to search for alternative theories and explanations.

During my PhD, I became interested in how people could use speech tech-

nology when they were outside the control rooms of electricity-generating 

power stations. Initially this involved a laptop in a rucksack with a small 

head-mounted Phase Alternating Line (PAL) television screen (so that the 

person had visual confirmation of what the computer had recognized). 

Over a few years, my research team and I developed wearable computers 

for maintenance workers, emergency services personnel, and crime scene 

examiners (CSEs). For the most part, the work was a mixture of hardware/

software development with experiments and metrics to evaluate the impact 

of these technologies on people. From the work with CSEs, I began to think 

about sensemaking at crime scenes. This led to thinking about the ways in 

which concepts from distributed cognition could be applied to crime scene 

examination. In parallel with this, I was working with Neville on projects 

involving distributed situation awareness. The crime scene work led to two 

unexpected invitations. The first was to present the work to the Naturalistic 

Decision Making (NDM) conference, where I first met Gary Klein and Rob-

ert Hoffman. The idea that expertise can only be studied in “ecologically 

valid” settings, which this community strongly endorses, is central to my 

thinking. This is one of the reasons why I went to the UK College of Polic-

ing’s Harperly Hall to study experienced CSEs and why I later worked with 

simulated crime scenes in Teesside to compare how experienced and trainee 

CSEs conducted searches.3 The second was an invitation to attend the fledg-

ling Distributed Thinking Symposium series that Fred Vallee-Tourangeau 

and Stephen Cowley ran from Kingston University. These symposia not 

only introduced me to the notions of interactivity but also to David Kirsh, 

Anthony Chemero, and Lambros Malafouris. Subsequently, the Distributed 

Thinking Symposium moved (with Stephen) to the University of Southern 

Denmark, where I met Christian Mosbæk Johannessen, who initiated an 

interdisciplinary project on writing and drawing, bringing together Marieke 

Longcamp, Susan Stuart, Paul Thiobault, and me.4

Downloaded from http://direct.mit.edu/books/book-pdf/2246864/book_9780262369886.pdf by guest on 03 October 2024



Preface	 xi

In an attempt to consolidate my ideas about the role of physical objects 

in CSE, I started to look at the ways in which people used tools. The lit

erature seemed, back in the 1990s, quite sparse and spread across differ

ent disciplines that tended to have little connection with each other. So, I 

pulled together what I could find and wrote a book.5 In part, this book was 

an attempt to make sense of tool-mediated interactions with the environ-

ment. I had benefited from discussions with colleagues at the University 

of Birmingham, particularly Ted Megaw (who had worked on ergonomics 

and motor control in the 1970s) and Alan Wing (who continues to define 

the field of how people coordinate physical movement). Both of them have 

an approach that marries engineering concepts (inspired by versions of 

control theory) with fundamental understanding of human activity, and 

both set up experiments that abstract the core features of real-life activity 

into tasks that are amenable to experimentation. While neither fully sub-

scribed to the dynamic systems or RECS approaches in this book, I learned 

a great deal from them in terms of what a rigorous and testable description 

of activity ought to look like.

As I was writing Cognition and Tool Use, my thinking (while incorporat-

ing some aspects of distributed cognition and interactivity) was still influ-

enced by information-processing concepts and the initial ideas of forms of 

engagement depended on “schema” and “automaticity.” I now recast the 

idea of forms of engagement to better fit with interactivity and embodi-

ment, and the inspiration for this change has come from several sources. 

On the basis of the tool book, I was invited, by Witold Wachowski, to an 

AVANT6 conference in Torun, Poland. Alan Costall, Robert K. Logan, David 

Kirsh, J. Kevin O’Regan, Richard Menary, Joanna Rączaszek-Leonardi, and 

Anthony Chemero were the other invited speakers. From this event, I was 

able to compare my own stumbling efforts to explain what people did 

with tools to more cleanly developed theories, particularly of David (in 

his account of how people use artifacts and actions to “do” cognition) and 

Tony (in his radical embodied cognitive science). The tool book also led 

to invitations from Lambros to workshops in Oxford to learn more about 

his material engagement theory, and from Blandine Bril in Paris to learn 

more about her theory of functional reasoning account of tool use. I have 

drawn heavily from all of these ideas and have attempted to find synergies 

and parallels between them, within the overarching framework that RECS 

offers. No doubt I am misinterpreting and twisting their arguments, but my 
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misunderstandings are born purely from ignorance rather than malice, so I 

hope that they can forgive me. I urge the reader to go to the source material 

for these ideas. Lambros also encouraged Tom Wynn and Fred Coolidge to 

invite me to their workshops on applying material engagement theory to 

paleoarchaeology, where, alongside them and, among others, John Gower, 

Klint Janulis, and Leee Overmann, we discussed the nature of early hominid 

tool use.7 At Birmingham, I have also benefited enormously from ongoing 

conversations with Andrew Howes on computational modeling of human 

decision-making.8 More recently, Jan-Maarten Schraagen and Paul Ward, 

colleagues from the NDM conferences, invited me to contribute a paper on 

4E (Embodied, Embedded, Enacted, Extended) cognition to their handbook 

on expertise.

I also want to thank Doug Sery and Noah Springer at the MIT Press for 

their help in taking this book from a sketchy manuscript to the version 

you are reading and to three anonymous reviewers, who have generously 

provided comprehensive and detailed reviews of the various versions of this 

book as it has evolved.

I am indebted to all of the people I have mentioned (and to the attend-

ees of various workshops, symposia, and conferences and to all of the PhD 

students who have taught me through my supervision of them) for their 

inspiration and support in the development of the ideas in this book. In 

tracing the path from initial thinking (in distributed cognition and in mak-

ing sense of how people use tools), it might appear as if there is a neat, 

linear path from “information processing” to “embodiment.” I doubt that 

this is the case, and this book is, in part, a continued reorientation of my 

thinking from information processing to RECS as a way of explaining how 

people think and act. In particular, I have chosen to couple the consider-

ation of digital technologies with a broader consideration of design and 

creativity partly because of ongoing discussions that I have had with Tony 

Chemero and partly because there seems to be a gap in the information-

processing literature when it comes to creativity,9 so it made sense to see 

how embodiment could plug that gap; and, of course, I liked the challenge 

of taking a theoretical position that many people dismiss as being about 

just “low-level” activity and demonstrating how it is equally applicable to 

high-level cognition, like creativity.
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Introduction

The title of this chapter quotes Hilary Putnam.1 In a thought experiment, 

he asked the reader to consider twins living on different versions of Earth: 

in one, “water” had the properties with which we are familiar; in the other, 

“water” had different chemical properties but these properties could be 

described using the same words as used on our Earth. So, when twin 1 

and twin 2 say, “Water is wet,” do they mean the same thing? For Putnam, 

the answer is “no” because, even though they are using the same words, 

the “truth conditions” (defined by the properties of the environments in 

which they live) create different contexts in which to interpret the words. 

Putnam’s quote can be repurposed as “cognition ain’t all in the head,” and 

this is a basic point that will be argued in this chapter.

I use embodied cognition as the lens through which to understand how 

designers engage in creative practices and also to understand how people 

use designed artifacts (in particular, digital technologies). In this respect, 

embodied cognition is playing a role in explicating design thinking (because 

“creativity” arises from interactions with materials rather than occurring 

solely in the head) and a role in informing design practice (by providing a 

theory of what people do with artifacts). Throughout the book, the phrase 

“embodied cognition” refers to the collection of theories that could be 

called “enactive,” “embedded,” “situated,” or “distributed.” I appreciate 

that my choice is controversial, but Shipp and Vallee-Tourangeau2 point 

out that more papers use the term “embodied cognition” than the other 

terms. Depending on which review you chance upon, there may be three,3 

six,4 or more flavors of “embodiment.” However, there is a broad consensus 

1  “Cut the Pie Any Way You Like, ‘Meanings’ Just Ain’t 

in the Head!”
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2	 Chapter 1

that humans, as cognitive agents, are embedded in environments in which 

they enact their embodied skillful coping in response to the scaffolding of 

artifacts that allow for the distribution or extension of cognitive activity.

Cognition and Embodiment

I spent many years working in the traditions of cognitive psychology, apply-

ing concepts and theories from this discipline to understanding people at 

work and their interactions with artifacts. Increasingly, I find that these 

concepts and theories are incomplete and do not capture the experience of 

either designing or using things. I believe that radical embodied cognitive 

science (RECS) provides a richer and more coherent account of what I find 

when observing and speaking to people in their workplaces or when evalu-

ating prototypes than theories derived from cognitive psychology. Later in 

this chapter, I discuss RECS in more detail. For now, a quotation from Wil-

liam James, whose Principles of Psychology influenced not only cognitive 

psychology but also philosophy, particularly Pragmatism, illustrates the 

general tone of the argument.

The world experienced comes at all times with our body at its center, center of 

vision, center or action, center of interest. Where the body is is “here”; when the 

body acts is “now”; what the body touches is “this”; all other things are “there” 

and “then” and “that.”5

Perhaps the word “embodiment” implies small children learning to count 

by using their fingers to represent the numbers 1 to 10. As an aside, the word 

“digital” is derived from the Latin for fingers (or toes). The use of the word 

“digits” to refer to numbers occurred around the fifteenth century, but it 

was not until the twentieth century that “digits” related to all numbers, 

and only in the last fifty years or so that “digital” came to apply to binary 

coding. More recently still, “digital” has come to apply to the technologies 

that make use of binary coding, with phrases such as “digital native” imply-

ing a facility with computer technology. So, in everyday parlance “digital” 

relates to fingers, to numbers, to technologies, and to the ways in which our 

information is codified. Information can be captured, processed, stored, and 

transmitted in digital form, and this is not simply a consequence of tech-

nology but is at the root of the “information-processing” models of cogni-

tion. It is against the broad concept of cognition as information-processing 

that theories of embodiment rail. Metaphorically, we might look for ways 
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in which the original meaning of digital relates to both information and 

cognition.

Returning to the child counting on fingers; at one level, children associ-

ate their fingers with numbers. Very small children can recite the numbers 

1 to 5 while touching their fingers, but this is not the same as knowing 

how to count6 (ask a basic question about adding or subtracting, and they 

might struggle to answer). What the child needs to learn is the purpose 

of counting. Beyond a certain age, children might dispense with counting 

with their fingers and develop the ability to perform calculations “men-

tally.” For Vygotsky, the crucial turning point comes from internalizing 

“rules” that apply to counting. This raises the question of what is being 

“internalized” as these “rules” are learned. For some writers, “internaliza-

tion” merely means substituting the fingers on the hand for symbols in the 

brain.7 One of the central debates (between “mainstream” cognitive science 

and embodied cognition) concerns this question of “internalization.” In 

the version of embodied cognition followed in this book, human cogni-

tion can be explained without recourse to “internal representation.”8 It is 

important to note that this claim is not simply a matter of faith but requires 

a particular stance to research (both theoretical and methodological) that 

would allow us to define and demonstrate ways of explaining behavior that 

do not rest on internal representations. This position not only challenges 

basic assumptions of cognitive science but also, I argue, provides a richer 

and more parsimonious account of how people interact with artifacts and 

what designers do when they design these artifacts.

What Is Cognition, If It Is Not Information Processing?

The simple dichotomy between physical and cognitive activity implied by 

“internalization” misses essential aspects of the development of mathemat-

ical skills. Take the problem of solving simultaneous equations—that is, 

finding values for x and y that satisfy pairs of equations such 3x + y = 11 and 

2x + y = 8. Several strategies can be applied to such problems. One approach, 

using elimination, recognizes that both equations have the same value for 

y (and if they do not, then it might be possible to manipulate either x 

or y, through multiplication or division, to make the values the same in 

each equation). From this, the solution involves subtracting one equation 

from the other (to find that, in this case, x = 3 and y = 2). Or you could plot 
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4	 Chapter 1

a graph of these equations and find where the lines intercept. For both 

approaches, once you have learned the routine, solving the equations is a 

matter of applying the steps in a routine rather than “internalizing” any of 

the information. You might accept this point but argue that the steps are 

internalized. However, often the steps reframe the problem. That is, the 

experienced mathematician would either “see” the solution or “automati-

cally” work through the steps until a solution was found. In this example, 

the information is the mathematical symbols, and the processing consists 

of the steps through which these symbols are transformed (together with 

an appreciation of when to stop transforming, i.e., what defines a solution 

to this problem). What the experienced mathematician develops is a way of 

defining the key features that are relevant to a problem and a set of actions 

that corresponds to these features.

From the example of solving simultaneous equations, we might ask 

what does cognition involve? In these examples, I have argued that “cogni-

tion” could be performed not in the head but through the manipulation 

of “external” information. So, what definition of cognition could allow 

both types of activity? At a minimum, cognition involves processes that 

can enable interpretation of salient information, coordinate actions on this 

information, judge the outcome of these actions and anticipate whether a 

given action is likely to be effective, adapt actions to increase the likelihood 

of effectiveness, and learn (or retain) effective actions.

To appreciate the depth of embodied cognition as a critique of infor-

mation processing, we should immediately dismiss the suggestion that 

“embodiment” merely means “having a body.” Some of the work relating 

to embodiment involves studies that make literal use of the word “body” 

and suggest that changes of the body, such as altering posture, can have a 

bearing on behavior. I am not convinced by such research as if often fails 

replication tests, so will not include it here. Alternatively, embodiment might 

suggest that there are some physical actions that we do during cognition, 

such as counting on our fingers. From the information-processing perspec-

tive, such actions are dismissed as incidental and as having no impact on 

cognition; the assumption seems to be that anything outside the brain (or 

anything that is not encapsulated in symbols) must relate to something 

other than cognition. The defining features of cognition I presented earlier 

do not demand either symbols or information processing. For embodied 

cognition, action is cognition.
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A further problem with the claim that “embodied” means merely having 

a body is that it replaces the mind-body dualism of information processing 

with a body-environment dualism. For the theory of embodied cognition 

pursued in this book, it is important to recognize that the environment is 

integrated into cognitive processes. The boundaries between the compo-

nents of the human-artifact-environment system (figure 1.1) are perme-

able. Obviously, this does not mean that artifacts will seep into the skin. 

But nor, I think, does it mean that the artifact becomes a part of the person.

Given the close coupling in the human-artifact-environment system, 

it becomes difficult (if not impossible) to claim that the elements of this 

system can be treated in isolation. This raises a question of where there 

are borders and boundaries in the system. For Sennett,9 a boundary is an 

edge where one thing ends and another begins, while a border is a site of 

exchange. Recognizing the importance of boundaries, we can note that an 

artifact, such as a tool, does not become a “part” or an “extension” of the 

person (much as this has been proposed in discussion of tool use). Rec-

ognizing the importance of borders, we can appreciate how the artifact’s 

functions will be modified by the person and the person’s capabilities will 

be mediated by the use of the artifact; this is not due to the person becom-

ing cognitively or physically enriched but rather due to the system having a 

new equilibrium. In other words, “in no system which shows mental char-

acteristics can any part have unilateral control over the whole”; that is, “the 

mental characteristics of the system are immanent, not in some part, but in 

the system as a whole.”10 From this, the artifact offers new borders (between 

Human Artifact

Environment

Figure 1.1
Interacting elements of a human-artifact-environment system.
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6	 Chapter 1

person and artifact, artifact and environment) that create opportunities for 

the exchange of information and action. That is, cognition arises from the 

interactions between body, artifact, and environment.

We can’t go much further in our discussion without addressing the ques-

tion of how and why embodied cognition challenges the notion of repre-

sentation. Indeed, a defining feature of much of the debate surrounding 

embodied cognition is the depth of anger and irritation that surrounds 

the very idea that we can dispense with the notion of representation. This 

debate has been characterized as the “representation wars.”11 Before wading 

into the debate, I note Dietrich’s wry observation that “no scientist knows 

how representations represent.”12

What Is Wrong with “Mental Models”?

“Internal representation” is the defining feature of information process-

ing. For the information-processing view, the organism uses its senses 

to sample the environment. The resulting data are then translated into 

symbols that define meaning. This requires an appropriate apparatus to 

translate information from the senses into symbols and to process these 

symbols to create meaning. From this perspective, an “internal representa-

tion” is simply the side effect of using such apparatus—in other words, the 

symbols need to be put somewhere and they need a production line that 

manages their translation from sense data to meaning to physical action, 

with each stage of the production line performing a different operation on 

the symbols.

Interestingly, while the information-processing approach might imply the 

manipulation of symbols as a “language of thought,” many theories devel-

oped within this tradition use different abstractions. For example, Baddeley’s 

model of working memory13 does not propose that we have a temporary 

storage of a symbols, such as words (e.g., when we remember a telephone 

number), but rather that data are stored in terms of temporal duration. That 

is, the “articulatory loop” (or phonological loop) has a duration of around 

two seconds and, like an old-fashioned tape loop, has new information over-

write existing information. Other notions of working memory (particularly 

the discussion of this concept in textbooks on human-computer interaction) 

assume that memory has a capacity defined by the quantity of symbols it can 
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“Cut the Pie Any Way You Like, ‘Meanings’ Just Ain’t in the Head!”	 7

hold (e.g., 7 ± 2, derived from an experiment reported in 195614). The reason 

for mentioning this is that the latter assumes that capacity (of working mem-

ory) is defined in terms of symbols, while the former assumes that capacity 

is defined by enaction—in this case, the time it takes to speak words. Indeed, 

there is a good evidence that working memory capacity for longer words dif-

fers from that for shorter words (which a “symbolic” account would struggle 

to explain but is obvious from an “articulatory loop” perspective).15 These 

temporal dimensions of memory suggest that not all cognition involves the 

specification, translation, or manipulation of symbols.

The focus of the information-processing approach on thought as the 

algorithmic manipulation of symbols separates the thinking mind from 

the world that it occupies. The argument for embodied cognition is that, 

taking this point to its logical conclusion, none of what we have defined as 

cognition requires the use of such symbols (in much the same way that the 

examples of solving simultaneous equations by manipulating the printed 

symbols does not require these symbols to be internalized). This would 

mean that, to use Chemero’s phrase, the “mental gymnastics” required in 

information processing (e.g., in terms of translating between environmen-

tal information and mental symbols) is not necessary.

I find the term “internal representation” confusing, so I am going to use 

“mental model” instead (on the assumption that this describes a “model” of 

the environment that is created and stored in the mind). An information-

processing view of human cognition assumes the representation of infor-

mation, extracted from the environment, in the form of symbols. These 

symbols are defined by structural units that are either “word-sized con-

cepts”16 or “icons,”17 and cognition involves the manipulation (according 

to specified rules) of these symbols.18 As noted previously, information-

processing approaches assume some apparatus that performs translations 

of features of the environment onto internal states, which can result in the 

ability to act on the environment. For embodied cognition, we might ask 

what this “apparatus” might be (if not information-processing apparatus in 

the brain), what this “information” might be (if not symbols), and what the 

internal state might be (if not a mental model)?

When the phrase “mental model” is used, the same collection of authors 

tends to be cited in its support, one of whom is Kenneth Craik. Here is a 

quotation of his that is commonly used:
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8	 Chapter 1

If the organism carries a “small scale model” of external reality . . . ​within its head, 

it is able to . . . ​react to future situations before they arise, utilize the knowledge 

of past events in dealing with the present and future, and in every way react in a 

much fuller, safer, and more competent manner to the emergencies that face it.19

Craik’s idea satisfies the requirements for cognition outlined earlier (in 

terms of anticipation, learning, and effective response). A loose reading 

of this quotation would find little to separate the idea of a “‘small scale 

model’ of external reality” from a “word-sized concept” or “icon” or “men-

tal model.” But this is not what Craik is arguing for. Prior to this quotation, 

Craik used the Kelvin tide estimator as an analogy for his concept (and had 

also written papers using servomechanisms to model [human] radar opera-

tors20). But, this is markedly different from the idea of a mental model that, 

say, Frederic Bartlett21 assumed in his discussion of the gist of stories. For 

Bartlett, a mental model is a summary of salient information from which 

to build interpretations, judgments, decisions, and actions. For Craik, the 

“small scale model” had to be a “physical working model” that “shares a 

relation-structure to that of the process it imitates.”22 What is important 

here is that he is not claiming a mental model that represents reality but a 

process that mirrors reality.  Craik’s thinking was, to some extent, influenced 

by the UK cybernetics movement in the 1940s, and in particular by the 

work of William Grey-Walter, pioneer of robots as autonomous entities. In 

one visit, Craik and Grey-Walter discussed “the aiming accuracy of air gun-

ners” and how the activity could be explained in terms of “goal-seeking and 

scanning. . . .”23 The resulting mechanical conception reflects embodied 

cognition’s notion of perception-action coupling.24 That is, how our “lived 

body”25 “opens the world to us as full of possibilities for action.”26 Features 

of the environment are perceived, and these features are associated with 

action. Key to this proposal is that there is no requirement for the features 

to be translated into symbols. Rather, the perception of features is direct. 

For me, perception-action coupling defines the relation structure that Craik 

is discussing. As we grow from baby to toddler, the range of possibilities for 

action increases. The relationship between action and the environment can 

be considered in terms of Ashby’s law of requisite variety. This law states 

(in cybernetics terms) that a “controller” can model the environment that 

it is controlling only if it has enough variety to respond to the states that the 

environment exhibits; if the environment becomes more complex, then the 

“controller” needs to create new models or else its uncertainty increases. 
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The question is whether this “model” is a replica of the environment built 

in the mind. Or whether it is a repertoire of action to allow you to act effec-

tively in and on the environment. The environment can be responded to 

through the mechanism of a “physical working model.” Applied to cogni-

tion, we could say, to use Rorty’s lovely phrase, the brain is for “coping, not 

copying.”27 In other words, the brain is for acting rather than representing. 

People develop strategies that allow them to use features in the environment 

to structure cognitive activity.28 The environment is the representation of 

a problem; in other words, the “external” information in the example of 

solving simultaneous equation is the “environment” for this particular 

activity.

The very notion that the external environment needs to be represented 

as a mental model in order for the person to perform an action requires 

the assumption that the person and the environment are not only physi-

cally distinct but also cognitively separate. For embodied cognition, the 

person and environment are mutual (i.e., linked in a way that one implies 

the other) and reciprocal (i.e., linked in a way that one affects the other) 

and form a self-organizing system. Thus, the behavior of a human-artifact-

environment system involves continual adaptation as it self-organizes. 

From this, cognition is “a kind of dynamic adjustment process in which 

the brain as part of and along with the larger organism, settles into the right 

kind of attunement with the environment—an environment that is physi-

cal but also social and cultural.”29

From an information-processing perspective, the construction and use 

of mental models come with processing costs. There is clearly a signifi-

cant degree of mental effort involved in constructing or learning a men-

tal model. The pay-off is assumed to be that once this is built, it can be 

reused and hence the effort is an investment. But this assumes that the 

mental model will be generalizable. There are several problems with this 

assumption. The first is that what is learned in one situation might not be 

appropriate to other situations. If the situations were constant, there might 

be much simpler means of capturing their essential aspect to ensure a con-

sistent response. For embodied cognition, this “essential aspect” involves 

perception-action coupling, or physical action in response to features in 

a given situation. Repeated exposure to this situation increases the prob-

ability of the action. Of course, a “mental model” might reflect the essen-

tial aspects in just enough detail to provide flexibility for future situations. 
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But, if this were the case, there would be little need for a “model” as such. 

Rather, recognition of these essential features ought to be sufficient. This 

suggests that information processing requires another set of symbols (to be 

stored in their own form of memory) that correspond to these essential 

features. For embodied cognition, the features simply exist in the environ-

ment and, in a very real sense, are “stored” there.

A second problem with mental models is that there needs to be more 

“rules” that encapsulate the knowledge of how to respond to these fea-

tures. This “know how”30 or “tacit knowledge”31 relates to our skillful cop-

ing with our environment. Information-processing approaches tend to 

use the clumsy argument that knowledge is either “declarative” (i.e., facts, 

or propositions, represented in some form of symbolic language) or “pro-

cedural” (i.e., anything to do with activity)—which allows “procedural” 

knowledge to either be magicked away or be subsumed under the aegis 

of declarative, such that symbolic information takes the form of “produc-

tion rules” (i.e., if condition x, then action y). A third problem is that 

symbols require a “semantics,” such that they can be labeled in terms of 

their salience. But, to assign a meaning to symbols requires a further set of 

symbols (with the requisite information-processing apparatus). A fourth 

problem is that the sort of content specified by the symbols used by infor-

mation processing ought to allow us to make judgments over its quality. 

This has been called the “hard problem of content” and is well expressed 

in the following:

Anything that deserves to be called content has special properties—e.g., truth, 

reference, implication—that make it logically distinct from, and not reducible to, 

mere covariance relations holding between states of affairs.32

For a mental model (or any other form of internal representation) to have 

scientific credibility, it needs to be something that has a substantive role 

in cognition. I am not sure that even people who study mental models 

believe that these are anything other than convenient fictions. There is gen-

eral agreement that mental models are incomplete, imprecise, ambiguous, 

fuzzy, poorly organized.33 Even if mental models existed, there would need 

to be some further “perceptual” process by which these were interpreted—

which implies the oft-parodied inner homunculus.34 If we dispense with 

a homunculus to observe the mental model, there remains the question 

of how the mental model can have an impact on our actions. One con-

ventional argument is that, having constructed a mental model, the brain 
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then constructs a program (or set of instructions) that is passed to the body 

in order for it to act on the world. But this assumes an information pro-

cessing apparatus that, oddly, does not include the body. For Gallagher, the 

information-processing approach is promulgated by “body snatchers.”35

Why would the human brain put effort into constructing a representa-

tion of the environment, then analyzing this representation, then planning 

an action based on this representation, then simulating the outcome of 

this action by running it through the representation . . . ​all before acting? 

Put simply, if there is a thing in front of you, why would it be necessary to 

create a representation of this thing in order to pick it up? While this argu-

ment might not immediately explain how we can think about things when 

they are not in front of us, it allows us to wonder what alternative to an 

information-processing account could be offered. In order to consider this, 

it is necessary to reconsider what we mean by “information.”

What Information Is Being Processed?

How do we make sense of an artifact? An obvious answer is to say that we 

obtain information from it. But this does not tell us what we might mean 

by “information.” In one sense, information is a digital code (in the form 

of binary digits, or bits) that allows a computing device to run operations 

on data (the digital code is used to describe both the operations and the 

data), and this digital code defines the on and off states of transistors. In 

its earliest inception, the information-processing approach used the com-

puter as a metaphor for the brain: both had input (in the form of data) that 

was manipulated (in the form of symbols) to produce output. For some 

early writers in the information-processing tradition, neurons in the brain 

behaved like transistors, switching on and off as information passes through 

them; but this rested on a whole bunch of assumptions which are mani-

festly untrue of the electrochemical activity of the brain. In the cybernetic 

tradition preceded information-processing view of cognition, switching 

related to control mechanisms that aligned action to environment. Some 

of these ideas reappear in various guises in theories explored in this book. 

Given that the metaphor does not apply to the workings of the apparatus, 

does it apply to the “stuff” that is being processed? Digital information is 

clearly not “information” for you or me when we are picking up a very full 

cup of hot coffee. So, what is the information we obtain from a cup?
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The language used to describe our interaction with artifacts is problem-

atic. The division of these interactions into subject (person) and object 

(artifact) means that these can be seen as discrete entities. In this way, there 

is a linguistic division between subject and object. Given this apparent sep-

aration, it then becomes necessary to introduce additional processes that 

can bridge this. Hence, information-processing approaches to cognition 

introduce discrete stages in which information is translated, such as input, 

processing, and output, as well as a separation of actions into discrete 

stages, such as begin movement, reach to object, pick up object. In embod-

ied cognition approaches, making these distinctions is pointless because 

the system would always be in flux as it self-organizes in response to the 

disturbances caused by each element. Indeed, for embodied cognition, the 

division between subject and object becomes irrelevant; there can only be 

a “system” in which human and artifact join together (in an environment). 

As Samuel Butler has it, “Strictly speaking, nothing is a tool except during 

use.”36 From this, the joining together, implied by the term “use,” creates a 

balance of activity between human and artifact (with both responding to 

their environment) in which they are mutually responding to the actions 

and effects of each other. For Varela’s enactivist account, “in-formation 

appears nowhere except in relative interlock between the describer, the 

unity, and its interactions.”37 From this I infer that the human-artifact-

environment system creates the unity within which, through its interac-

tions, information is created.

I find it useful to distinguish between information-as-content (which 

requires processing) and information-as-context (which constrains action). 

One reason why information processing relies on a mental model of the 

environment is that it is supposed to allow the person to make predictions 

prior to performing an action, which reduces reliance on feedback from the 

environment. The argument is that such feedback can be time consuming, 

particularly if the person is processing this in incremental stages during 

the performance of an action. A further justification the information-

processing approach offers for mental models is the “poverty of the stimu-

lus.”38 This assumes that the environment rarely contains fully specified 

details for information processing, so the information-processing apparatus 

needs to supplement sense data. For me, this argument puts the cart before 

the horse; only if you assume that this apparatus is used to build a mental 

model is sense data insufficient. If we return to our over-full coffee cup, do 
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we need to define the content of this scenario in order to guide our action? 

By describing it verbally, I have, of course, provided information-as-content 

(cup, liquid, temperature, capacity, spillage, scalding, and so on), and this 

might be one reason why it is so easy to assume that words (and other sym-

bols) must also be the language that the brain uses to engage in cognition.

Around the same time that digital computers were developing (by which 

I mean sometime in the 1940s), Shannon39 was developing information 

theory. For Shannon, the purpose of information was to reduce ambigu-

ity in a message. Rather than consider the “meaning” of a message, he 

described it in terms of ambiguity: as the number of message elements 

increases, so the message can be more ambiguous (or, in his terms, have 

higher entropy, or disorder). So, the purpose of information in this view 

is to help maintain order in the transmission of messages. If you consider 

a math problem from high school, say, the probability of drawing a blue 

marble from a bag of mixed colors, the number of marbles you need to 

draw out (or the number of “questions” you need to ask) is determined by 

the context (i.e., the number of alternatives) and not the content (i.e., the 

example works whatever combination of colors or objects or containers we 

use). For information theory, then, the purpose of information is to reduce 

uncertainty by providing context. The units of information in this case can 

be thought of as “yes” or “no” and will be represented as binary digits, or 

bits (as an aside, for information theory, the bits have no meaning other 

than their role in managing uncertainty, while in computing the bits have 

the unique definition of a program instruction or alphanumeric character).

In information theory, Shannon defines uncertainty, or entropy, in terms 

of the probability of features in a set; sets of features that have low entropy 

are predictable (due to their low variability), while sets of features with high 

entropy are much harder to predict. Information, from this perspective, 

can be defined only with reference to something else; it cannot be defined 

independently but only in terms of difference. From this, we can think of 

an environment in terms of degrees of freedom (defined by the features and 

their possible combinations). While information theory would have been 

familiar to Gibson, he did not apply it in his ideas of how features of an 

environment support action.40 “The term information cannot have its famil-

iar dictionary meaning of knowledge communicated to a receiver. This is 

unfortunate, and I would use another term if I could.”41 Often the use of the 

word “information” caused Gibson problems because he wanted it to mean, 
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at different points in his argument, a vehicle of communication, a form of 

knowledge, culturally modified content, and a naturally occurring (“invari-

ant”) property of the environment.  In embodied cognition, the organism 

uses its senses to collect information from the environment, defining those 

features against which actions are possible, that is, information provides 

context. This does not mean that humans are unable to respond to content, 

just that this is not necessarily part of everyday cognition.

For this book, I will use the phrase “ongoing, reciprocal engagement” to 

reflect the enactive nature of the routine skills that involve “skillful coping.”42 

The idea that we require complex apparatus to process information extracted 

from the environment (as per the information-as-content approach) com-

mits us to viewing the brain as sluggish, clumsy, and poorly adapted. For 

embodied cognition, actions are guided by salient cues from the environ-

ment, and meaning is defined in terms of the consequences of action. The 

organism performs an action and the state of the environment changes. If 

this new state is acceptable, action stops, or the organism repeats the cycle 

of sampling and acting.

The information-processing approach presupposes that the organism’s 

intent is a well-defined representation of the desired state of the environ-

ment. The embodied cognition approach presupposes that the organism 

has no “model” to aim for (although it does imply some criterion for 

acceptability). The first view assumes that perception (i.e., processing infor-

mation from the senses) has the aim of constructing a representation of the 

organism’s environment. The second assumes that perception is for action. 

In other words, the views can be distinguished by their focus on “world-in-

the-mind” versus “mind-in-the-world.”43

What Is the “Mark of the Cognitive”?

The distinction between “world-in-the-mind” versus “mind-in-the-world” 

can also be found in the field of distributed cognition, which emphasizes 

that humans use artifacts to “off-load” activity that is essentially cognitive44. 

For example, we use all manner of artifacts to help remember information 

(e.g., shopping lists, electronic diaries, the phonebook in our cell phone, 

and so on). We also use artifacts to perform manipulations on information 

(e.g., abacus, slide-rule, calculator). In distributed cognition45 artifacts are 

“external representations” that become part of an information-processing 
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system. This is also related to enactivist approaches in which the environ-

ment helps to structure problem-solving.46

In his account of calculating speed on a US Navy ship, Hutchins47 dis-

cusses how several people perform tasks that contribute to sighting land-

marks, making timings, marking a chart, and so on. In his study of medical 

records, Nemeth48 shows how the physical attributes of the files on the end 

of beds in hospitals can tell a lot about the patient—for example, the num-

ber of pages or how creased or folded they are can tell how long the patient 

has been in the hospital, how many tests have been administered, and so 

how complex the case might be. However, for much of the distributed cog-

nition literature, “cognition” is being done in the head of a cognizer (i.e., 

the human) rather than in the artifact. In this book, the argument is that 

cognition occurs in the interaction between person and artifact; as the per-

son acts on the artifact to change its state, so the artifact provides oppor-

tunities for action (in a task-artifact cycle, see chapter 5) and also produces 

changes in the person. This raises the question of the extent which an arti-

fact can participate in cognition.

Clark and Chalmers49 use the example of Otto’s Notebook to illustrate this 

claim that our cognition extends into our objects. In this example, Otto has 

impaired memory and so relies on the notebook to store information that he 

might require, such as directions to buildings. This notebook is functionally 

equivalent to brain-based memory for Otto. In part, this is because losing the 

notebook would, for Otto, mean the loss of the knowledge it contained—as 

if Otto, in losing the notebook, had lost his memory. In other words, Otto’s 

notebook is not simply a passive store of information but an active compo-

nent in his cognitive system, so that loss or damage to it would be function-

ally equivalent to loss or damage to any other part of his cognitive system.

Adams and Aizawa50 argued that a fundamental problem with Otto’s 

notebook having a structural role in cognition is that it invokes a “coupling-

constitution fallacy.” For them having the notebook available to be con-

sulted does not make this notebook part of any cognitive process. Rather, 

the “mark of the cognitive” can be defined as the nonderived content 

brought by a cognizer. By way of analogy, they draw on the well-worn 

example of the “white stick” that blind people use to aid their navigation; 

while the stick plays a role in navigation, the stick does not, itself, “know” 

anything about its environment any more than the notebook “knows” 

what the words it contains mean. What seems key to their idea of a “mark of 
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the cognitive” is the capability to manage information-as-content, not sim-

ply in terms of obtaining information from the immediate environment 

(or artifacts within that environment) but also of combining it with other 

information known by the person.  However, this position is at odds with 

the “loop between brain, body and technological environment”51 that is 

inherent in the Otto notebook example. In order to access the knowledge 

held in the notebook, Otto needs both an awareness of what the notebook 

contains, a strategy for accessing this knowledge, and the motivation to 

perform such a strategy. To say that the information known by Otto is held 

in the notebook is no different from the off-loading of information that 

distributed cognition emphasizes (a contemporary analogy is the way that 

we use the “phonebook” in our cell phone to store contact details). But for 

Clark and Chalmers, Otto’s notebook is not simply an artifact that allows 

the user to off-load information; it is the instantiation of what Otto knows. 

However, the argument rests on the belief that “information” is content 

and, as represented in the form of symbols, can be stored in the brain or 

in a notebook. In neither of the positions presented here do we see the 

embodied cognition idea that I have termed “information-as-context.” To 

better appreciate this point, we should turn our attention to the different 

schools of thought that address embodied cognition.

Perspectives on Embodied Cognition

What if we had a theory that dispensed with the need to model the world 

and that removed the need for the apparatus of information processing? 

What if, as Brooks notes (from his work in robotics), “the world is its own best 

model. It is always exactly up to date. It always contains every detail there 

is to be known. The trick is to sense it appropriately and often enough.”52 If 

embodied cognition relies on physical engagement with the world around 

us (in order to “sense it appropriately and often enough”), we face several 

questions—not least of which is why would physical engagement be some-

thing that is not part of an information-processing account of cognition? 

Revisiting Otto’s notebook as information-as-context we might say that the 

content becomes salient when Otto consults it, and that salience arises from 

the ways in which this consultation is performed. For example, Otto flicks 

through the notebook in search of content to support a specific query, such 

as where is the Museum of Modern Art.
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A criticism commonly levelled at embodied cognition, whatever its 

type, is that it defines “action” in terms of physical movement (even it is 

quite complicated, as in catching a flying ball) and “decisions” in terms of 

choosing a small number of cues. In effect, the complaint is that embodied 

cognition has failed to engage with “representation hungry”53 domains—

that, instead, it engages with “domains in which suitable ambient envi-

ronmental stimuli exist and can be pressed into service in place of internal 

representations.”54 In particular, the complaint focuses on the challenge of 

cognition that involves the “absent” (i.e., how, in the absence of the cues 

in the environment, does cognition operate?) or the “abstract” (i.e., how, 

in the absence of concrete cues, does cognition operate?). In other words, 

how can embodied cognition deal with complex cognitive behaviors such 

as design or creativity?

In the case of “absent” stimuli, embodied cognition could rely on the rep-

etition of prior actions.55 When we have performed an activity to effect an 

outcome that is satisfactory, the sequence of actions could be represented 

as perceptual symbols.56 Here, perceptual symbols are neural traces arising 

from sensorimotor performance, and their activation can result in the per-

formance of the sequence of actions. For me, this feels like symbolic repre-

sentation, although clearly perceptual symbols are not a set of instructions 

so much as the trace memory of coordinated neuromuscular activation (not 

dissimilar in concept to the notion of mirror neurons57). As Dreyfus puts it, 

“Past experience has set up the neuron connections so that the current per-

ceptual input, which is similar to some part but never exactly like it, puts 

the brain area that controls movement into a specific energy landscape.”58 

While I can see the basis of this argument, my concern is that it is overly 

focused on a brain-bound perspective, which loses sight of interactions 

within the human-artifact-environment system. A complementary but dif-

ferent concept, “embodied intelligence,”59 emphasizes the importance of 

“performative awareness”—which is the phenomenology of the movement 

of the body in action, particularly for the skillful practitioner.

We have well-organized ways of moving our bodies, as the result of our 

continued experience of moving around in a physical world. This means 

that not only do we form “chunks” of action in cognitive terms, but that 

firings of muscles occur together in physical terms. In his study of human 

movement, Bernstein60 defined degrees of freedom (DoF) as the combina-

tion of movements that are possible with, say, each joint in the arm. In an 
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action, such as reaching to pick up a cup of coffee, each of the joints in the 

human arm can move in a variety of ways (defined as their DoF), including 

flex, extend, rotate, and so on, and the combination of the DoF of each of 

the joints can result in many different ways to perform the same action. The 

fact that we tend to perform similar actions in similar ways suggests that 

the DoF problem has a solution that results in consistent movement.

For Gibson, “Locomotion and manipulation . . . ​are controlled not by 

the brain but by information. . . . ​Control lies in the animal-environment 

system . . . ; behavior is regular without being regulated..”61 In this view, 

rather than assuming a “controller,” “regulation” arises from the animal-

environment system seeking stability and avoiding entropy. For Bernstein, 

repeated performance of the same movements reinforces the activation of 

specific muscles to move specific limbs, so that these form “coordinative 

structures,” which are “macroscopic spatio-temporal patterns”62 of musculo-

skeletal activations that simplify the DoF problem. While Bernstein focused 

on the musculoskeletal structures recruited in the performance of actions, a 

similar concept is proposed by Luria in his suggestion that repeated exam-

ples of a movement become imbued with “kinaesthetic melodies.”63

Bernstein’s notion of “dexterity” involves balancing between stability 

of these coordinative structures (in order to allow an action to be repeated) 

and adaptation (to cope with changes in environment or task demands). 

But while coordinative structures provide a neat explanation of how we are 

consistent in our movements, we also need to recognize how movement 

adapts to small changes in situational features. The challenge of explaining 

dexterity (as the balance between consistency and variability in movement 

control) relates to the proposal that embodiment is ongoing, reciprocal 

engagement (with its emphasis on adaptive coping with the changing 

environment). This highlights the tension between ensuring consistency 

of response while adapting to variability in the environment. For me, this 

trade-off (between consistency and variability) has to be considered in 

terms of the balancing of activity within the human-artifact-environment 

system. Sampling the features requires effort, so optimal performance 

would involve minimizing the entropy of the environment by continually 

minimizing its DoFs. This points to the need to discover ways of reducing 

variability (both in terms of sampling features, i.e., exploring, and acting on 

the environment, i.e., exploiting opportunities to act). However, it makes 

little sense to treat each situation as if it was novel. Rather, we need to find 
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consistent ways to respond to similar situations. From this, an information-

processing approach would argue that a mental model provides us with the 

ability to define and store those features that define “similar” situations. 

That is, information-processing approaches assume that consistent move-

ment arises from a “controller” in the brain that sends commands to the 

joints in the form of a “program” (not unlike the software that a computer 

uses) that defines when, and to what extent, each joint moves.64 In such 

approaches, information-as-content is used to specify the movements of 

each joint, the location of the object to pick up, the path that the hand 

will follow to grasp the object, and the properties of the object itself (mass, 

center of gravity, and so on). This “content” is constructed from sensory 

data to create a “mental model” from which the specific the motor program 

guides movement.

A fundamental aspect of embodied cognition approaches is the close 

coupling within the human-artifact-environment system: the person’s 

actions change in response to the state of the artifact or the environment 

(and, of course, the person’s actions change the state of the artifact, and the 

artifact will change the state of the environment). Even in this simple three-

element system, the manner in which “change” occurs will vary. Some of 

these changes will lead to stability in the system. In such circumstances, 

the system is well ordered and said to be self-organizing (and this might be 

a desirable state; equally, in terms of errors and accidents, the state could 

be undesirable). In others, the changes lead to instability and the system 

becomes disordered.

The body is considered to be part of a larger cognitive system.65 From 

this, the ways in which the body moves (e.g., gestures, changes in posture, 

mobility, and so on) have an influence on cognition. In broad terms, “the 

brain is not the sole cognitive resource we have available to us to solve 

problems. Our bodies and their perceptually guided motions through the 

world do much of the work required to achieve our goals, replacing the 

need for complex internal mental representations.”66

Even when we are not physically engaged with the environment, cogni-

tion draws on sensorimotor activity.67 As Lakoff and Johnson68 point out, 

there are many common metaphors that draw on our understanding of 

how the world relates to the movement of our bodies and the actions that 

we perform. Metaphorically, ideas are objects, and the mind is a container 

for these objects; we speak of grasping a concept. In this respect, these 
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“metaphors we live by” hint at some underlying appreciation that cogni-

tion and physical activity intertwine. For this school of thought, metaphors 

are not simply words and phrases we use, but indices of cognitive structures 

we have acquired through our physical interactions with the world.

Radical Embodied Cognitive Science

There are many varieties of embodied cognition, but my preference is for 

Chemero’s radical embodied cognitive science (RECS). Before we go further, 

a definition of the theory would be relevant, and I am taking this from 

Anthony Chemero:

I hereby define radical embodied cognitive science as the scientific study of per-

ception, cognition, and action as a necessarily embodied phenomenon, using 

explanatory tools that do not posit mental representations. It is cognitive science 

without mental gymnastics.69

RECS challenges the assumptions that cognition must involve symbolic 

representation and a mental model of the environment in order to produce 

action. This does not necessarily mean that there is no “representation.” 

As we noted, for features of the environment to be responded to, there is 

a need to have some form of “information,” which, in turn, requires some 

form of “interpretation.” The distinction is a not a matter of all or noth-

ing so much as a contrasting of “action-oriented” and “objectivist” repre-

sentations.70 From an information-processing perspective, the question is 

whether “action-oriented” representations (which explain skillful coping 

through the use of coordinative structure and “kinaesthetic melodies”) can 

be considered to be “genuine” representations—but this seems to assume that 

a “representation” can take only the form of a mental model (or symbols 

that can be processed by information-processing apparatus) rather than 

that of a “mediating state.”

RECS combines the notion of perception-action coupling (specifically 

through Gibson’s notion of affordance which is discussed further in chap-

ter 4) with methods and metrics from dynamic systems to explain how 

behavior occurs in the context of ongoing sequences of action, adapting 

to system constraints. Such metrics allow quantification of the behavior 

of loosely coupled systems and provide insight into the ways in which the 

behavior of such systems has to be considered in terms that do not allow 

individual elements to be separated from each other (which is one of the 
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reasons that I feel the concept of “affordance” is so often misconstrued). 

Accepting that these systems are non-decomposable leads to two assertions. 

The first is that the environment is constitutive of the system and one can-

not suggest a separation of environment from organism any more than one 

can suggest a separation of organism from task. The second is that, follow-

ing the first, one can discount the “coupling-constitution fallacy,”71 which 

implies that the organism, by virtue of being distinct from its environment, 

must create a representation of that environment in order to act upon it.

RECS provides an account of “cognition” not simply as the consequence 

of a “brain-in-action,” but also in terms of solving problems, making deci-

sions, and performing other actions that are characteristics of cognition. In 

other words, cognition relates to the coordinated and adaptive response of 

the organism to its environment in the pursuit of tasks and goals. An obvious 

issue arising from this final point concerns the source of “goals.” If, as the 

preceding points might imply, the organism’s activity occurs in the context 

of an environment that changes in response to previous actions, one could 

ask what initiates an action and (equally) when does an action achieve an 

acceptable outcome? Taken to its extreme, this question concerns whether 

RECS is able to account for those activities that do not have an obviously 

“embodied” element, such as invention or creation or imagining or dream-

ing. RECS has tended to focus on relatively prosaic activity, such as categori-

cal perception or locomotion, primarily because the modeling required to 

describe these activities in terms of nonlinear dynamics is challenging. This 

means that much of foundational research on RECS has concentrated on 

activities that are, in a sense, only partially or minimally cognitive.

As I will explain in chapter 2, design and creativity need to be considered 

in dynamic rather than discrete terms. The initial mark an artist makes on 

the canvas or the initial centering of a wedge of clay on the potter’s wheel 

constrain subsequent actions. The artist creates, and responds to, changes 

in the affording situation. But such an idea can extend to most activities 

that we call “cognitive.”
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Introduction

While creativity might strike the reader as an archetypal form of “abstract” 

cognitive activity to be performed “in the head,” it has been poorly served 

by the information-processing literature. Indeed, for many writers the study 

of creativity is currently in some sort of crisis.1 In part, this might be because 

the concept of “creativity” is not always clearly defined and so cannot be 

reduced to something that can be amenable to laboratory experiments. 

Research on how we might understand “creativity” has reached an impasse, 

stuck in divergent thinking tasks,2 such as “multiple uses of a brick.”

In chapter 1, I proposed that the word “information” has (at least) two 

meanings: one related to the information’s content and one related to the 

context in which the information is presented. In terms of design, theories 

that inform “creativity” (and, to a lesser extent, “design thinking”) tend to 

focus on information-as-content and ignore information-as-context. Let’s 

say that “content” relates to the form of the artifact and that “context” 

refers to the environment in which the artifact is being used. Many theories 

of design thinking focus on content and draw heavily from information-

processing theories of cognition. Many design textbooks propose that 

design is a form of problem-solving. Indeed, the very suggestion that design 

is about problem-solving contains within it the implication that the artifact 

represents a “solution” to a specific problem and that this can be defined 

in terms of content (which can be conceptualized, manipulated, and com-

municated). For example, if the problem is how to contain hot liquid for 

drinking, one solution might be a tea cup. The notion of information-as-

context implies the need to focus on the environment in which artifacts 

2  Thinking, Acting, Creating
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are used—that is, the ways in which the ambiguity of an artifact’s “mean-

ing” needs to be resolved in order to let people use it. This is a perspec-

tive that is inherent in design practice and can be seen in some versions of 

design thinking (although much of this discourse still draws heavily on 

information processing and problem-solving). Furthermore, focusing on 

information-as-context is what designers do as a matter of course, but theo-

ries based on information processing ignore or trivialize this.

In this chapter, and throughout this book, my arguments overlap with 

those of Kees Overbeeke,3 who led the Designing Quality Interaction 

research group in Eindhoven. He long argued that designers give too much 

weight to “cognitive” (i.e., information-processing) skills at the expense of 

technical or craft skills. Drawing on the work of Gibson and Merleau-Ponty 

(as radical embodied cognitive science does), he emphasized how meaning 

emerges in interaction. In this chapter, my argument is simply that embod-

ied cognition helps theorize context, as it is experienced by designers, as 

the ongoing, reciprocal engagement in a human-artifact-environment sys-

tem engaged in high-level cognition—such as creativity.

Convergent and Divergent Thinking

The manner in which designers respond to what Charles Eames called “a 

willing embrace of constraints” has been explored by Peter Rowe in his 

influential (and very readable) book Design Thinking. Rowe is concerned 

with “the situational logic and the decision-making processes of designers’ 

action, as well as with theoretical dimensions that both account for and 

inform this kind of undertaking.”4 Taking his cue from Simon’s conception 

of design as problem-solving, Rowe proposes that design involves the abil-

ity to respond to problem-oriented constraints in ways that adapt to the 

“covering characteristics” (or specific circumstances) in which the designer 

is working. Using concepts drawn from a blend of information-processing 

theory and phenomenology (particularly ideas from Merleau-Ponty) he 

proposes that

the design process may be seen to be marked by a sequence of episodes or situ-

ations that are, in turn, coincident with periods of heuristic reasoning through 

which problems are defined and solutions sought. During each episode a particu-

lar heuristic device or set of devices can be said to be in operation and in general 

control of the reorganization of a problem space. Further, the orientation of this 
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operation is neither entirely objective nor entirely subjective. It is both. Between 

episodes, control is relinquished, so to speak, from one set of organizing prin-

ciples to another.5

A “problem space” is a set of plausible solutions to a problem (given 

certain constraints, such as the “rules” by which a problem could be solved, 

the features of the problem available to the problem solver, the end-point 

or “goal” of the activity of problem-solving). While Rowe’s arguments 

employ the language of information processing (e.g., “heuristic reasoning,” 

“problem space”) and speak to the idea of information-as-content pre-

sented in chapter 1, their tenor is more suited to the experience of design 

and the need to work with “organizing principles.” For me, this feels less 

like an argument based on information-as-content (in which the designer 

perhaps builds a mental model from which to imagine design concepts) 

and more on the practical, physical interaction in situations in order to 

explore and respond to constraints (organizing principles). Rowe, follow-

ing Merleau-Ponty, considers a “situation” as involving the focused atten-

tion of the problem solver (this is similar to Csikszentmihalyi’s notion of 

“flow”6). Situations, from this perspective, are ambiguous not only in their 

open-endedness but also in the dependence on the prior experience of the 

person experiencing this situation, who may or may not have a sense of 

how to respond. The “situation” can be regarded as a “wicked” problem 

(which does not have an obvious solution). To complicate matters (for an 

information-processing approach), heuristic reasoning becomes less about 

the simple application of “rules of thumb” (as might be implied by a literal 

reading of information-processing concepts), and more a matter of relying on 

general principles that are “sedimented” (using Merleau-Ponty’s term) such 

that these can be adaptively applied to different situations. The accumula-

tion of these “sedimented principles” leads to “know-how”;7 that is, repeated 

exposure to different “situations” creates a repertoire of responses that allows 

experienced designers to respond to ambiguities across situations. Another 

way of explaining this involves the contrast between “divergent” and “con-

vergent” thinking. In the latter, design concepts are narrowed (converge 

upon) a promising set of solutions. In the former, design concepts spread out 

(diverge) as far as possible to encompass many alternatives.

 “Divergent thinking” studies, such as the Alternative Uses Test or the 

Remote Associates Test, take inspiration from “synectics”8 in which design-

ers are encouraged to “make the familiar strange, and the strange familiar” 
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or Koestler’s suggestion that creativity involves the “bisociation of two 

mutually incompatible contexts.”9 While such approaches look as if they 

relate to the specific abilities of individuals, in terms of their potential to be 

“creative,” they lack validity.10

A second approach to studying creativity explores how body posture 

or movement can constrain or influence the approach taken to the tasks. 

Here, body posture and movement provide “minimal embodiment”11 that 

can affect divergent thinking. The view is minimal because we are consider-

ing only one aspect of the human-artifact-environment system. If we are 

to take this system seriously, then we need to better understand how the 

various elements interact with each other. Without consideration of these 

interactions, any account of creativity will be as limited as the information-

processing or the body-based accounts. This is why it is important to under-

stand creative practice in situ.

Hence, a third approach is to study creative practitioners in their work-

place. This is my preferred approach and has been employed by researchers 

across a variety of domains.12 For now, I want to look more closely at the role 

that problem-solving plays in discussions of creativity and more broadly 

of theories of cognition. The reason for this is that, in an information-

processing approach, problem-solving is the sine qua non of symbolic 

manipulation through which a set of features needs to be internalized in 

order for a solution to “pop out” and reported. For embodied cognition, in 

the absence of mental models, how are problems solved?

Problem-Solving

Problem-solving has been proposed as a basis for explanations of creativ-

ity. Much of the work on problem-solving manipulates information-as-

content. That is, people are presented with situations in which either they 

do not have a strategy (i.e., a familiar pattern of activity) or the strategies 

that they apply do not lead to a successful outcome. From this, a “prob-

lem” is a situation in which you do not have a familiar strategy for produc-

ing a defined outcome. This might be due to the features in the situation 

being unfamiliar to you or to some set of constraints that prevent certain 

actions (i.e., the “rules” by which the problem is permitted to be solved). 

Even before considering the features in the situation, however, it is equally 

important to recognize the need for an “outcome” and the actions that can 

Downloaded from http://direct.mit.edu/books/book-pdf/2246864/book_9780262369886.pdf by guest on 03 October 2024



Thinking, Acting, Creating	 27

be made. An incomplete Sudoku puzzle is, for someone who has no interest 

in Sudoku, not a “problem” but merely a partially filled grid of numbers. 

In the domain of artificial intelligence, Boden’s13 account of creativity has 

long held sway. In this, problem spaces are mapped, explored, and trans-

formed to create new concepts, typically using strategies that have been 

described in problem-solving studies.

A common strategy in the problem-solving literature is “means-ends 

analysis.” Here, the problem is presented in an initial state and the problem 

solver is asked to produce a goal state (end) by discovering the steps (means) 

to make transitions from initial to goal state. Let’s take a simple example:

 xii  = 
?

  vi

The first thing to do is make sense of this as a problem, or to define the 

initial state. In terms of content, you need to interpret the symbols and 

know that the vi and xii stand for numbers (in Roman numerals). To define 

the context, you need to recognize this as something to do with arithmetic 

(there is an “=” sign, and the horizontal bar indicates a division sum). If one 

or more of these features does not make sense, then the “problem” itself 

is insoluble, and the solver is forced to take further steps until there is an 

understanding of the initial state. From the initial state, you define the goal 

state—here, solve a division sum to replace the “?” with a Roman numeral. 

Following this, the “means” are defined in terms of converting from the 

number system that is used here to another that is more familiar, perform-

ing some calculation, and producing a solution.

What might not have been immediately obvious from this example is 

that having the problem printed in front of you is a great help in attempting 

the solution. This reiterates a point made in chapter 1, in relation to solving 

simultaneous equations, which is that problem-solving experiments often 

make use of “external representations” but rarely consider how participants 

interact with these in solving the problem. It is as if these experiments 

assume that problem solvers do all the manipulation in their heads and 

then report the result. A challenge for theories of problem-solving is to 

explain how people keep track of the steps and the rules as they solve the 

problem. If all the information used in solving a problem is kept in the per-

son’s head, then one can see how this can quickly become overwhelming 

for all but the most practiced of problem solvers. Try verbally presenting 
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the problem to someone and have them solve it: chances are that the state-

ment of “x-i-i-over-v-i-equals what?” might need to be repeated a couple of 

times before they can begin to attempt this. Thus, the visual presentation of 

problem spaces has a bearing on how strategies can be applied.

Once you have developed an approach to solving a problem, you can 

apply this to similar instances. This reduces the need to “solve” the prob-

lem in future (as long as you can recall the approach). Suppose the problem 

is now

 xxx  = 
?

    x

Repeating the previous approach (translate from Roman to Arabic numer-

als and perform the calculation) produces an answer. But it would be much 

simpler to recognize that there are three lots of x above the line and one x 

below the line—so you can “see” that the answer is 3 (or iii) without the 

need for intervening steps. Information-as-context frames the problem and 

minimizes the need for translation. Getting stuck on a single approach to 

solving a problem (when there are more efficient alternative approaches) is 

called “functional fixedness.”

Design Thinking

Design thinking is concerned with breaking free of “functional fixedness” 

by which particular problem-solving strategies become ossified and inflex-

ible. Consequently, approaches to design thinking emphasize the need to 

continually question and challenge both the presentation of the problem 

and the consequences that might arise from proposed solutions.

Design thinking relies on our ability to be intuitive, to recognize patterns, to 

construct ideas that have emotional meaning as well as functionality, to express 

ourselves in media other than words or symbols.14

In his “Science of Design,” Simon15 set out ideas that informed the con-

cept of “design thinking” (although it is fair to say that design thinking is 

not a single school of thought so much as a loose collection of methods 

and manifestos that take the term in different directions). Simon’s per-

spective echoed that of other early champions of design thinking in view-

ing design as an activity that could employ principles and concepts from 

information-processing. I am not going to review the various methods that 
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have been advocated for these activities. Many of the methods emphasize 

“spiral design” processes indebted to Asimow’s “iconic model,”16 in which 

a vertical axis moves design from concept to prototype to product and a 

horizontal axis defines stages (analysis / synthesis / evaluation / communi-

cation). I am, however, interested in the ways in which design thinking has 

become untethered from its original information-processing moorings to 

become something that has more affinity with phenomenology (in terms 

of “user experience”). We noted earlier that Rowe’s account was based on a 

blend of information-processing and phenomenology. However, I felt that 

Rowe’s account has a disconnect between the practice of doing design and 

the “theory” illustrated by the language of problem-solving, problem state-

ments, and “thinking outside the box.” Indeed, there have been calls for 

design thinking to define itself in terms of “situated, embodied material 

practices.”17

Design and Cognition as Multi-Objective Satisfaction

Some notions of design thinking can be traced to Campbell’s18 “Darwinian” 

theory of creativity.  For Campbell, creativity is a form of trial and error in 

concept generation (or “blind variation and selection retention”). There 

is the implication that generating ideas “unrelated to the solution” (as 

Campbell advocated) would be a random process, or at least unstructured 

and opportunistic. Relating blind selection to problem spaces, might, if it 

were unchecked, lead to a combinatorial explosion which creates the sort 

of “wicked” problem mentioned previously.19 Consequently, the challenge 

is to generate many ideas while also battling with the constraints that one 

might apply to make the problem space manageable. In other words, the 

problem space could be defined in terms of its degrees of freedom, DoF (as 

discussed in chapter 1). Applying DoF to design, we might define the prob-

lem space in terms of many objectives that create many constraints. One 

way of understanding the problem space is to recognize that constraints 

provide a local impetus to a global strategy.

When problems are well defined (table 2.1), producing novel solutions is 

less important than making sense of the constraints. Indeed, a well-defined 

problem most probably has a strategy that can be applied to solve it. This 

is why Herbert Simon proposed that novel solutions can occur only in ill-

structured or wicked problem spaces.20
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One approach, from computer science and engineering, that has been 

applied to design, is the use of multi-objective problem analysis. In math-

ematics, multi-objective problems can be described in terms of optimiza-

tion. The aim is to produce a solution that can be mathematically proven 

to be the best. However, it can be difficult to satisfy all the objectives. So, 

we select one or two objectives and treat the others as constraints (i.e., by 

setting limits on the extent to which the other objectives can vary). We 

want to optimize our objectives (maximize or minimize, depending on the 

outcome) by performing an action on them (i.e., in mathematical terms, 

we are optimizing a set of functions). In this case, we are seeking a solution 

that maximizes both sets of values, while also treating any other factors as 

limits or constraints on the solution space. This can be expressed as 

Maximize : f i (x)  subject to f i ≤ ε i (i = 1, 2, q − 1 ⋅ q − 2, q + 1 . . . , n).

Here, we are taking a mathematical problem and dividing it into something 

tractable to define the set of constraints. This process, in turn, defines a set 

of solutions that can be represented graphically as a Pareto Front, for pairs 

of objectives. In figure 2.1, each dot describes a space of solutions to the 

problem, using different values of two objectives, a and b. The boundary 

(shown as the dark dots) of this space is the Pareto Front; adjusting the 

constraints shifts this front and changes the solution space.

I am not going to elaborate on the mathematics here and am using the 

concept of multi-objective satisfaction as an analogy based on the simple 

observation that designers select objectives to optimize. The objectives 

to optimize might be defined by a collection of features in the situation, 

where all other features are assumed to be constrained (or held constant). 

Table 2.1
Defining types of problems

Well-Defined Problems Wicked Problems

Specific goals Vaguely stated goals

Clear and predictable solutions No unambiguously right or wrong 
answers

Clearly defined means (paths to solution) Unstated or assumed problem 
constraints

Most information that is required will be 
available from the problem space

Require a large database of relevant 
information that is often difficult 
to access
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Designers are unlikely to address all the objectives in their activity, and 

most of the objectives will be treated as constraints on their activity (with 

the implication that picking the “wrong” constraints could result in poor, 

unoriginal, or incomplete designs). I should also note that, rather than 

seeking a mathematically optimal solution, designers are likely to seek sat-

isfactory solutions—that is, solutions that involve “satisficing”21 in terms 

of the objective and the constraints. In this way, we have a description of 

what might look like “trial-and-error” exploration during design. Design is a 

cyclical response to changing situational cues: “All creation . . . ​has the same 

foundation: gradual steps where a problem leads to a solution that leads to 

5

4

3

2

5 6 7
a

b

Figure 2.1
Pareto Front maximizing values for objectives a and b.
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a problem.”22 In the information-processing approach, these steps involve 

translations into (and out of) mental models. In embodied cognition, these 

steps involve physical manipulations to (re)shape the problem-space.

Reitman23 and Stokes24 show that problem solvers can be more creative 

and efficient when given constraints that allow them to structure the prob-

lem space than when they have no constraint. Reitman speaks of the prob-

lem solver both identifying and breaking constraints in order to progress to 

a solution. However, this is not simply about violating rules. “The greater 

the number and complexity of the violations . . . ​the more the problem 

solver risks introducing complications.”25 The argument is that the transfor-

mation of a problem is often something that can be performed physically. 

Reitman characterizes this process of transformation as one of “exposition 

plus development plus conclusion.”

For Stokes, the selection of constraints to attend to or ignore is a purpo-

sive, deliberate act. The question is how this sense of purpose or deliberation 

can be reflected by embodied cognition. Stokes acknowledges the possibil-

ity of spontaneous creativity, in the form of the “skilled execution” of, say, 

a jazz musician improvising. But even here, the introduction of constraints 

can lead to greater spontaneity and innovation. Designers have a reper-

toire of well-learned, manipulative techniques that come from their work 

practice. So, for example, one would expect that when confronted with 

materials and tools that are familiar, the creative person would respond to 

them in ways that exploit these well-practiced techniques.26 Applying this 

to problem-solving experiments, one would expect that when confronted 

with physical representations of problems, people would rely heavily on 

their prior experience of the physical properties of objects and how they 

are used to find a solution. This means that the application of prior experi-

ence, in the form of repertoires of movement, becomes integral for solving 

problems.

The Roles of Physical Action in Problem-Solving

In the popular “Tetris” game (figure 2.2) shapes drop down a computer screen 

and are manipulated (rotated or moved sideways) to align with spaces in 

the lower layer.27 When people play this game, they manipulate the shapes 

as a way of trying out different solutions. This is what Kirsh and Maglio 

term “epistemic action,”28 which involves manipulating the problem space 
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in order to make available information that might otherwise be hidden. So, 

rotating a Tetris block helps to determine whether or not it might fit into an 

available space. Similarly, people might write (in pencil) numbers that could 

possibly fit a cell in a Sudoku grid before committing to a specific number. In 

this case, the Sudoku puzzle is (at least in its initial stages) a multi-objective 

problem, and the puzzler is seeking to define constraints by focusing on a sin-

gle objective (or seeking to eliminate alternative objectives). Epistemic actions 

differ from pragmatic actions, which are the means taken to move toward 

a goal, by allowing people to explore the constraints in the problem space. 

Much of the literature on problem-solving concentrates on pragmatic actions 

and often disregards or trivializes epistemic actions because these are not seen 

as goal-directed. In the means-ends notion of problem-solving, an action that 

is clearly not a means to the end can be dismissed as an error (moving to a 

different end state) or “toying” (not moving toward any end state).

Figure 2.2
Tetris. Paul Maglio and David Kirsh show that “in Tetris—a real-time interactive 

video game—certain cognitive and perceptual problems are more quickly, easily, and 

reliably solved by performing actions in the world rather than by performing com-

putational actions in the head alone.”
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A traditional explanation of problem-solving as occurring “in the head” 

involves “insight.” A problem solver reaches an impasse and is unable to 

proceed to a solution but, after a period of time, is struck by an “a-ha” 

moment in which the solution “presents itself.” Often a period of time 

is spent away from the problem itself, perhaps day-dreaming or thinking 

about something else. Central to this notion is the idea that the solution 

appears ready formed and shifts the problem solver from the impasse to 

the solution. A classic experiment on “insight” is shown in figure 2.3. This 

involves two pieces of string suspended from the ceiling,29 with the goal 

being to tie them together. If you stand between the two pieces of string, 

they are placed just far enough part for you to reach one but not the other 

(even if, with one piece held in your left hand, you step toward and reach 

out to the other piece). Notice that in figure 2.3, in addition to the sus-

pended strings, there is also a collection of objects on the floor near a chair; 

some of these are important for solving the problem.

Typically, during the experiment the participant attempts a variety of 

ways of reaching the two pieces of string. About one-third of the people in 

the original study were able to find a solution on their first attempt. If they 

remained unsuccessful, the experimenter provided a “hint” by walking into 

the room and brushing past one of the pieces of string, setting it gently 

swaying. Often this was sufficient for the participant to “see” the string as 

a pendulum and, using one of the objects artfully placed around the room, 

Figure 2.3
Maier’s two-string problem.
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could swing the string so that it could be caught when standing closer to 

the other piece; a further third of participants solved the problem follow-

ing the hint. Interestingly, fourteen people did not solve the problem at 

all. Furthermore, many of the people who received the hint claimed not 

to have noticed it. This led Maier to conclude that “the perception of the 

solution of a problem is like the perceiving of a hidden figure in a puzzle-

picture. In both cases, (a) the perception is sudden; (b) there is no conscious 

intermediate stage; and (c) the relationships of the elements in the final 

perceptions are different from those which preceded, i.e., changes in mean-

ing are involved.”30 The question is what does “changes in meaning” mean, 

and why was there no “conscious intermediate stage”?

Maier suggested that the solution required the meaning of the problem 

to be changed. Implicit in this suggestion is that “meaning” must involve 

deliberative sense-making, which is why the idea that there is “no con-

scious intermediate stage” was so provocative. Indeed, Maier’s idea of mak-

ing the string swing to provide a hint to the participant was intended to 

enable such a restructuring. Key to this explanation is the idea that the 

problem becomes restructured.31

One explanation for this restructuring involves “spontaneous transfer,” 

in which prior experience is recalled and used to help solve a problem (often 

without conscious awareness). In this case, the problem could be solved by 

analogy with related solutions and actions. If this was the case, then think-

ing about the objects (string, pendulum, weight of objects) could be ben-

eficial. When explicitly instructed to think about associations between 

objects, people tend to be better at solving the problem;32 but asking peo-

ple to define alternative uses of objects (which could include using pliers 

as a weight), has no more advantage to simply being presented with the 

two-string problem.33 As noted at the start of this chapter, the “alterna-

tive uses” task is a common way in which “creativity” is defined, so it is 

interesting to note that for Maier’s two-string problem it offers little ben-

efit. For me, this points to a possible explanation of what is happening in 

this situation. Alternative uses require people to focus on general object 

features, which would be instances of information-as-content (in terms 

of the object’s forms). Such a focus might not be relevant to the task at 

hand. In contrast, focusing on associations between objects causes them to 

focus on specific features and draws attention to information-as-context (in 
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terms of relations between object), which could help constrain the problem 

space.

Clearly, solving this “problem” of attaching two pieces of string involves 

several physical acts and the appreciation of the behavior of objects in the 

world. Embodied cognition emphasizes how understanding the physical 

activity of objects in the world in response to our actions contributes to 

how we make sense of problems. Making sense of the two-string problem 

requires appreciation of how the physical objects interact with each other. 

Presenting this problem in terms of real objects that can be physically inter-

acted with (rather than as a picture, such as figure 2.3) creates a different 

sense of the problem and the potential actions that can be performed. This 

means that the idea of there being “unconscious” actions makes sense only 

if one excludes the idea that physical action can be form of “thinking.”

The two-string problem can be defined in terms of three aspects:34 spe-

cific features of the objects, particularly in terms of what they can be used 

for; combinations of these features that can be related to problem spaces; 

and combinations of features that permit action in these problem spaces 

(either cognitive or physical). For the two-string problem, the action that is 

required involves tying two pieces of string together, and the problem space 

involves bringing the two pieces close enough to allow tying. In order to 

produce the correct solution, people need to appreciate how moving the 

end of one piece of string (treating the string as a pendulum) can bring the 

two strings closer. Each of these aspects of representation could conceivably 

be performed by creating a mental model, but each is much easier to work 

with in terms of the objects in the environment around you. The challenge 

then is less about how to “think” of the objects and their relations and 

more about how to “see” the relations offered by these objects and how 

they behave.

An elegant illustration of this distinction between ‘thinking’ and ‘see-

ing’ was shown in variations of the Tower of Hanoi problem.35 The basic 

premise of this problem is shown in figure 2.4: there are three vertical poles 

on which discs of different diameter can fit, and the goal is to move three 

discs from one pole to another, while obeying two rules: (1) only one disc 

can be moved at a time, and (2) a small disc cannot sit on top of a large disc.

Solving the Tower of Hanoi puzzle involves the manipulation of objects 

(discs on pegs) in accordance with rules. Zhang and Norman showed how 

changes to the problem representation can help people apply the rules. 
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In one version of the problem, discs and pegs were replaced with plastic 

oranges (small, medium, large) on plates. In other words, while the objects 

differed from those shown in figure 2.4, the rules were isomorphic. In 

another version, the problem was to move full coffee cups. The conclu-

sion is that the more the rules are directly represented in the appearance 

and relation of the objects, the easier people found the problem to solve.36 

One reason why this conclusion is interesting (rather than obvious) is that 

the information-processing perspective would assume that objects in the 

world are converted into some “internal” representation in the brain. The 

implication from this would be that the most efficient process would be 

to translate the problem into a code that would apply irrespective of the 

presentation of the problem. After all, if the brain was going to construct 

mental models of a problem, why would it seek to create different mod-

els for the same problem when the only differences lie in the manner of 

presentation?

One way of reconciling the “internal” versus “external” debate is to sug-

gest that the “external” representations provide memory aids, meaning 

that the person does not need to keep track of all of the elements of the 

problem in their head but rather can refer to the state of the elements in 

the environment. In this sense, the “external” presentation of the problem 

allows the problem solver to off-load some of the processing demands. So, 

rather than imagining what the problem space would look like if a specific 

disc was moved, one could make the movement and see the result. This 

changes the nature of the problem-solving task from one that is performed 

Figure 2.4
Tower of Hanoi problem..
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“in the head” to one that is performed “in the world.” Given these findings, 

it is not surprising that so much of our everyday problem-solving involves 

some form of external representation, such as jotting down notes, sketch-

ing solutions, building simple models, or using physical objects to stand 

for elements of the problem. For this book, the question is whether the 

externalization of problem-solving is solely about supporting memory and 

off-loading some aspects of cognition or whether working with external 

representation is cognition.

Vallee-Tourangeau and colleagues have performed experiments in which 

participants solve problems either by using physical objects or with pen 

and paper (or tablet). In a “wolves and chicken” problem (moving pairs on 

animals from one side of the river to the other using a boat and ensuring 

that the chickens always outnumber the wolves), participants were more 

efficient (made fewer “illegal” moves and had lower decision latency) when 

they could manipulate physical objects.37 In the “seventeen-animal prob-

lem”38 (place seventeen animals into four enclosures such that there is an 

odd number in each enclosure), none of the twenty-four people who used 

pen and tablet was able to produce a solution, while ten of the twenty-

three using physical objects produced reasonable solutions. Hint, the solu-

tion is to overlap the enclosures (so that some animals are placed in the 

intersection between enclosures). People in the pen and tablet condition 

interpreted this as an arithmetical challenge of dividing 17 by 4, and then 

applied the constraint that each resulting number had to be odd. In con-

trast, people using the models first built four enclosures (by bending pipe-

cleaners into loops) and then placed model animals in the enclosures. The 

opportunity to work with physical objects changed the way in which the 

problem was conceptualized from being one about putting objects into 

containers rather than one about dividing numbers. From subsequent, fine-

grained analysis of video recording of participants, it was apparent that 

rearranging physical objects often led to the opportunistic discovery of a 

path to the solution.39 In this case, the physical action was not simply an 

aid to cognition but became a way of framing the problem, and from the 

framing of the problem, the solution was much easier to see. But for this 

to occur, there is a need to appreciate what actions are possible with the 

objects that are available.

Physical manipulation is important to problem-solving: as one manip-

ulates objects (or makes sketches of ideas), so the problem space breaks 
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down. This would mean that these physical manipulations could be an 

intuitive response to the problem space, thereby making it less structured. 

However, problem-solving is about finding structure, which means that, 

having broken down the “given” structure, the problem solver will look for 

ways to restructure the problem space. What does this tell us about design 

practice?

The Craft of Design

In a classic text on design from the 1960s, Archer40 was concerned that 

“design” tended to be dismissed as a “mere craft-based skill.” Like other 

design theorists of the time, he felt that there was a need to demonstrate 

that design could be described in rigorous scientific terms. The use of the 

word “mere” in his description is telling, in that it is symptomatic of a 

viewpoint that places “thought” above “action,” assuming that these are 

separable modes of working. As should be clear from chapter 1, the position 

taken in this book is that acting is a form of thinking. In order to appreci-

ate the antangonism against craft-based skill, we could do no better than 

to look at Christopher Jones’s’ reading of George Sturt’s lovely 1923 book, 

The Wheelwright’s Shop. From Sturt’s accounts, Jones concludes that “crafts-

men do not, and often cannot, draw their works and neither can they give 

adequate reasons for the decisions they take. The form of a craft product is 

modified by countless failures and successes in a process of trial-and-error 

over many centuries.”41 The implication from this is that craft moves along 

on an unthinking, slow, stumbling path and that it takes ages to produce a 

design, with this design often arising as much by accident as intention. This 

is an odd conclusion to draw, particularly as Sturt was at pains to point out 

how the design of something as humble as a wagon wheel was contingent 

on the wheelwright’s knowledge of the type of wood that was locally avail-

able, the type of terrain that the wheels needed to cope with, the loads that 

the wagons would carry, and the knowledge of tradition and practice that 

was held in the wheelwright’s shop. They might not have been able to fully 

explain the “tacit knowledge”42 that saturated their craft (such is the nature 

of implicit knowledge and “automaticity” of skill), but this need not mean 

that “mere craft-based skill” is unthinking.  An alternative perspective is 

to see the “trial and error” as the response to different sets of constraints 

which shifts the Pareto Front (figure 2.2) to optimize different designs.
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What Archer and subsequent design theorists sought was a scientific basis 

for design. For Archer, this meant incorporating “knowledge of ergonomics, 

cybernetics, marketing and management science into design thinking,” and 

for subsequent theorists it has meant a focus on cognitive sciences. A con-

sequence of this, as Penny points out, is that “artisanal . . . ​practices have 

occupied a marginal place in cognitive science, because the tight and ongo-

ing intercourse with materiality confounds notions of cognition understood 

as abstract reasoning.”43 The point that I would make is that artisanal (craft) 

practices also seem to have a marginal place in theories of design. In support 

of this claim, I very much like Glenn Adamson’s lovely phrase “Craft only 

exists in motion.”44 This captures the “doingness” of craft and, for me, this 

translates fully into the realm of design (in all its definitions and permuta-

tions). So, the focus of this chapter is simply to ask how can we coherently 

capture the doingness of design? This is a simple question that is often swept 

aside—unthinkingly dismissed as “tacit knowledge” or, worse, seen as some 

form of mystical communion between designer and artifact. For me, answer-

ing this question involves elucidating a theory of “technical reasoning” that 

can stand against the “abstract reasoning” that worries Penny.

In work on jewelry making, my colleagues and I explored the role of sym-

metry in positioning stones on a broach.45 Symmetry does not mean strict 

adherence. Indeed, a slight imbalance might be more aesthetically pleas-

ing or more “honest” or more indicative of the brooch being handmade. 

There is, though, an interaction between the person laying out “by eye” the 

elements of the design and the physical interactions involved in moving 

the pieces until the layout is reasonable. Similar exploratory activities have 

been observed in the practice of architects. Here is an account of one of the 

architects that Reitveld and Brouwers studied:

When RR moves the cardboard model around on the table, he lets go of the model 

when he seems satisfied with its position and immediately starts looking for the 

best position in relation to the model by moving his chair around and bending 

forward.46

From an information-processing perspective, these physical activities are of 

little consequence and difficult to account for. From an embodied perspec-

tive, such activities could readily be considered in terms of Kirsh’s notion 

of epistemic action; the movement of the architect and the model provides 

ways to manipulate the problem space (and offers opportunities to shift 

emphasis between different objectives).
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One of the more striking aspects of reading Rowe’s Design Thinking is 

the collection of sketches produced by each of the designers. While he 

emphasizes the back and forth movement between convergent and diver-

gent thinking, the sketches can be read both as “design” and as “thinking.” 

They provide ways of representing combinations of features, eliciting the 

organizing principles for the designs, and allowing the designers to explore 

the ways in which these principles can be realized. Indeed, the question 

of how sketching is used in design is a topic of continued research activ-

ity.47 For example, Goldschmidt discusses the “dialectics of sketching,”48 

which shifts between “seeing as” (using sketch to visualize metaphoric rela-

tions that relate to the situation) and “seeing that” (exploring the mean-

ing or interpretation the metaphor to the design problem). This idea of 

contrasting a set of features with a set from another problem space calls to 

mind another theme running through Rowe’s discussions, which has to do 

with the ways in which analogy is used by architects and urban planners. 

In formal terms, such analogies lend themselves to “pattern languages,”49 

which provide sets of features that support navigation of problem spaces. 

In this way, the pattern language represents (externalizes) possible points 

of similarity between one domain and another. In a looser sense, the use 

of a “mood board” allows the designer to bring “incompatible contexts” 

together, as, for example, in collecting seashells and using their shapes to 

suggest forms that can be modified for the shape of automobiles. From this 

perspective, sketching is a means of informally creating a personal pattern 

language, in which the designer works through forms and relations to help 

constrain the problem space or clarify the situation. In our studies of jew-

elry making,50 we argued that sketches instantiate events (where an “event” 

is a change in the layout of affordances51) and that similar instantiations 

of events occur as the jeweler moves pieces to test different configurations, 

turns a stone to catch the light, or heats metal to change its color. In each 

of these activities, the jeweler is seeking opportunities for action in a space 

of constraints. This echoes Merleau-Ponty’s notion of “absorbed skillful 

coping” or Dreyfus’s “optimal body-environment relations.” A more recent 

account of creative practice which aligns with the arguments in this book 

can be found in the skilled-intentionality framework, which views creative 

practice as “skilled engagement with affordances by the sociomaterial envi-

ronment in the context of the human ecological niche.”52 We return to this 

framework in chapter 4 when we discuss “affordances” in more detail.
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From the perspective of radical embodied cognitive science, cognition 

arises from the dynamic interplay between person and objects in an envi-

ronment. Accordingly, sketching can be interpreted not simply in terms of 

the physical action of making marks on paper, but as thinking, in the form 

of creative and cognitive activity. This means that rather than being the 

result of thinking, or even an aid to thinking, the production of the sketch 

is thinking. In studies of jewelers, I have noted that sketches, when they are 

used, tend to rough approximations rather than fully dimensioned engi-

neering drawings; the sketches provide an opportunity to “think through” 

technical problems or to communicate.53 Similarly, sketches are “ideation 

drawings”: “By drawing, the designer expands the problem space of the 

project task, to the extent of including and even discovering, new aspects, 

which he/she considers relevant, as much as through a subsequent inter-

pretation of the graphic representations.”54 In addition to sketching, jewel-

ers might lay pieces out on the workbench, experimenting with different 

arrangements, or might respond to fundamental aspects of the arrange-

ment of pieces, such as their symmetry.55 As with sketching, these physi-

cal actions can be considered as forms of epistemic action and as a way of 

exploring the problem space.

Fundamentally, and importantly, the “creative” act cannot be separated 

from the “physical” act.56 Creative work proceeds through episodes, to use 

Rowe’s term, in which action alternates with interpretation. For Schön,57 

design does not operate through problem-solving in the way that the 

information-processing approaches of, say, Simon do. Rather, “Once we 

put aside the model . . . ​which leads us to think of intelligent practice as 

an application of knowledge to instrumental decisions, there is nothing 

strange about the idea that a kind of knowing is inherent in intelligent 

action. . . . ​There is nothing in common sense to make us say that the 

know-how consists in rules or plans which we entertain in the mind prior 

to action.”58 More specifically, Schön contrasts a problem as “given” (which 

is typically what happens in experimental studies of problem-solving) with 

“problem setting” (which involves processes through which what the 

problem is seeking to address), the definition of an acceptable goal, the 

actions available to us, and so on, all of which are, in experimental stud-

ies, removed from the problem-solving or, at least, bundled together under 

the rules or constraints by which activity is performed). It is this “problem 
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setting” that leads to the notion of reflective practice. Dewey (writing 50 

years before Schön) made a similar point when noting the importance of a 

“reflective conversation with the situation.”59 We can see how the reflective 

conversations relates to Rowe’s talk of situations and also understand how 

each design activity is primarily addressing a unique task in which the situ-

ation creates opportunities and challenges for the designer.

In his analysis, Schön makes use of protocol analysis, in which conversa-

tions between designers (or design tutor and student) are reported (although, 

ironically, his analysis involves less reflection on the part of participants than 

Schön’s interpretation of their conversations and activity). In these analy-

ses, “drawing and talking” are treated as parallel means through which the 

conversations unfold and through which designers frame and reframe the 

problem at hand. The conversations tend to focus on how the objectives 

are defined and applied in order to explore different dependencies between 

these. Thus, “designers might differ, for example with respect to the priori-

ties they assign to design domains at various stage in the process.”60 Sketches 

and models facilitate the conversation between designer and project. Thus, 

the purpose of the sketch or the model is not to make visible an idea that the 

designer has formed already. Rather, it is the physical instantiation of con-

straints as they apply to the current version of the problem being addressed. 

That is, these activities are as much a matter of problem setting as solution 

presentation. From this we would expect that recognizing “constraint” and 

editing or backtracking within the problem space relate to an appreciation 

for the materials being worked with and the developing form of the design.61 

In the next chapter, I explore the “environment” as a problem space.
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Introduction

If we accept that acting on the world is cognition, then this ought to influ-

ence not only how we design but also what we design—or rather how we 

expect designed objects to be used. The dichotomy of form and function 

takes us only so far—and this is because the “interaction” between person 

and artifact does not occur in a vacuum but within an ecology shaped by 

the physical and the social environments in which artifacts are used. In 

chapter 1, the notion of a human-artifact-environment system was intro-

duced. Much of the subsequent discussion focused on the first two ele-

ments, and I did not say much about environment and how this influences 

activity. Given that developments of Gibson’s original theories have tended 

to come under the heading of ecological psychology (an academic disci-

pline with its own society, journals, and conferences), “ecology” plays a 

key role in defining this field of enquiry. But this is jumping from the word 

environment to the word ecology without defining either.

For Gibson, “information” resolves uncertainty over which action to 

perform, and this makes sense only within an environment. Indeed, it is 

the role of the environment in his notion of “information” that separates 

his notion of uncertainty reduction from Shannon’s. For Gibson, the envi-

ronment is not an unstructured, amorphous mass of confounding and con-

fusing features, but a collection of resources that are salient to action. In a 

very real sense, the environment (from Gibson’s perspective) is analogous 

to the abstract notion of problem space used in chapter 2.  For information-

as-content, “salience” is a matter of assigning meaning to the symbols that 

the brain creates from features in the environment, which, in turn, requires 

storing symbol-meaning associations (hence, declarative knowledge in 

3  Understanding Task Ecologies
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long-term memory). For information-as-context, “salience” relates to the 

mapping of environmental features to action (which makes no demand on 

symbol production or storage). At this point, the reader might cry “foul” 

and see this as a sneaky way of using representation to support cognition—

one in which the mapping of features to actions is a form of representation. 

However, the point is that this “representation” is not a symbolic recon-

struction of the environment (i.e., a “mental model”) but a responsiveness 

to features in the environment that relate to action. To appreciate why this 

is the case, we need to define “ecology.”

The Environment as an Ecology

Gibson distinguishes between the environment as the habitat in which a 

species lives and the “ecological niche” that supports the way of life of 

that species. In other words, the ecological niche of a species “refers more 

to how an animal lives than to where it lives.”1 So, two species of animal 

might occupy the same habitat, but, given their differing ways of life, might 

respond to the features of the habitat (in terms of what it offers for food 

or shelter) in different ways. “The natural environment offers many ways 

of life, and different animals have different ways of life. The niche implies 

a kind of animal, and the animal implies a kind of niche. Note the com-

plementarity of the two.”2 The word “complementarity” is used to reflect 

the relationship between the animal and its environment. The implication 

here is that, whereas a species might respond to ecological information in 

one habitat, it might not respond in similar ways in another habitat. An 

obvious example of this concerns ways in which some (but not all) mon-

keys and apes use stones as tools, for example, to crack open nuts. In this 

usage, an ecological niche provides the resources for action. For much of 

the ecological psychology that builds on Gibson’s theories, the ecological 

niche for humans consists primarily of the physical features that support 

specific actions (given specific abilities). However, he noted a distinction 

between the physical environment, which contains “information,” and 

the social conventions that are superimposed on this ecological informa-

tion. For the apes and monkeys mentioned above, the presence of stones 

or nuts only partially predict use of tools, and the culture (in terms of a 

tradition of tool use) of a particular troop would also contribute to the 

activity. Thus, the “ecological niche” consists of both physical features 
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and cultural conventions. This is especially true for humans: “The mate-

rial structure the human-environment offers should not, and cannot be 

ontologically separated from the social, technical and historical lives peo-

ple lead.”3

How Do Actions and Ecologies Interact?

While the proposal that the ecology consists of both physical features and 

social conventions has an intuitive appeal, it creates a problem in terms of 

the mechanisms by which actions relate to physical features. In a simple 

version, the physical features of the environment provide opportunities for 

action (so long as the animal can perform the action). This feels like behav-

iorism, in which the stimulus (of the physical feature) provokes a response 

(the action), as when Pavlov was able to condition dogs to salivate at the 

sound of a bell that they associated with food. Such unmediated pairing of 

stimulus and response misrepresents Gibson’s ideas (and embodied cogni-

tion). But it also creates a problem for an approach to cognition that denies 

representation: If I am not saying that a feature directly causes an action, 

how does the relationship between feature and action arise, especially if the 

action will be influenced by social conventions?

As an initial response this question, I like Ingold’s observation that 

“much if not all of what we are accustomed to call cultural variation in 

fact consists of variations of skills. By skills I do not mean techniques of 

the body, but the capabilities of action and perception of the whole organic 

being (indissolubly mind and body) situated in a richly structured envi-

ronment.”4 Ingold used the term “co-respondence” to describe the ways 

in which an animal responds to its environment and the environment 

responds to the animal—in other words, the respondence is mutual, and 

so they “co” respond. This idea takes Gibson’s notion of “complementar-

ity,” which is a rather passive stance, and turns it into the active interaction 

between animal and environment. The animal acquires the necessary skills 

through its ongoing relationship with the environment and processes of 

enculturation through which normative behaviors are learned (say, from 

observing its peers). Gibson called this the “education of attention,”5 in 

that the ability to attend to relevant features is something that is learned 

and developed over time. In this way, normative actions become those that 

are performed by the majority of members of a given culture.
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From these normative actions, the form of an artifact reflects social con-

ventions, or majority ways of acting. However, mass production of artifacts 

satisfies a host of constraints in terms of materials and manufacturing pro-

cesses to produce “one size fits all” designs which might impose rather than 

reflect normative action. It we step back to a time when artifacts were fash-

ioned to suit local environments and local social conventions, then the argu-

ment becomes a little clearer. We noted in chapter 2 how the work of the 

wheelwright reflected the environment in which wheels would be used. As 

another example, a survey of shovel designs in 1930s Germany found over 

12,000 alternatives.6 While you might expect some variation for different 

tasks, and some variation for the use of different materials and cultural tradi-

tions across different regions, this is still a staggering number and suggests 

that the form that these shovels took was influenced by more than their basic 

functions, such as digging or lifting. The variations included the size and 

shape of the blade (reflecting the type of materials that they were required 

to work with) and the length of the handle (reflecting the physical activ-

ity involved in using the shovel and the normative way of performing this 

activity in that particular region). That is, “normativity” always relates to a 

concrete situation.7 Acting normatively requires correspondence to artifacts 

(and other people) in that particular situation—for example, climbing those 

stairs in that building.

Responding to Ecologies

We noted previously that in order to manage the uncertainty in interac-

tions, the elements of the human-artifact-environment system need to 

adapt to each other’s behavior or to act is if their behavior is constrained. 

Taking the idea of “ecology” further, Newell8 argues for three constraints on 

human behavior:

1.	 organism, which is defined by the size and shape of the actors, bodies 

and their capabilities to control their movements;

2.	 task, which is defined by the set of acceptable outcomes of action, in 

terms of how an intention is met but also in terms of how efficiently an 

action is performed;

3.	 environment, which is defined in terms of objects respond to general 

laws of physics, such as gravity or reflection.
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From constraints 1 and 2, one can define combinations such that the 

perceptual capabilities of the organism can interact with the physics of 

the environment. The point is that embodiment is more than simply the 

possession of a body and has much more to do with the ongoing, recip-

rocal engagement between organism and environment in pursuit of task 

outcomes. Constraint 2 highlights that task outcomes are defined by the 

normative social conventions, in terms of what defines “acceptable.” You 

could, for instance, eat from your knife, but it would not be acceptable 

in polite company. Of course, there are situations in which it might be 

acceptable—for example, if you are slicing an apple with a knife, it might 

not be a problem to raise the slice of apple on the knife to your mouth. 

This returns us to point that normativity is always related to a social 

situation.

Salience, Action, and Information-as-Context

An abiding question is how can features from the environment be defined 

as salient? In other words, what can we say about “meaning” if we are 

replacing content with context in our definition of information? In Gib-

son’s terms, salience is directly tied to the action to perform and, crucially, 

does not require mediating activity (in the form of information-as-content). 

The broad premise of Gibson’s work is that information exists as an array in 

the environment and that we respond to elements in this array according 

to the actions that we are performing. Cognition is thus less about informa-

tion processing and more about response tuning.

Gibson’s best-known account of this was in the form of optic flow expe-

rienced while moving through the environment. Gibson’s initial thoughts 

on optic flow were inspired by discussions with pilots and his own experi-

ences in flying and making training films for the US Air Force. As figure 3.1 

illustrates, when landing an airplane, the pilot has the experience of head-

ing toward a fixed point and the rest of the environment seems to be mov-

ing away from that point and “flowing” around the pilot.9

To account for this experience, Gibson proposed that patterns of light 

reaching the retina constitute an optic array that contains visual informa-

tion from the environment (including the position of objects). The “flow” 

of this optic array results in a “textured gradient” that indicates speed (of self 

and moving objects in the environment) and relative distance. Responding 
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to changes in the optic array would be sufficient to support action, with-

out the need for “information processing.” Indeed, the very idea of optic 

flow is difficult to translate into information-as-content because it is not 

obvious which features of this flow can be represented symbolically. The 

labeling of features with symbols conjures up Garcia-Marquez’s fictional 

village of Macondo where, during a sleeping sickness that robbed people of 

their memory, signs were hung on everything: “This is the cow. She must 

be milked every morning so that she will produce milk, and the milk must 

be boiled in order to be mixed with coffee to make coffee and milk.”10 Ironi-

cally, the sign conveys information-as-content with little clue as to how the 

actions (milking, boiling, mixing) ought to be performed.

The direct experience of the optic array does not require processing of 

information from the environment into a “mental model.” Where there 

is uncertainty in visual information, this can be resolved by altering the 

experience of the optic flow, such as by moving the eyes or the head. The 

sampling of the optic array depends on the combination of the movement 

of the person and the content of the environment. Gibson proposed that 

people can “tune into” the optic flow in a specific environment in such a 

way as to allow their visual perceptual system to find resonance with the 

environment. From this, the environment is experienced directly, without 

the mediation of information processing. It is only a small step to associate 

elements in the optic flow with corresponding actions. For example, in the 

concept of “safe field of travel” (figure 3.2),11 Gibson and Crooks suggested 

that the optic array could be considered in terms of regions around, for 

(a)

(b)

Figure 3.1
Optic array for a pilot landing an aircraft.
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example, the automobile in which you are riding (either as driver or pas-

senger) and those of other automobiles (or other objects on the road). Such 

“safe fields of travel” are defined primarily by relative position and speed 

in order to avoid collisions. This “safe field of travel” does not require the 

construction of a mental model of objects in the environment, but a con-

tinual sampling and adjustment relative to the optic array. In these exam-

ples, the environment is viewed as a complex pattern of “information” 

that changes in response to the actions that the person performs (or the 

actions of artifacts, people, and other elements). Activity in the environ-

ment is a continuous process of adapting to the available “information,” 

either in terms of acting to avoid collisions, or to resolve ambiguity, or 

to modify the environment.One can conceptualize activity in the envi-

ronment as a closed-loop (cybernetic) control system. Significantly, sepa-

rating the elements of the system (i.e., human-automobile-environment) 

into constituent components is not feasible12 and this points to another 

distinction between information processing and embodiment in that the 

borders between elements are permeable.

Figure 3.2
“Field of safe travel” for automobiles.
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Brunswik’s Lens Model

While Gibson’s work is concerned predominantly with the relationship 

between movement and salient “information” (-as-context), a parallel the-

ory explored the role of “information” (-as-content) in decision-making. 

Brunswik’s lens model13 of decision-making broadly involves two elements:

1.	 a set of cues in the environment that can be objectively associated with 

a given decision outcome, and

2.	 the selection of those cues according to a human decision.

Accordingly, cues (i.e., features of the environment) can be assigned a 

diagnostic value (i.e., a correlation or weighting in terms of the relation to 

the “correct” decision), which is the “true cue” validity. This can be con-

trasted with the cues that the decision maker chooses, or the “observed 

cue” validity. The performance of the decision maker can be evaluated by 

the correlation between these two forms of cue validity. Brunswik’s pro-

posal is that the environment contains cues that can be defined in terms of 

their salience to making a  correct decision (figure 3.3). Contrary to “optic 

flow,” Brunswik’s model requires a series of steps by which the environ-

ment is perceived (in terms of an image on the retina), and this image forms 

the basis for probabilistic inferring of salience. In this way, there are medi-

ating states through which “information” is translated, and this, although 

not directly related to symbolic information-processing approaches is part 

Achievement

Cues

Environment Perception

Ecological
Validities

Utilization
Coefficient

Figure 3.3
Illustration of Brunswik’s lens model.
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of the same family and hence, not an embodied cognition approach. How-

ever, there could be some benefit in considering how these might overlap.14

For Gibson, “information” arises from the one-to-one correspondence 

(complementarity) between an invariant feature in the environment and 

the action that the organism can perform (which, in turn, relates to the 

concept of “affordance,” which will be considered in chapter 4). This 

means that there is no requirement for “translation” and that perception 

is direct. For Brunswik, the environment contains cues that are “context-

free.” In a study of stair-climbing, short and tall participants were asked to 

determine whether stairs could be climbed easily or not.15 Plotting the data 

simply in terms of riser height (as a “context-free” metric) showed little 

correspondence across the two groups. However, plotting the data in terms 

of the ratio between riser height and leg length showed a neat correlation 

that was consistent across groups.16 In other words, “information” is not 

context-free but rather involves an organism’s specific frame of reference.

Both Gibson and Brunswik recognize that “perception” occurs in an 

animal-environment system and arises in terms of the capabilities of the 

animal to respond to its ecology.17 Indeed, it is these aspects that influence 

Brunswik’s emphasis on “ecological validity.” For Brunswik, a “represen-

tative design” (of an experiment) would match the correlations between 

cues and outcome found in the real-world setting of the task. The reason 

why this is critical is that, for Brunswik, people learn to weight cues on 

the basis of successful outcomes (where, over time, they receive feedback 

on the accuracy of their decisions); indeed, this might allow the experi-

enced person to discover relationships between cues (i.e., contiguous cues), 

which can allow predictions to be made accurately by sampling fewer cues 

(i.e., if cues are related, then one needs to sample only one rather than 

all of them). However, these correlations (between cues and between cues 

and outcomes) depend on the environment and on social convention; if 

the environment changes, the relations between cues and outcomes might 

change, with the result that performance will deteriorate; if social conven-

tions change, then the definition of a successful outcome may change.

For Brunswik, the ability to apply strategy distinguishes experienced and 

inexperienced decision makers. As decision makers gain more experience of 

the environment, their ability to use the relationship between cues and out-

come improves.18 Indeed, the implication (in Gibsonian terms) is that the 

human will become tuned to specific cues (at least in familiar environments). 
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As they gain more exposure to these cues, combinations of cues could 

allow redundancy (which can improve reliability of decision outcome). 

If there are too many cues, then it becomes difficult to define salience. 

However, it is plausible to assume differential weighting of cues and that 

people will seek out those that are more salient to the task, and this is 

the basis for contemporary theories inspired by Brunswik, such as Giger-

enzer’s “take-the-best” heuristic.19 In much of this work, the number of 

relations that are used is very small, amounting to two or three (with 

more than three being deemed “high”).20 Relating the number of cues 

to the discussion of multi-objective optimization, the finding that peo-

ple tend to work with highly limited sets of relations (or cues) aligns 

neatly with the suggestion that design might focus on a limited number 

of objectives. In this, the definition of an “objective” (in terms of design) 

becomes a means of defining relations between cues, which implies that 

the weighting of cues (defining their salience) can have an impact on 

how these are sampled and selected.

Much of the research employing Brunswik’s lens model focuses on static 

decision problems, rather than activity in dynamic environments. Con-

sequently, the relationship between the “cue” (from the environment in 

which the decision is to be made, e.g., in terms of sets of “information-as-

content” provided in an experiment) and the “perception” by which the 

cue’s salience is defined becomes caught in a discrete, static task. For Gib-

son (and embodied cognition) the tasks are dynamic (like the “field-of-safe-

travel” problems discussed earlier), and this makes it difficult to distinguish 

the cues in the ways in which Brunswik lens model assumes.

Exploring dynamic decision making, an experiment simulating an anti-

air warfare coordinator,21 performance was modeled using the lens model. 

The results suggested that “good” performance involved pattern recogni-

tion of salient information. Furthermore, training, feedback, and practice 

that allowed participants to refine the heuristics by which cue salience was 

defined improved performance. That is, performance did not involve appeal 

to mental models, but focused on perception and action. For Kirlik,22 the 

mapping between the perception and environment becomes direct—that 

is, a one-to-one mapping—with experience. What is attractive about this is 

that it brings the possibility of rapprochement between the Gibsonian and 

Brunswikian approaches (although, of course, there remain clear and obvi-

ous differences in methodology and underlying theories) in that increasing 
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the experience of an environment is likely to increase the consistency by 

which specific cues are deemed salient.

Recognition-Primed Decision-Making

One implication of the research using the Brunswik lens model is that 

people ought to attend to the most salient (rather than all) the available 

features, and that selection of features could be influenced by action (in a 

reciprocal manner to the action being influenced by the attended features). 

Recognition-primed decision-making (figure 3.4) interprets a situation in 

terms of “relevant cues.” These are evaluated in terms of “plausible goals” 

and “expectancies” (the latter drawing on a mental model, or schema, that 

reflects experience of previous situations). In this model, when an action is 

defined as suitable, its outcome is simulated prior to implementation. How-

ever, work with expert decision makers tends to suggest that this simulation 

phase is rarely implemented.23 This implies that decision processes (particu-

larly in the highly dynamic, risky, and ambiguous situations that Klein and 

his colleagues study) is a matter of perception-action coupling. Indeed, an 

alternative version of this could be proposed in which there is no require-

ment for schema but in which the salience of cues (acquired through expe-

rience) are defined by the experts;24 analogous to the description that the 

Brunswick lens model offers. Decision-making that is “automatic” and that 

operates through perception-action coupling not only provides an explana-

tion of the fast “intuitive” decision-making that is required in emergency 

situations (and which people might find difficult to articulate because of 

the reliance on “tacit” knowledge) but also explains the role of expertise 

(gained from experience of many different types of situation) in shaping 

response.

As we saw in chapter 2, the way a person responds to a problem is highly 

dependent on the way in which the problem is presented and the physical 

actions that are possible in that context. In the words of Vallée-Tourangeau 

and colleagues, “A reasoner is embedded in a certain task environment that 

together configures a certain cognitive ecology within which certain cognitive 

abilities are manifested.”25 That is, the problem solver becomes immersed in 

the context of the problem, and this very immersion creates opportunities for 

acting and thinking. The implication is that being able to physically act in the 

“cognitive ecology” of the problem can be beneficial for problem-solving and, 
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indeed, change the nature of the problem and the strategies used to solve it.27 

For now, the question to pursue concerns how “meaning” can be arrived at 

from an information-as-context perspective in terms of a “task ecology.”

A “Task Ecology”

If radical embodied cognitive science is to be useful for design, it needs to 

reflect the ecology in which activity occurs and to do so in such a way as to 

provide rigorous, testable descriptions that could inform design decisions. 

Experience the situation in a changing context

Is the situation
familiar?

Recognition has four aspects:

Seek more
information

Reassess
situation

Are expectancies
violated?

Modify

Will it work?

Implement

Mental simulation of action(n)

Yes, but

No

Yes Yes

Yes

No

Plausible
goals

Expectancies Action1...n

Relevant
cues

Figure 3.4
Recognition-primed decision-making.26
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For the human-artifact-environment system, we ought to define activity 

not simply in terms of the single human using the single artifact, but in 

terms of the “context of use” (or ecology) of activity that carries a sense of 

“flow.”28

From the initial discussions in this chapter, it should be clear that an 

environment can be described in functional terms—that is, relative to the 

goals and actions of a person, which constitutes the task ecology in which 

activity is performed. So, when driving a vehicle, the environment has fea-

tures that support functions, such as the terrain (whether the ground is 

rough, muddy, slippery, whether there are hills, and so on), obstacles (other 

road users, pedestrians, objects on the road, and so on), and the path to fol-

low (e.g., type of road, markings on the road, traffic signs, instructions from 

a navigation system, and so on). The salience of features is relative to the 

overall goal of the activity. This observation raises two key concepts. The 

first relates to the selection of salient features, and this could be considered 

in terms of their Gestalt (pattern) for the system—that is, the relationship 

between the whole “environment” and the “part” (pattern) that is salient 

to the goal. In this case, the goal becomes interpretable in terms of the 

system that performs the activity within the environment in which the 

activity is being performed. This relates directly to the idea of a human-

artifact-environment system. The purpose of the system arises from a com-

bination of the functions that it is configured to perform (some of which 

might interact with others) and the state of the environment in which it is 

operating. Each of these provides constraints on the system’s operation. In 

this respect, the design should present only those combinations of features 

that are salient to the function at hand.

A second concept that arises from this notion of task ecology as a set of 

constraints is that the “meaning” of features (in the environment) becomes 

salient to activity. In this respect, the design of a user interface (see chapter 

5), should present salient features in a manner that enables means-ends 

analysis. In this respect, a “task ecology” consists of the set of features in the 

environment that are relevant to a specific goal (performed by a system that 

is able to recognize and act upon those features), and so the design of a user 

interface would present salient features in a manner that allows direct per-

ception of system state and definition of appropriate action. Here, only that 

part of the system relevant to the situation is presented, and this decom-

position (from whole to part) becomes integral to design. The overarching 
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framework of this notion of task ecology echoes the following quotation 

from Gibson:

Things are components of other things. They would constitute a hierarchy except 

that this hierarchy is not categorical but full of transitions and overlaps. Hence, 

for the terrestrial environment, there is no special proper unit in terms of which 

it can be analysed for once and for all. There are no atomic units of the world 

considered as an environment. Instead, there are subordinate and superordinate 

units. The unit you choose for describing the environment depends on the level 

of the environment you choose to describe.29

The environment is a “space of possibilities,” in which different constel-

lations of features arise to afford different functions that can be realized 

through combinations of activity)30. The point is that the very of ideas of 

data or activity are seen, not as defining the environment, but as low-level 

components that constrain and support the functions of the system in that 

environment. So, how do we make sense of task ecologies as problem spaces.

Studying Task Ecologies

An ecology is a mesh of features defined in relation to different actions. 

Depending on the capabilities of the person, the experience of these rela-

tions will alter. This seems to me to be a reasonable formulation of what 

Merleau-Ponty called an “intentional object.” which describes that collec-

tion of features in an object that correspond to a given intention for its user. 

I should note that Merleau-Ponty did not assume that the “intention” was 

some teleological impetus (that is, the “user” need not set out to achieve a 

definite outcome in “using” the object); rather, he saw the “intention” as 

becoming realized through the ensuing interaction.

In her analysis of how people interact with technology, Suchman31 

observed pairs of participants trying to use a complicated photocopier. Her 

study employed conversation analysis to reveal the ways in which people 

respond to the changes in state of the machine in relation to their own 

developing and emerging goals, as well as the ways that sense is made 

through their interactions with the device and each other. An insight from 

this work was that people respond to opportunities offered by the situation 

(or, at least, their interpretation of these opportunities) to choose which 

action to perform—and then, in retrospect, frame these choices as a plan. 

One can read the transcripts of the conversations as ways in which people 

struggle with the photocopier as an object that is “present-at-hand,” rather 
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than as something that facilitated their activity as “ready-to-hand.”32 Fur-

thermore, her insistence on reflecting behavior in its situation (rather than 

only on the “tasks” performed by users of technology) creates a richer and 

more elaborate perspective to the one that Human-Computer Interaction 

(HCI) had typically employed before this work. However, by capturing spe-

cific instances (no matter how much detail the reports contain), ethno-

methodology (in HCI and design in general) becomes “fact dependent.”33 

This means that any generalizable principle (or design guideline or require-

ment) can be only an ad hoc response to the specific instance. So, the 

approaches offer no “guide to discovery” in which predictions can be made 

or conclusions empirically tested. In a sense, the collection of instances 

become like stamps to the philatelist. Such criticism can be leveled with 

equal force at other methods that rely on observing people as they work 

(and so is equally applicable to the ergonomics methods of task analysis). 

Addressing this criticism can involve either a sufficiently long period of 

immersion in the domain that is being observed or the development of a 

theory that can provide a “guide to discovery.” In terms of the former, there 

is some concern with the manner in which HCI is currently practicing eth-

nomethodology, as expressed by two people who had been involved in the 

field from its early days. As Sharrock and Anderson write,

We were part of the effort which opened up the promise of ethnographic field-

work for software development. We still believe that it has a lot to offer. How-

ever, in the intervening years, we have watched as what can only be regarded as 

old-fashioned customer relationship management has masqueraded as ethnogra-

phy. As the consultants have moved in, the canons of fieldwork rigour have been 

eroded. Now, it seems, any kind of conversation with any kind of user/manager/

customer can be called ethnography.34

The emphasis on the richness of the context of use that Suchman called 

for can be seen in similar trends in philosophy, with phenomenological 

interviews,35 and in the field of naturalistic decision-making, with its use of 

critical decision method interviews.36 In each of these domains, the objec-

tive is not merely to elicit the sequence of tasks to perform or the infor-

mation that is attended to, but to situate activity in the settings that gave 

rise to it. So, for example, a critical incident interview might encourage 

interviewees to reimagine the sounds, smells, environmental conditions, 

and so on in a situation before asking about how they dealt with an emer-

gency. Similarly, Gallagher ’s account of “expert performance” (in dance, 

sports, or music)37 emphasizes performative awareness, by which the expert 
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can attend to, and reflect upon, the movement of their body in ways that 

the less experienced person might not notice or appreciate. Having said 

that, the objective of the phenomenological interview and the critical deci-

sion method is not simply to reconstruct a specific situation but to obtain 

generalizable observations that can inform theory and design. That is, the 

aim of a phenomenological interview is not to capture idiosyncratic, per-

sonal experience, but to “capture the invariant structures of experience.”38 

I wonder whether ethnomethodology can focus too much on the specif-

ics of the situation, leaving the designer to translate the comments to a 

design concept. In this, the analyst becomes guilty of abrogating responsi-

bility for translation of their findings. By “translation,” I mean the abstrac-

tion of general points from specific accounts that then become formalized 

into design briefs, requirements, specifications, and the like. Because these 

approaches to analyzing technology in situ are fact-dependent, they have 

neither the aim nor the ability to serve as “guides to discovery.” This means 

that someone needs to undertake the translation. Having the analyst inte-

grated into the design team can dramatically reduce these translation prob-

lems. Certainly their presence can help in explaining the analysis, resolving 

confusion, and addressing contradictions. But the very act of “reducing” 

the analysis to a set of “user stories” or “persona” could become antithetical 

to the capturing of “real experience.” Equally, because the analyst becomes 

a “proxy” for the end-users, there might be a danger that it is the experi-

ence of the analyst that is used to “stand in” for these users. This can be 

even more telling when the “analyst” is relying on previous experiences (as 

when subject-matter experts work in design teams). Continually reflecting 

the analysis (and its interpretation) back to the people who were studied or 

will be actually using the design can ease some of these problems.

Suchman’s work set the tenor for a whole field of ethnomethodology in 

HCI. In this field, the environment is “meaningful primarily through the 

ways we interact with it.”39 At first glance, the emphasis here is on “the 

ways we interact” (and, indeed, Dourish’s influential book is called Where 

the Action Is). However, ethnomethodology pays less attention to physi-

cal action (at least in terms of “action” as it could be described from fine-

grained analysis of movement) and to the environment (at least in terms of 

the rich configuration of features that it offers) and more attention to the 

verbal account of the experience of action. This is not to say that move-

ment or the environment is ignored; in many of these studies, scenes from 

video recordings of people interacting with technology are used as data and 
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complement the verbal accounts. However, I have two concerns about this 

approach. The first is that the experience being studied comes partly from 

the words of the person performing the action and partly from the author’s 

description of the video. This reiterates my point that the analysis is less 

about the action itself and more about the description of the action.

Aside from concerns over how “ethnography” might be practiced or 

how it might provide a “guide to discovery,” my worry is deeper and con-

cerns the focus on “meaning” rather than action per se. While Gibson 

regarded the environment in objective terms (that is he took a realist posi-

tion in terms of ontology), he also wanted to be clear that the experience 

of the environment is shaped by individual capacities—that, the environ-

ment contains features that exist whether they are “experienced” or not. 

But when we consider the ways in which “experience” is collected, through 

ethnomethodology, as verbal reports, then “action” becomes the input to 

an interpreted account, rather than an activity in its own right. If we take 

the phenomenological position of Merleau-Ponty in as considered a man-

ner as possible, then it would seem that asking people to provide verbal 

descriptions becomes almost the least effective way of capturing their expe-

rience. At best, such verbal descriptions are loose, informal, and incomplete 

accounts. The use of verbal description to derive meaning runs significant 

a risk of tipping from a phenomenological account of experience into one 

that is indistinguishable from the nominalist accounts of information pro-

cessing from which it seeks to depart. This is because a verbal account, by 

definition, enforces a commitment to symbolic representation. So, this cre-

ates an impasse. Granted, ethnomethodology, the phenomenological inter-

view, or the critical decision method take great pains to create a broad a 

view of the context. Granted, each of these approaches argues for the impor-

tance of context and (as has been argued throughout this book) acknowl-

edges that action can only be considered in context. But there is a danger 

that an account that is heavily contingent on verbal descriptions (either 

of the participant or the observer) runs the risk of reporting the external, 

describable characteristics of the environment or the action and misses 

the underlying aspects of the context (in terms of the relations within the 

human-artifact-environment system). In a sense, my concern is that this 

approach could capture information-as-content (through its verbal descrip-

tion) and miss information-as-context (in the Gibsonian sense). In the words 

of Sharrock and Anderson quoted earlier, the risk is that ethnomethodology 

in HCI becomes “good old-fashioned customer relationship management.” 
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Another way of seeing this is that the approach could reflect aspects of epis-

temology without fully appreciating the ontology. To do the latter would 

require a definition of the situation in terms of those features that are salient 

to the action.

The use of verbal reports as data40 has been criticized in terms of the 

relation between such reports and information-processing. For instance, 

there is concern that people will describe only those aspects of their activ-

ity of which they are consciously aware (making it difficult to capture tacit 

knowledge or to fully reflect the impact of the environment on activity), or 

that people will describe only those aspects of activity that can be put into 

words (making it difficult to capture procedural knowledge), or that people 

might alter their activity to make it easier to describe. Such criticisms can 

be traced back to the challenges to introspection raised by the early experi-

mental psychologists. In a sense, such criticisms point to a schism between 

those approaches that favor formally observed behavior in controlled set-

tings and those that emphasize the importance of individual experience. 

This could be seen as a fight between laboratory-based approaches (central 

to much of the information-processing school of cognitive science) and 

ecological and experiential ones. But, from the perspective of embodied 

cognition presented in this book, the distinction is not quite as clear-cut.

Several of the studies that I have cited, in this chapter and in chapter 

2, rely on conversation analysis to combine the words as they are spoken 

by people engaging in everyday activity. For some forms of analysis, video 

alone might be informative and instructive. For example, William Whyte 

created documentaries, such as The Social Life of Small Urban Spaces.41 He 

provides a commentary on the activities of people, say in a public park, 

using different camera angles, to draw attention to aspects of the environ-

ment that we often miss or take for granted. The film allows us to “see the 

general pattern of behavior or sociocultural practice in this place, but when 

we zoom in we find a great variety of ways in which people engage with the 

various action possibilities the park offers.”42

Combining video from, say, a head-mounted camera with verbal com-

mentary (recorded either during the video capture or through interview 

afterward) provides a further means of capturing some aspects of the expe-

rience of the skillful coping of people as they undertake work in “real” set-

tings as opposed to the artificial conditions of the laboratory.43 The imagery 

(video or stills) gives context for the conversation analysis. In this way, the 
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verbal reports takes precedence, with stills from the video presented to illus-

trate what is said. Notwithstanding the problems raised concerning verbal 

reports in the preceding discussion, it feels to me that relegating the video 

to illustrative purposes loses much of its benefit in capturing the dynamics 

of the interactions.

Richer analyses can be obtained by combining these words with stills 

from video recordings of the task performance.44 This provides the oppor-

tunity to explore the temporal setting of the conversation as well as its 

physical and linguistic unfolding (figure 3.5).

From the perspective of “ecological validity” (as defined by Brunswik), 

the challenge is to adequately capture the cues that people use to inform 

their decision-making. Contemporary theorists such as Gigerenzer apply 

decision tasks in which cue selection is an essential feature of the experi-

mental design. This allows consideration of the manner in which people 

select between the cues available to them. This could be done simply by 

hiding the cues until people select them—for example, by having infor-

mation on a computer screen that becomes revealed only when the per-

son clicks on it or through the use of eye-tracking. Combining these two 

approaches, my colleagues and I explored how people choose from a set of 

options in a simulated credit card fraud analysis task.45 The layout of the 

information (in a grid on a computer screen) satisfies Brunswik’s notion of 

ecological validity (in that the aim was to present the correlations between 

cues and outcome found in the “real-world” task).

Eye-tracking was used to explore strategies of information sampling 

when people copy a pattern presented on a screen. Participants tend to look 

at patterns at strategic moments.46 For example, an initial glance might 

be to identify the color of the block, and a subsequent glance might be to 

determine its precise position in the pattern. Such a “minimal memory 

strategy” shows how people respond to task constraints in their sampling 

of the environment. Thus, the manner in which eye movements are per-

formed is influenced by the type of task47 Applying eye-tracking to working 

environments is more challenging but can reveal insights into the strategies 

that people use to sample their environment in order to make decisions.48 

Using eye-tracking in vivo, however, can be challenging to implement,49 

not least because the human eye is in constant motion ,and this means that 

where it pauses (fixates) need not be the point at which “information” is 

obtained (one could, for example, be gazing into space rather than looking 
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directly at something). However, like the approaches that combine con-

versation analysis with video recording, eye-tracking provides a means by 

which investigation can attend to both the properties of the environment 

(as these impact on the actions being performed) and the dynamics of the 

activity.

In a study of the micro-materiality of the handling of surgical instru-

ments, Heath and colleagues noted how little talk occurs. Consequently, 

their analysis uses “a series of images accompanied by brief descriptions 

in relation to the timing of the particular activities. . . . ​In fragment 1 for 

example, the activities in question commence 16 seconds into the fragment 

and last for just over 3 seconds.”50 Regarding the activity of a scrub nurse 

passing a dilator to the surgeon, they note that “the scrub nurse clasps the 

dilator at both ends and passes it horizontally to the surgeon. The surgeon 

is able to grasp the dilator with his thumb and forefinger in the center 

of the rod. Without adjusting or repositioning his hand, he immediately 

inserts the head of the dilator into the patient’s oesophagus.”51 This evoca-

tive description allows them to discuss not only the physical actions that 

are performed but also the knowledge that scrub nurse and surgeon need to 

have in order to collaborate, with each making sense of the other’s actions 

within the social milieu of the operating theater. Here, the task ecology is 

the social and physical environment, rich in the culture of surgical practice. 

If we are to understand a given task ecology, then it is studies like this that 

will provide the level of detail required. However, while the description 

(of the scrub nurse and the surgeon) is detailed, it lacks the nuance and 

richness that could be obtained from the original video (or from data that 

would fully describe the performance of the activity).

The focus on “materiality” in these studies aligns neatly with the concepts 

in this book. In this sense, materiality concerns the questions surrounding 

the physical properties of artifacts and the impact of these on how they are 

used.52 Recent work by Dourish53 extends the concept of materiality to the 

ways in which digital technology represents and allows interpretation of 

information. Notwithstanding my discussion of the different uses of the 

terms of information (for Dourish’s analysis the focus is on information-as-

content), his work emphasizes the need to appreciate how interpretations 

as intended by the designers or managers of technology might differ from 

those of its users. To return to the example of handling surgical instruments 

describe by Heath above, each of the actors in this activity might regard 
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the same artifact as having different meanings, which then compel differ-

ent opportunities for action. The physical appearance of the artifact and 

the environment in which it is used define, in a sense, the ontology of the 

actors. Their interpretation of the artifact forms their epistemology, which 

reflects the ecological niches in which each of them defines the appropri-

ateness of action. The implication is that the mere physical appearance of 

the artifact is not an imperative to action; one cannot simply assume that 

form dictates a single function. Nor, as I argue in the next chapter, does 

it make sense to speak of “affordance” being the property of the object. 

Rather, the materiality of the artifact is captured by both its form and mean-

ing to the person using it for the purpose that person intends.

To this end, adding sensors to the person or the artifacts they use54 

allows fine-grained analysis of activity. While much of the work on human 

activity recognition and analysis focuses on identifying specific, discrete 

actions, it makes more sense to understand activity in terms of the manner 

in which movements balance between consistency and variability, as, for 

example, in terms of Bernstein’s notion of dexterity. Rather than asking 

“what” action is being performed, it is more useful to ask “how” actions 

are being performed, and this involves the application of dynamic systems 

approaches to the study of human activity. In such approaches, the analysis 

considers the temporal variation in the control and organization of pat-

terns of movement, often using metrics related to entropy. Radical embod-

ied cognitive science makes extensive use of these metrics and concepts, 

and this will be explored in chapter 7. In the next chapter, I focus on the 

ways in which perception-action coupling in the use of physical artifacts 

has been explored using the concept of affordance.
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Affordances Are Neither Form nor Function

Don Norman said that it is obvious what is meant by “affordance”: “Plates 

[on doors] are for pushing. Knobs are for turning. Slots are for inserting things 

into. Balls are for throwing or bouncing.”1 What is deceptively attractive 

about this list, for design at least, is the implication that the physical form of 

an artifact dictates which action to perform. The job of the “designer,” from 

this perspective, is to ensure that the form of the artifact supports the desired 

function. But if Norman’s definition is correct, then it offers little beyond the 

design credo that “form follows function.” While there has been vociferous 

debate on the difference between form and function, the credos themselves 

shed no light on the practice of design, partly because speaking of “form” 

or “function” in the abstract makes little sense. One route out of the cul de 

sac of abstract function is to declare the “function” to be whatever culturally 

significant “meaning” is applied to a given form. In this way, however, we 

stumble back into information processing, where “meaning” has a symbolic 

representation. To preempt the argument that will be advanced in this chap-

ter, assuming that “affordance” is a property of the artifact ignores the situa-

tion in which it is used, in terms of the capability of the user or the features of 

the environment. Further, the notion that there is a “desired function” that 

dictates how the artifact “should” be used implies that the best way to use 

an artifact can be dictated by the designer through the form of the artifact.

Looking at the holes in the handles of a pair of scissors, you might guess 

(if you had not seen such an artifact before and you are right-handed), that 

the smaller hole is for the thumb and the larger hole is for two fingers. Hold-

ing the scissors in this way allows movement of thumb and fingers to open 

and close the scissors. The form (holes in the handle) indicate function 

4  Affordance
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(how to grasp the artifact and, once grasped, how this artifact might be 

manipulated). What happens if we apply this interpretation to a visually 

similar but less familiar artifact, such as the needle holders used in suturing 

(figure 4.1)? The holes in the handles of needle holders are the same size, 

so it is not obvious where to put thumb or fingers. You might assume that 

the thumb goes in one of the holes and the other is for the fore-finger or 

middle-finger if these were to be used for opening and closing like scissors. 

However, this is not the case. You should use the thumb and ring finger to 

preserve flexibility about the wrist. In other words, the form (of the needle 

holders) is not sufficient to indicate their function. Indeed, the function 

here is not simply a property of the artifact (needle holders) but arises from 

human capability (experience in using needle holders) interacting with 

it, and this would make most sense in a specific environment (the needle 

holders with a threaded needle and tissue to be sutured). Consequently, a 

concept of affordance must provide “a theory of the world as we experi-

ence it in terms of what we can do.”2 We constitute our experienced world 

through our bodily actions (i.e., we lay down a path in walking),3 and a 

theory of affordance should be capable of reflecting this.

So, it makes no sense to speak of an artifact “having” an affordance. And 

yet, there is an extensive literature, particularly in the fields of design and 

Figure 4.1
Needle holders. Needle holders do not necessarily “invite” an appropriate grasp, 

unless one has knowledge of the function (activity) to which they can be applied. 

The placement of thumb and ring finger is natural for the practiced surgeon but not 

necessarily intuitive for the inexperienced user. Surgical Instrument (clamp, needle 

holder) is licensed under CC BY 4.0.
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human-computer interaction in which affordance is treated simply as a prop-

erty of an artifact. The implication is that affordance is a property that can be 

designed-into the artifact (say, a coffee cup) and that this property supports, 

permits, invites, a person to perform an activity (say, drinking coffee). But 

there is an obvious problem here: the coffee cup also “affords” containing 

liquid (with additional affordances of transporting the liquid or keeping it 

hot), cleaning after use, storage, disposal, and so on. Even this trivial example 

raises the question of which affordance we might mean because the same arti-

fact participates in a variety of affording situations.4 Responding to an artifact 

depends on appropriate behavioral meanings. A scrub nurse picking up a pair 

of needle holders, to pass them to a surgeon, might not even use the holes 

in the handles, but might orient them so that the holes are presented for a 

suitable grip, or the nurse might handle them differently when picking them 

up to put them into a tray for sterilizing.

Formal Descriptions of Affordance

One approach that has been explored to capture complementarity (as dis-

cussed in chapter 3) in human-environment-artifact systems is through 

formal descriptions, either in terms of computer programs or statements 

couched in formal logic. The concept of affordance has received much 

attention in the field of robotics, and this can be traced to the seminal work 

of Rodney Brooks and his claim that “world is its own best model.”5 Rather 

than working from a preprogrammed model of the world in which it is 

operating, a robot could learn relationships between properties of artifacts 

and actions that it can perform. From this, “affordances appear from the 

interaction between the robot and the environment and hence, depend 

on the world, the agent’s motor and perceptual capabilities and its experi-

ence.”6 If the available information points to more than one sensorimo-

tor pattern (or if the sensorimotor pattern is associated with more than 

one set of proprioceptive states) then affordance competition7 could arise 

and would need to be resolved. Sridharan and Meadows offer an elegant 

solution to this problem by separating affordance relations from executability 

conditions.8 What is attractive about these terms is that the focus is on the 

relations (between elements) rather than solely on the properties of either 

artifact or agent, and that these relations will change under different situa-

tions (or executability conditions). Further, while the work on affordances 
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in robotics makes use of research on human activity, the concepts outlined 

here could be usefully applied back to discussion of human activity. For 

example, the emphasis on learned relationships (gained from repeated 

exposure to similar situations), the need to resolve affordance competition, 

and the distinction between affordance relations and executability condi-

tions can all apply to human activity.

As we noted in chapter 3 the environment constrains activity in terms of 

the opportunities it presents, for instance, in terms of artifacts available to the 

individual or of the interaction between these artifacts and the bodily con-

straints of the individual. While bodily and environmental constraints can 

limit or encourage specific actions, the choice of action will further depend on 

task constraints, which could include a purpose for completing the action as 

well as some criteria that might define good or acceptable performance.9 Per-

formance can then be evaluated in terms of elements that constrain or allow 

activity. This combination of constraints implies a competing set of objectives 

and a need for multi-objective satisfaction (as we discussed in chapter 2)

Lewin, who provided a precursor definition of what became known as 

“affordance,” developed a simple equation10 to model behavior (B) as a 

function (f    ) of person (P) and environment (E):

B = f (P, E).

This could be read as a trivial statement that an environment supports an 

action. But I think the claim here is deeper in that Lewin presents this as 

a specific person (with defined capability, goals, and so on) responding to 

a specific environment (with defined features). One can see how this rela-

tionship could reflect the notion of bodily and environmental constraints. 

So, an adult human hand can grasp the handle of a full cup and lift it in 

a way that a child’s smaller hand might not be able to,; in other words, 

the cup handle (for the adult) can be grasped because its properties (i.e., 

size and shape) match the disposition of the person, defined by hand-size, 

and the full cup can be lifted because of the adult’s strength (which can 

also ensure stability during the lift). However, it is worth noting the obvi-

ous point here that one can lift a cup without using its handle. In this 

case, the diameter of the cup defines its property, which is matched by the 

disposition of the person. Whether one lifts the cup by its handle or not 

must be influenced by more than the form of the cup. In this case, the cup 
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(and actions performed with it) exist in an environment that, according to 

Gibson, can be defined in terms of both convention and natural laws. The 

latter would relate to phenomena such as the temperature of the cup (one 

might be more likely to use the handle if the cup contained hot liquid) and 

the weight of the cup (lifting with the handle or grasping the cup above 

or below the handle would have different repercussions for counteracting 

the effect of gravity). The former would relate to what might be considered 

“polite” or “acceptable” behavior in a given environment, such as a greasy 

spoon café versus the Savoy Hotel.

Formal descriptions reflect relationships between bodily and environ-

mental constraints, but they do not express task constraints or capture the 

situation in which the relationship arises.11 Abbate and Bass develop a for-

mal description that reflects situational constraints:

Possesses(affordancei)(Xp, Zq).12

This relationship becomes expandable with specific values of the proper-

ties, p, of an artifact, X, which are relevant to a given “goal” and with spe-

cific values that define the capability, q, of an actor, Z, responding to these 

features. An example they provide involves a cabin door in an airplane. At 

altitude the door is plugged into its fitting under high external pressure, 

and on the ground the door can be opened by pulling out a lever and turn-

ing it. In this instance, the “environment” is defined in terms of airspace 

(which could be ground or in flight), aircraft (which could be a specific 

type), cabin (with properties that change according to airspace, e.g., pres-

surization), door (which can be opened), lever (which fits into a slot and 

can be moved). Relations between these can be defined in a formal descrip-

tion as follows:

possesses(doorOpenable)(Xp, Zq) = true if: 

Xp. Airspace. Aircraft. Cabin. Door. Lever l [Slot][top_of ] = overlapping ^ 

Xp. Airspace. Aircraft. Cabin. Door.p2 [Cabin][left_of ] = contained_within ^ 

Zq. Airspace. Aircraft. Cabin. Door.q1[position_back] = true ^  

Zq. Airspace. Aircraft. Cabin. Door.q1[translate_left] = true.13

This description elaborates the context under which the door “affords” 

opening (in terms of external air pressure and the position of the lever, 

and in terms of the action performed by the person). What is potentially 

interesting about this approach is that artifacts may contribute to several 
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“executability conditions,” depending on the state of the environment and 

the goals of the person.

Any formal description is going to be bedeviled by the challenge of com-

pleteness; representing all contributory features of a situation using formal 

language quickly becomes overwhelming. Consequently, it is important to 

ensure that the problem is clearly stated (which, in turn, means that the 

problem is represented in a way that is amenable to the formal language in 

which it is being described). While this might offer benefits for verification 

and validation of design (which is what the formalism is intended to sup-

port), it does not provide a plausible model of what humans might do. To 

be fair, there is no intention on the part of Abbate and Bass that their for-

mal description should reflect human cognition. This is also a way of high-

lighting the problem that an information-processing view of “affordance” 

might face: How would the human brain construct the ever-decreasing 

subtleties of this hierarchical knowledge structure?

To frame this problem more concretely, consider the notion of stimulus-

response compatibility (SRC), which has been a staple part of ergonomics 

for the past half century. To illustrate this idea, in the choice–reaction time 

paradigm you have a row of four lights in front of you (labeled 1–4), and 

between you and the lights is a row of four buttons (labeled A–D). The 

buttons and lights are arranged so that 1 and A are adjacent, and so on. 

When one of the lights turns on, you must press one of the buttons to 

turn off this light as quickly as possible. In the adjacent (or congruent) 

arrangement, when light 1 turns on, you press button A. In an incongruent 

arrangement, when light 1 turns on, you have to press, say, button C. Not 

surprisingly, the congruent arrangement leads to much faster performance. 

Early accounts of the SRC suggested that the performance differences were 

due to “translation.”14 In information-processing terms, this “translation” 

is required to allow information-as-content in one “code” (stimulus layout) 

to relate to another “code” (action).

Contemporary explanations of SRC draw on the ability to extract salient 

features and pair these with an appropriate response. This is the “dimen-

sional overlap” model,15 which contrasts the overlap of dimensions (fea-

tures) in a set (i.e., the congruence of arrangements) with the relevance 

of features within a set (i.e., how the features of a stimulus relate to a 

response). The congruent condition has both overlap and relevance. There 

is much to be said for the empirical evidence from SRC.16 People prefer 
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arrangements in which the features (light and button) are congruent, and 

this is termed a “population stereotype” (there is some work to suggest that 

different cultures might have slightly different population stereotypes).17 

Furthermore, most people produce faster responses with fewer errors in sets 

of stimulus-response pairings that have this preferred arrangement, as a 

consequence of SRC. From the perspective of affordance, it could be argued 

that SRC arises when information from environment (stimulus) relates to 

ability (response). In other words, there is potential argument that removes 

the need to appeal to a “translation” or a “dimensional overlap” to explain 

SRC.18 Crossing one’s hands in SRC experiments leads to an increase in 

reaction time, even when the position of stimulus and response artifacts 

remains constant, and this does not seem to be the result of a simple bio-

mechanical constraint; reactions using crossed hands cannot be explained 

solely by conflict management, as proposed by the dimensional overlap 

model. This suggests that the relationship between response and stimu-

lus involves more than the predefined mappings that SRC assumes. If we 

refer to the formalisms outlined earlier, it is difficult to see how these could 

account for the differences in SRC. In both congruent and incongruent 

conditions, Xp would be “light on,” and Zq would be “press button.” So, 

perhaps, we need to elaborate the Xp description to include Xp1 “light 

on” + Xp2 “light adjacent to button” (in the congruent condition), and 

to elaborate Zq1 “associate light label with button label” + Zq2 “press but-

ton” in the incongruent condition. But this would produce a near infinite 

regress in which all possible states need to be defined in order to produce 

a prediction of an action; in this way, the “action” becomes a matter of 

matching the features that define a given state. While the descriptions 

of affordance in this section provide formal descriptions of the relations 

between human-artifact-environment and their impact on outcomes, I 

am not proposing that this is meant to describe human behavior. For one 

thing, formal descriptions like those presented by Abbate and Bass cannot 

align with the radical embodied cognitive science (RECS) argument used 

in this book. On the other hand, these descriptions indicate how the ele-

ments in the human-artifact-environment system interact, in terms of the 

functions that are necessary and sufficient to ensure ongoing, reciprocal 

engagement, and the challenge of defining the “features” that need to be 

attended to. One reason for including this example is that it presents a set 

of “objectives” for an affordance. As noted in chapter 2, this set could be 
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collapsed into an optimization problem, where some of the elements are 

held constant. In the cabin door example, the constant elements (for the 

human) could be defined by the environment and the physical relations 

between artifacts, and this would leave a subset of elements that relate to 

human-artifact interactions. For example, grasp and lift the handle.

Affordance, Capability, and Activity-Relevant Features

If an affordance was a property of an artifact, then, prior to performing 

an action with that artifact, one would need to “read” the salient features 

of the artifact that need to be elicited and interpreted. So, the notion of 

affordance-as-a-property-of-the-artifact could require the extraction of key 

features, alignment of these features to an appropriate mental model, and 

use of this mental model to specify the action to perform on the artifact. 

Having argued against the concept of mental model in chapter 2, we need to 

evoke a different explanation in order to account for affordances. In subse-

quent writings, Norman19 distinguished “perceived affordances” from Gib-

sonian or “real affordances.” Other writers distinguish “simple affordance” 

(which arises from perception-action coupling) from “complex affordance” 

(which involves interpretation and response to an artifact’s form in terms 

of the user’s culture, history, praxis).20 Gibson’s proposal is that we have a 

perceptual system that is tuned (through evolution and individual experi-

ence) to the environments in which we live. This means that there is no 

requirement for an interpretive act; we just “see” (or hear or otherwise per-

ceive) a pattern of features to which we can respond: a cup full of steaming 

hot coffee is “seen” as a different artifact (supporting different actions) than 

a half-full cup of cold coffee.

As a cat walks through a narrow gap, its whiskers provide sensory informa-

tion that enable it to keep away from the walls. Humans can judge whether 

to walk through a gap or whether we need to turn sideways, or avoid the 

gap entirely.21 This ability to assess the appearance of artifacts in the world 

allows us to rapidly judge whether a particular action could be performed in 

all manner of situations, such as, for instance, step-onto-ability;22 walking-

up-ability;23 sit-on-ability;24 step-across-ability;25 and pass-under-ability.26 

Rapid judgments about whether to turn your body to fit through narrow 

apertures as you approach these can be made even when bodies have been 

modified to an unfamiliar size, as when wearing “pregnancy packs,” for 
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example,27 sports shoulder pads.28 Increasing the weight of the body, such 

as by wearing a heavy rucksack, can alter judgments of the steepness of a 

hill.29 These “body-scaled” perception of features of the environment guide 

action so that people are able to “see,” or become “attuned” to, aspects 

of the environment in terms of an action that they want, and are able, to 

perform. What is important in this list of “x-ability” (where x is any verb) 

is that it is a reflection not simply of the properties of the artifact, but of 

the relationship between some features of this artifact and some property 

of the person. Related to this class of body-scaled affordances are action-

scaled affordances; these involve  people judging whether an action, such 

as reachability, is possible,  so that people with longer arms estimate arti-

facts to be close to them30 or people holding tools estimate artifacts to be 

closer.31 These body- or action-scaled perceptions of environmental features 

provide partial support for the idea of embodied cognition. However, these 

should not be taken as complete explanations (any more than the sugges-

tion that a cup is “pick-up-able”), because they capture one element (but 

not all) of complementarity in the human-artifact-environment system.

One might believe that the inexperienced user of an artifact needs to 

“read” the artifact prior to use to select an appropriate action, while the 

experienced user simply uses the artifact. However, an artifact such as a pair 

of needle holders (figure 4.1) might not obviously yield to such a reading 

without an understanding of the action involved in its use. Trial and error 

might allow you to try different grips (perhaps you could perform some 

basic suturing activity using the wrong grip without realizing that there is a 

superior means), but feedback would be required to confirm that the action 

was appropriate. This raises the question of what information is required to 

know how to simply use artifacts?

For this book, the challenge is to provide an account of what it means 

to “simply use” something. In connection with the contrast between “read-

ing” and “simply using” an artifact, Humphreys32 offered two distinct routes 

from artifact to action: (1) perception of specific features of an artifact (which 

Humphreys calls a “structural description”), which can be associated with 

knowledge of how to use that artifact (which he calls an “action descrip-

tion”); and (2) a direct link between the structural description of an artifact 

and the action description of how to handle that artifact (which he calls 

“affordance”). Notice that route 1 echoes Norman’s “perceived affordance,” 

and this is distinguished from route 2 affordance. This distinction between 
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route 1 and route 2 hints at the question of what information is used in 

“reading” an artifact and how this  information is obtained from the envi-

ronment. When Norman uses the word “perceive,” it is not in the same man-

ner that Gibson uses it. Norman regards perception as an active process of 

assigning meaning to an artifact’s features and associating that meaning with 

an appropriate action. For Gibson, perception is sensitivity to information 

that corresponds to action; there is no intermediary process of interpretation. 

This further illustrates the contrast between “information-as-content” and 

“information-as-context” and highlights a fundamental aspect of affordance.

Assuming that an artifact is perceived in terms of information-as-

content, it might offer competing interpretations, and the challenge is how 

this competition might be resolved. We could, following Norman’s pro-

posal, seek to “read” the artifact so that certain of its features align with 

the function that the artifact can support. In this way, the size of the cup 

and the position of its handle might be more salient than the pattern that 

is painted on it. The idea of “reading” an artifact might be appropriate in 

disciplines such as archaeology, particularly when the form of the artifact is 

so unfamiliar that it does not easily support “reading,” but it does not feel 

as if this is something that we perform with familiar artifacts in our every-

day life. Indeed, according to his material engagement theory, Malafouris 

argues that understanding the manner in which people physically interact 

with the artifacts33 is necessary to understand the embodied nature of inter-

action between person and artifact and how this supports ongoing, recipro-

cal engagement. If this is the case, then the range of affordances needs to 

be considered not solely in terms of the artifact but also in terms of the situ-

ation in which the artifact is placed, where the situation is shaped by the 

environment and the capabilities of the human. This idea has been devel-

oped by Rietveld and his colleagues in the skilled intentionality framework 

in their proposal that there are “landscapes of affordances.”

Skilled Intentionality Framework

The skilled intentionality framework (SIF)34 has four basic premises, which 

align neatly with RECS:

1.	 There is no division between “higher” and “lower” cognition; both can 

be understood in terms of skilled activities of engaging with situations in 

the world.
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2.	 Skilled activities are temporally extended processes in which agents 

coordinate to multiple relevant affordances simultaneously.

3.	 The affordances the environment offers are relative to the abilities avail-

able in a form of life.

4.	 “Higher” order cognition does not necessarily depend on mental 

representation.

SIF accounts for an “individual’s selective openness and responsiveness 

to a rich landscape of affordances.”35 Broadly, SIF seeks to explain how 

people can encounter multiple potential affordances in the environment 

and selectively respond to those that are salient to a specific situation.36 

In SIF, intentionality is considered in terms of skillful coping. In this man-

ner, “Affordances are relations between aspects of a material environment 

and abilities available in a form of life,”37 which can offer opportunities for 

action. In order to explain how we selectively respond to affordances, SIF 

proposes that there are “multiple simultaneous states of action readiness for 

engagement with affordances.”38 An interesting position that the develop-

ers of SIF take is that “skill” is not restricted solely to physical activity but 

can encompass all aspects of behavior, including those that we might term 

“cognitive” or “cultural.” This accords with Ingold’s notion of skill as “the 

capabilities of action and perception of the whole organic being (indissolubly mind 

and body) situated in a richly structured environment.”39 This notion is impor-

tant because it allows us to move beyond so much of the discussion of 

“affordances,” which have a tendency to focus solely on physical activity.

SIF proposes that affordances can be considered in terms of “solicita-

tions,” in which those affordances that are relevant to a given situation 

are preferentially attended to. This borrows from Gestalt thinking (in its 

implied meaning of “invitation character”) and Merleau-Ponty’s concept of 

“intentional object” to suggest that the “invitation character” of the arti-

fact aligns with the lived experience of the skilled actor. These ideas were 

familiar to Gibson, as he had lectured on Merleau-Ponty’s work.40 Solicita-

tions allow the human to have “maximal grip” (in Merleau-Ponty’s terms) 

in their engagement in the situation. From this perspective, affordances are 

relations between aspects of the ever-changing sociomaterial environment 

and the abilities available in a form of life.41 In this case, a “form of life” is 

an expression coined by Wittgenstein42 as a means of describing the routine 

or patterns of activity of our workaday and everyday lives. Thus, artifacts 

are not simply physical things but also value-rich ecological objects (where 
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the “values” are defined by the social and cultural milieu in which they are 

encountered, i.e., by Gibson’s notion of “conventions”). In this way, skill-

ful coping is not simply the enactment of physical activity but also social 

and cognitive behaviors that are possible and plausible for members of a 

given community. Situating affordance within the social setting means that 

activity can be socially constrained in terms of what is an acceptable way to 

employ an artifact is, as noted in chapter 3.

The Politics of Affordance

The linkage between environment and action is influenced (according to 

Gibson43) in three ways:

1.	 convention;

2.	 projection (arising from the effects of physics, such as a shadow behind 

an artifact), and

3.   natural laws.

“Convention” and “natural laws” provide the twin poles from which 

an epistemology of artifacts can be defined. Convention represents socio-

cultural norms, while physics reflects the world as it is (Gibson assumes 

an objective reality that can be reliably defined through the laws of phys-

ics). From this, Gibson sought a “lawful” relation that would define “affor-

dance.” For Gibson, affordance “implies the complementarity of the animal 

and the environment.”44 “Complementarity” can occur only in the interac-

tions between “animal and environment.” In other words, “affordances” 

exist in the relations between features of the environment and the capabili-

ties of the animals in those environments.45 In chapter 3, we discussed how 

an environment can be considered in terms of the ecological niche for a 

type of animal. The concept of affordance develops this further, in that it is 

concerned with the ways in which the ecological niche can be considered 

in terms of its activity-relevant features and how these can be responded 

to by the animal. In the words of Gibson, “A niche is a set of affordances.”46 

That is, sensory capabilities of the animal become linked to specific features 

of the environment that constrain (or support) that animal’s actions. When 

the animal experiences a similar situation, then that action will be more 

likely to be performed. As Pickering says, “Affordances . . . ​are the behavioural 

meanings of the environment for particular organisms.”47
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While the “behavioural meanings” of affordances change with the “webs 

of relations” between the artifacts, humans, and the environment, much of 

the previous research on affordance has focused on relations between arti-

facts and their users. But, as the SIF highlights, this omits the importance of 

the ecological niche in which the landscape of affordances exist, and, in par-

ticular, the social dimensions in which normative action is defined. Gibson 

spoke, for instance, about “convention” as one of the aspects that influence 

complementarity, but the literature has been surprisingly quiet on this. As 

a consequence, the manner in which affordance relations might change in 

different social settings has not received as much attention as it ought to. 

The recent book by Jenny Davis48 not only highlights this omission but also 

provides substantial contributions as to how to conceptualize and address 

these problems.

Davis begins with the observation that the literature on affordance often 

assumes a binary distinction between having or not having affordance. We 

have noted how the SIF has shifted debate beyond this to a more nuanced 

sense in which “skill” (as adaptive coping) provides a way of conceptualiz-

ing the ability of an individual, both in terms of the ways in which actions 

are performed and also in terms of the ways in which goals or intentions are 

defined. However, the manner in which such goals are made meaningful to 

individual actors is less clearly developed, and this where Davis makes a key 

contribution. For Davis, affordances involve mechanisms through which 

and conditions under which they are effected.

In terms of mechanisms, Davis draws a loose distinction between “bids 

by” and “bids on” an artifact (although, of course, the term “artifact” ought 

to be read in terms of the relations between person-artifact-environment). 

In the category of “bids by” she includes “requests” (which are, I think, 

synonymous with “solicitations” in SIF and Gestalt-inspired versions of 

affordance). However, she elaborates on this category with the inclusion 

of “demands.” For example, if you want to prevent people from walking 

into a particular space, you could string a piece of rope between poles as 

a “request” to them to avoid this area, or you could build a metal fence as a 

“demand” for them to keep out. She makes the interesting point that it is 

not simply the physical property of the artifact that implies a demand; for 

example, the police tape that might be placed around a crime scene has 

the flimsiness of the rope but a much more forceful message in terms of its 

meaning. Thus, the difference between request and demand is a matter of 
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social convention as much as physical form. So, a fence could be viewed as 

a request to protestors who desire to occupy the area beyond it.

In the category “bids on,” she includes affordances that “encourage” 

behaviors—for example, large plates enable people to have large portions 

of food—or that “discourage” behaviors—for example, the character limits 

on Twitter discourage long-form content. This is not to say that, in either 

case, behavior is prevented (you could put less food on a large plate, or you 

could post multiple tweets to form a long message), but there are, perhaps, 

additional social constraints or physical demands on countering these bids 

on the artifact. At the extreme ends of these constraints or demands are 

affordances that “refuse” an action. She uses the example of Robert Moses’s 

civic planning in New York in which low bridges that could not allow pub-

lic transport to pass under them were placed across the rivers into some 

boroughs. Or affordances could simply “allow” an action without commit-

ment, as in the case of a fork in the road.

What is apparent in her expansion of the types of affordance is that 

Davis emphasizes the social, moral, ethical, political, and other values that 

inform particular stances that are taken in the design of artifacts. Her view 

of the conditions of affordance can be expressed as “How does this object 

afford (mechanism) and for whom and under what circumstances (condi-

tions)?” These conditions are covered by perception, dexterity, and cultural 

and institutional legitimacy. In this context, “perception” is akin to Nor-

man’s “perceived affordance,” in which the artifact’s “meaning” depends 

on the awareness of its users and their interpretation of features. To con-

tinue with an embodied cognition (rather than information-processing) 

argument, I would suggest that “perceived affordance” could be reflected by 

Merleau-Ponty’s notion of an “intentional object” (discussed in chapter 3), 

which includes that collection of features in an artifact that correspond to 

a given intention for its user. Implicit in this notion is that different users, 

by virtue of their experiences of the world, experience artifacts as different 

“intentional objects.” For Merleau-Ponty, we are embodied perceivers who 

act upon the world (and have the world act upon us). Sensations are the 

basic material of perception, not as a stream of inputs that need to be pro-

cessed, but as a pattern against a background. We perceive those sensations 

to which we are most tuned. “I discover vision, not as ‘thinking about seeing,’ 

to use Descartes expression, but as a gaze that grips with a visible world.”49 Thus, 

each person seeks to exert maximal grip on the world through responding to 
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the pattern that provides an optimal collection of sensations for that indi-

vidual, with those capabilities and goals, in that situation. As one develops 

experience of things in the world, so one begins to respond less to the spe-

cific features of each individual thing and more to essential aspects of the 

situations in which these things exist. Key to Merleau-Ponty’s phenomenol-

ogy is the notion of intentionality, which is concerned with how we “see” 

an artifact in terms of how we intend to interact with it (rather than as a 

collection of features). That is, we see the intentional object in relation to 

our goal. One way of appreciating this is through the concept of “Gestalt” 

(with which Merleau-Ponty was familiar), which is not some property of 

the artifact but rather the combination of the sensory stimulation evoked 

by an artifact in a given context. This means not only that the Gestalt is 

more than the sum of its parts, but also that the artifact can be interacted 

with differently under different conditions.

Merleau-Ponty’s notion of “essential aspect” might, at first glance, feel 

overly metaphysical and clearly at odds with Gibson’s arguments about 

the physical properties of artifacts. However, another reading of “essential 

aspect” would be to consider the specific set of features that the person sees 

(e.g., when the artifact is viewed from a particular angle) as defining the 

information that constrains an action. In this case, the visual appearance of 

the artifact will be influenced by “physics” and the action by “convention” 

(to return to Gibson’s explanation). If one takes this point a little farther 

and rephrases this as the specific set of features to which a person attends, 

then it is possible to see the artifact not as a single, homogenous entity but 

as collection of features that can be attended to for different actions. So, the 

situation in which we look at an empty cup has a different essential aspect 

to one in which the cup is full of steaming coffee. In both cases, the arti-

fact provides opportunities for action (which is another formulation that 

Gibson used to describe affordance), but the actions depend on the set of 

features (and on the interactions between these features and the person and 

the situation in which the action is to be performed).

A second condition of affordance for Davis is dexterity. This relates to 

the ways in which degrees of freedom (chapter 1) are managed and to the 

skillful coping of the individual. A key issue for the politics of affordance 

relates to the question of what dexterity involves. For people with a visual, 

physical, or other disability, skillful coping and dexterity involves their 

ability to adapt to the demands of the environment. Affordance, in this 
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context, should mean the adaptation of the environment and artifacts to 

better support and enable their dexterity. Bad designs can exclude users. 

For example, the designer could exclude swathes of users on the assump-

tion that everyone has the same abilities. While design in practice focuses 

on the needs of specific user groups, there can still be challenges for people 

at the extremes of these groups. More insidiously, Davis points out how 

designs can exclude and marginalize potential users in ways that are due to 

more than just anthropometry or physiology.

Davis’s third condition of affordance involves cultural and institutional 

legitimacy. Earlier in this chapter, I made the trivial observation that pick-

ing up a cup to drink by grasping the handle or the rim might depend on 

the environment. More precisely, Davis argues that “as a condition of affor-

dance, cultural and institutional legitimacy addresses the way one’s location 

within the larger social structure and the related norms, values, rules and 

laws of a social system inform human-technology relations.”50 While Gib-

son’s notion of “convention” nodded toward this condition, his work (and 

much of the subsequent debate surrounding affordance) has not grappled 

with the implications of the ways in which such conventions reflect the 

power balances within society—by economics and access to technology, for 

instance, as much as norms of “good” behavior. To a great extent this is due 

to the fact that the “environment” is not simply physical but also defined 

by social conventions and normative practices (as recognized by SIF). This 

means that the normative behaviors that an artifact is intended to support 

need not apply in all situations. Consequently, the concept of affordance 

has to cover the artifact, the ability of the user, the normative social con-

ventions, and the physical environment in which actions involving the 

artifact are performed. In the next section, I consider how affordance relates 

to information and how this influences interpretation of artifacts.

Affordances as Information

For Gibson, “information” is available in the relations between features in 

an environment and this results in an action, but this information can arise 

only for an agent attuned to it. In chapter 1, I introduced the distinction 

between information-as-content (which can be processed and assigned 

meaning) and information-as-context (which influences action). In this sec-

tion, I relate this distinction to the concept of “affordance.” Koffka wrote that 

artifacts “tell us what to do with them”51 through their “demand character.” 
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Interestingly, Koffka was a colleague of Gibson’s in the 1930s,52 and Gibson 

quotes his words as a description of “vivid and essential features of the expe-

rience itself.”53 Koffka claimed that artifacts solicit actions: “A fruit says ‘Eat 

me’; water says ‘Drink me’; thunder says ‘Fear me.’”54 From the tradition of 

American pragmatism, Peirce55 suggested that the artifact (as a specific thing) 

can be perceived as a representamen (as a class of thing), which is then made 

sense of as an interpretant (as a concept). So, when Koffka wrote that an 

artifact “says” to do something, he is treating the artifact as a representamen 

in order to evoke an interpretant. But even a cursory consideration of an arti-

fact, say a specific item of fruit, could take different forms, such as an apple 

on a tree, in a fruit bowl, in a lunch box. Each of these can be perceived as 

different a representamen (e.g., nature, still life, food) and, in turn, can result 

in different interpretants (e.g., harvest, painting, eating).

To claim that what something (or someone) “says” has a single meaning 

is to collapse a host of potential representamens into a single interpretant. 

This would imply that (a) there is only one meaning possible, (b) that one 

has little choice but to perform an action in response to this meaning, and 

(c) that the artifact requires a specific action (because the word “say” has an 

imperative force that arises from the artifact itself). For some approaches to 

design thinking (as discussed in chapter 2), this might help to bound the 

solution space for the problem being solved by a focus on the form of the 

artifact. But I doubt if any designers would agree that this all they do.

We could separate affordance from the interpretive act. Gaver56 intro-

duced terms such as “false affordance” (in which the form of an artifact 

implies a possible, but undesired, action; say, a decal on a product that looks 

like a button you can push) or “hidden affordance” (in which information 

is obscured and needs to be discovered). The notions of false and hidden 

affordance imply the need to search for and make judgment on the infor-

mation that can be perceived in an artifact. This takes us further into the 

realm of information-as-content. Both Norman and Gaver present a theory 

in which the function of the artifact needs to be read from the form of that 

artifact. While it might be useful to consider the consequences of “false” or 

“hidden” information, this confuses the definition of affordance. We could 

take their ideas to mean that we should be concerned with designing visual 

signifiers that cue an action; but surely this is much the same as stating that 

the form of an artifact signifies its functions? If affordance is to provide a dif-

ferent and useful perspective on design and use of artifacts, then it needs to 

be more clearly articulated. To return to the example of scissors versus needle 
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holders—one could place the thumb in the smaller of the two holes and then 

see where the fingers were positioned. In this respect, the “meaning” of an 

artifact could just as easily be physical rather than cognitive. This implies 

that there could be a “semiotics for action” in which, rather than reading the 

meaning of an artifact, we respond to its potential for action. In this case, 

the features of the artifact to which we respond could be influenced by task 

and environment (as an “intentional object”) and the “meaning” of these 

features would be defined by the salience of the artifact to our skillful coping.

There is an implication that salience is agent-specific, and so, informa-

tion itself could be agent-specific. Worried that defining such relations in 

an agent-specific manner would mean that there could not be natural laws, 

Gibson wanted to define information in generic terms. In the 1930s, the 

Gestalt psychologists developed concepts that directly inspired the notion 

of affordance. Kurt Lewin introduced the term aufforderungscharaktere57 

(which can be translated as “invitation-character” or “prompt-character,” 

or “demand character” as per Koffka) as a way of indicating how the char-

acter, or property, of an artifact solicits a certain action by a person. For 

Lewin, behavior was influenced by “valences,” which were modified by the 

person’s motivation, and situational demands. For example, a cup of coffee 

might not afford drinking if the person was trying to reduce caffeine intake 

or was in a rush to leave for a meeting or was angry or was concerned about 

the cleanliness of the cup in which the coffee was served. Thus, the auf-

forderungscharaktere is not simply an attribute of the artifact but the sum of 

factors that define the situation in which the artifact is encountered.

The idea of a collection of elements that corresponded to valences was 

antithetical to Gibson’s views. For Gestalt psychologists the artifact has a 

phenomenal value that the person experiences. Gibson wanted to claim 

that these phenomenal values are redundant. Rather, one ought to focus 

on the physical property of an artifact as something that can be directly 

perceived and, through this direct perception, acted upon:

The affordance of something does not change as the need of the observer changes. 

The observer may or may not perceive or attend to the affordance, according to 

his needs, but the affordance, being invariant, is always there to be perceived. An 

affordance is not bestowed upon an artefact by a need of an observer and his act 

of perceiving it. The artefact offers what it does because it is what it is.58

Here, Gibson argues that the affordance must be an invariant property of 

the artifact, and this property must be independent of the observer. This 

would constitute the “natural laws” that underpin affordance. In terms of 
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natural objects, likes pebbles or sticks, one might wish to claim that the 

physical appearance of the object would remain constant irrespective of 

where it was found or who found it. If this is the case, then Gibson seems 

to be arguing that one can design an artifact to have a particular affordance.

And yet, Gibson continually contradicted this assumption of invariance. 

This is especially the case when considering manufactured artifacts. In this 

quotation, about a post-box, Gibson is arguing both for and against the 

experienced reality of the artifact:

To be sure, we define what it is in terms of ecological physics instead of physi-

cal physics, and it therefore possesses meaning and value to begin with. But this 

meaning is meaning and value of a new sort. For Koffka it was the phenomenal 

post-box that invited letter-mailing, not the physical post-box. But this duality 

is pernicious. I prefer to say that the real post-box (the only one) affords letter-

mailing to a letter-writing human in a community with a postal system.59

First, the question of how one might separate a “phenomenal” from a 

“real” post-box is tricky. Possibly one might consider the “real” post-box 

as a physical artifact in the street but it remains a phenomenal post-box 

by virtue of the fact that its “salience” arises in relation to a specific activ-

ity (letter mailing) arising from a specific human capability (letter writing) 

within specific sociocultural norms (community with a postal system). Of 

course, the post-box could “afford” other activity—one could drop trash 

into it (which would contravene norms), for instance, or one could use it as 

a table, perhaps to read a map or check the contents of one’s purse, or one 

could use it to hide behind. By wanting to argue against the Gestalt notion 

of valence, Gibson seems to be forcing the concept of affordance onto the 

artifact itself rather than from the web of relations in a given situation 

(which contradicts what he has said elsewhere).

Can Affordances Be Designed?

If an affordance is not a property of an artifact, how can affordances be 

designed? In order to address this, I want to introduce a related concept, 

that of “habitability,” which refers to “the match between the language 

people employ when using a computer system and the language that the 

system can accept.”60 The analogy I wish to draw between habitability and 

affordance relies on the assumption that the action that a person performs 

(whether physically using an artifact or speaking to a computer) involves 

the person’s best effort after salience in a given situation. For habitability, 
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action is constrained by semantics (the goal that the user seeks to achieve), 

dialogue (the history of utterances to that point), syntax (the structure of 

spoken commands that would be acceptable), lexicon (plausible words that 

relate to the user’s goal), and recognition (performance of the speech rec-

ognizer). In speech recognition systems, the user could be given explicit 

instructions in terms of words to say or could be given an open-ended 

prompt, as in  “say in your own words what you would like help with.” 

From our constraint model of habitability, we suggested that identifying 

the most likely constraint that contributed to an error could help in provid-

ing useful guidance for the next action. For example, if the user selected a 

word that was not in the lexicon, the computer could suggest a word from 

its lexicon, assuming that it was able to make a guess at the user’s goal; if 

it could not guess that user’s goal, it could offer a set of possible “goals” for 

the user. From this, the computer provides guidance on the basis of gaps 

between its expectation and observation of user action. In a similar man-

ner, “seamful design”61 seeks to identify the gaps or “seams” between differ-

ent functions of a computer as a resource to guide user action.

Rather than considering how the form of the artifact will solicit an action, 

it is more important for the designer to think about the situation in which 

different users could respond to the artifact as an intentional object in 

terms of their dexterity and skillful coping. Doing so involves consideration 

of the affording situations in which the artifact might participate—that of 

the human-artifact-environment system and how these could generate dif-

ferent activities and outcomes. Several of the examples of design practice 

that were explored in chapter 2 share an affinity with the open-endedness 

of this approach. Sketching and model-making become the basis not sim-

ply for exploring what the artifact might look like but, more importantly, 

for considering how people will respond to it, how they might interact 

with it, and what could be done to encourage activity in particular situ-

ations. In this respect, affordances are contingent on environment, situ-

ations, and goals and dexterity of the users, as much as the form of the 

artifacts. In other words, affordances arise from the dynamics within the 

human-artifact-environment system. In the next chapter, I elaborate on 

this point and explore an approach to design that is closely allied to Gib-

son’s ecological psychology and, I argue, that allows the principles of RECS 

to apply to design.
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Introduction

The practice of ecological interface design (EID) originated in the work of 

Jens Rasmussen, who spent much of his career as a cognitive systems engi-

neer for the Halden Nuclear Reactor Project in Denmark. Over the course of 

his work, he studied a range of issues, from the ways in which people diag-

nose faults in electrical circuits to how they monitor and control complex 

industrial processes (figure 5.1). Across this work he developed a theory of 

human activity (focusing primarily on industrial processes but extensible 

to any situation in which people interact with technology). As we shall 

see, this theory owes much to the concepts of Gibson; even if Rasmussen’s 

theory does not directly draw on embodied cognition, there is much over-

lap and scope to build on the parallels.

Given the prevalence of digital technology, the design of the user inter-

face (i.e., the manner in which information is presented to the person and 

the manner in which the person’s activity is invited and supported by a 

device) is of central importance. In human-computer interaction (HCI), an 

influential account of the reciprocal relationship between technology and 

human activity is the task-artifact cycle1 (figure 5.2).

The task-artifact cycle points to two core themes for HCI and for design 

more generally. The first is that the tasks that people perform are constrained 

by the device. The usefulness of this apparent truism becomes obvious 

when you realize that “task” is not simply the performance of an action but 

also the setting of a goal and definition of fitness (i.e., how well the goal is 

met). In this respect, the task-artifact cycle illustrates the ongoing reciprocal 

engagement in the human-artifact-environment system. It does so in terms 

5  Ecological Interface Design
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of the relationship between human and artifact defined as action (task) and 

outcome (goal). While the environment is not explicitly included, one can 

expect the outcome to be further constrained by the environment. Further, 

the focus on “task” might imply solely physical action but it carries a richer 

meaning that includes the interpretation of the goal. To illustrate this, con-

sider writing a letter with a typewriter (if you can remember such a device), 

or a word processing program on a laptop, or with a stylus on a tablet. 

There  are obvious differences between these artifacts and in the physical 

Spatial synchronization
matrix display

Control buttons
for normal/
review mode

Control slider
for graphical
replay

Control buttons
for selecting
unit icons
on contour map

Friendly combat
resource displays:
secondary slot

Temporal synchronization
matrix display

Control buttons for
alternative COA’s

Control buttons for
scenario / simulation

Force ratio
trend display

Force ratio
display

Friendly combat
resource displays:
primary slot

Enemy combat
resource display

Contour map
of battlefield
terrain

Control tree for
selecting combat
resource displays

Figure 5.1
Example of an ecological interface.
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actions that are made to form words and to manage the layout of the pages 

of text. In addition, there are differences in how mistakes might be cor-

rected, which could have an impact on how much care you might apply 

in forming the words (particularly if, like the typewriter, the technology is 

unforgiving of error). In this case, the performance of each task could be 

made with greater or lesser awareness of contingent tasks (such as error cor-

rection). Moreover, the “outcome” of the activity (in terms of the content, 

layout, and appearance of the letter when it is printed) has a bearing on the 

performance of the tasks, both in terms of the meta-tasks associated with 

tabs, margins, spacing, and other settings for the page setup, the choice 

of  font, and son on and the impact of these meta-tasks on the activity 

(e.g., should these meta-tasks be performed prior to typing the letter or can 

they be amended at any point during the typing?). These considerations 

point to the second theme, which is that (re)design of the artifacts can be 

based on problems that arise from these contingent and meta-tasks. As these 

“problems” become more clearly defined, so their “solution” leads to new 

versions of the artifact.

New possibilities or
constraints on use

New task
requirements

TASKS ARTIFACTS

Figure 5.2
Task-artifact cycle.
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Depending on how one views this relationship between problems and 

solutions (in the development of technology), one can conceptualize the 

design of new artifacts either as a linear progression towards the “best” 

version or as a patchwork of changes. Although there is a sense in which 

the problem-solution pattern might imply a dialectical progression, few 

people subscribe to the idea that technology develops in a linear manner. 

Rather, most accounts of the evolution of technology recognize that devel-

opments are in response to specific problems (and different people using 

the same artifact for different tasks might encounter different problems). In 

an interesting account of technology development, Bijker2 suggests that the 

recognition of “problems” with technology relate not only to the people 

using it (and their uses of it) but also to the “technological frame” that they 

apply to it. For designers, the “technological frame” relates to the tradition 

in which you have been working and to the manner in which this tradi-

tion can be applied, through analogy, to new problems. For example, in 

the development of the Internet, some researchers came from a telephone 

network tradition and emphasized the ways in which data could be com-

bined into packets to route through the network; others came from the Air 

Defence Systems and emphasized the need for the network to be secure and 

robust; others came from traditions that emphasized human interactions 

with information.3 Each tradition brought its own definition of concepts 

such as “network” or “information” and different expectations of how peo-

ple would interact with these. One of the key aspects of the development of 

the Internet (in addition to the technical achievements) was agreement on 

which aspects of which definitions to include in order to reach consensus 

on what to build and how it should operate.

The task-artifact cycle illustrates the manner in which user activity is 

constrained by a given technology. This concept of constraint is not only 

critical to the definition of embodied cognition presented in this book, but 

also key to the approach of EID. In order to explain this approach, we need 

to appreciate the relationship between the idea of task ecology and cogni-

tive work analysis.

Cognitive Work Analysis

The notion of task ecology was presented in chapter 3. Rasmussen proposed 

several ways to support a description of the ecology in which a system 

Downloaded from http://direct.mit.edu/books/book-pdf/2246864/book_9780262369886.pdf by guest on 03 October 2024



Ecological Interface Design	 91

operates. For example, in AcciMaps4 the system is decomposed into levels 

that range from the political/regulatory to specific activities performed by 

people. The aim of this description is to provide a framework within which 

to understand the interacting constraints on a system during its operation 

prior to an accident (hence, the “acci” in the title).

From the notion of task ecology developed in chapter 3, we can say that 

constraints, on the human-artifact-environment system can be defined 

at different levels, such that there is the level at which certain activities 

are impossible, there is the level at which certain activities prevent per-

formance of other activities, there is the level at which certain activities 

could result in dangerous or undesirable outcomes, and there is the level at 

which some outcomes are valued more highly than others. In other words, 

constraints will be defined at different levels, from physical to social and 

economic, to political or societal. Rasmussen describes these in terms of 

whether responsibility for outcome lies with the operators, their manager, 

or the government agencies regulating the industry. In this broadening of 

the definition of a system, Rasmussen was considering the social impli-

cations of technology, with much the same motivation as socio-technical 

systems5 or actor-network theory.6 In Rasmussen’s approach, each level has 

a bearing on the salience of information (i.e., sets of features from the envi-

ronment) or the choice of action or the definition of outcomes (in terms 

of acceptability or desirability). The different levels give rise to the idea 

of a part-whole configuration, which reflects the focus of attention (from 

physical to social) of the people acting in that environment. An obvious 

consequence of this idea, and one that features in accident investigations, 

is that undue focus on one level could result in failure to recognize, or mis-

interpret, constraints at another level. While I have used the word “levels” 

in my discussion of Rasmussen, it is important to note that he was more 

concerned with “transitions and overlaps” within a hierarchy of “units” 

(or views) of a work domain. Other methods developed by Rasmussen and 

his colleagues focused on the boundaries of the system and are couched in 

terms of what the system seeks to achieve and avoid—in other words, on 

the relationship between the functional purpose and desirable outcomes. 

This is presented in the form of a work domain analysis.

In the work domain analysis (figure 5.3) means-ends relations (as con-

sidered in terms of problem-solving in chapter 2) are captured in a hier-

archy of five levels (from bottom to top): (1) the physical form, which 
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can be considered in terms of the features of the environment (in terms 

of the input to the system, e.g., control devices, information sources, and 

the like); (2) the physical functions that can performed by the system on 

the environment; (3) the generalized function, which can be considered in 

terms of the high-level goals which can satisfy the abstract functions; (4) the 

abstract function(s), which can be considered in terms of the desired out-

comes (“values and priorities”) that constrain system activity; and (5) the 

functional purpose which is the raison d’etre of the system.

It is not my intention here to provide guidance on how to create this 

diagram (but there is excellent guidance available for the methods that 

underpin this general approach of cognitive work analysis [CWA]8). The 

“abstraction” reflects Rasmussen’s observation that people (particularly 

those he studied who were fault-finding in electronic circuits or controlling 

power stations) engage in different forms of cognitive activity at different 

levels, from the immediate local features of the environment to more global 

concerns as to the functional purpose of the system. The “decomposition” 

reflects Rasmussen’s observation that the different “abstraction” levels will 

define salience in different ways. This moving between levels of detail is 
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Figure 5.3
Work domain analysis.7
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also characteristic of domains such as intelligence analysis, where ana-

lysts appear to move between “broad” and “narrow” views of a situation.9 

Taken together, the notions of abstraction and decomposition suggest that 

problem-solving involves consideration of a system at different levels of 

purpose and in different levels of detail.

The abstraction-decomposition space can be “read” top-down (in terms 

of how the desired outcomes enable and constrain activities) and bottom-

up (in terms of how the objects in the system support the performance of 

activities). From figure 5.3, the description is concerned with appreciating 

the “why” of the system (in terms of what it is seeking to achieve and 

how success is defined) and the “how” of the system (in terms of what 

activities contribute to success). In this way, the abstraction-decomposition 

space illustrates the relations between the physical function and func-

tional purpose levels, and it appears to reflect the knowledge that is used 

in problem-solving. Having said this, I would add that it is not apparent 

that the abstraction-decomposition space or the analysis that produces it 

is capable of capturing “tacit” knowledge, so much as assuming that the 

analyst has produced a “formal” description, which returns us to the discus-

sion of information-as-content versus information-as-context in the earlier 

chapters. This point will be explored further in the next section. For this 

section, a further point to note is that the abstraction-decomposition space 

implies that means-ends analysis relates to the connections between each 

level. This means that the definition of a “means” slips from an activity to 

a “function” in ways that are not obviously useful or ontologically reliable 

(similar problems relate to the conflation of “end” with “purpose”). This 

conflation of “means” with “function” can create problems, particularly for 

the novice user of the method and, as far as I am aware, is not an issue that 

the CWA community has fully resolved.

Before considering decision ladders, it is worth digressing slightly on the 

topic of “tasks.” Ergonomics has long been concerned with defining the 

“tasks” that people perform in the workplace. In these terms, a “task” is a 

discrete action that is performed in order to achieve a goal. From the per-

spective of CWA, however, this notion is too restrictive because it implies 

that the task-goal mapping points to a “one-best-way” to do work (i.e., the 

criticism points to a Taylorist tendency to routinize work to the most effi-

cient strategies). I do not agree with this interpretation (task analysis meth-

ods are quite capable of reflecting alternative strategies), and a “task” is 
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essentially a system goal that needs to be achieved (this echoes the point 

made earlier regarding “tasks” in the task-artifact cycle).

Decision Ladders and Decision Strategies

We began this chapter with a consideration of “tasks” (in the task-artifact 

cycle) and the observation that, by implication, the “task” includes its goal 

and definition of fitness. Navigating the abstraction-decomposition space 

involves focusing on a task as a possible route within the space of possibil-

ities—in other words, choosing a course of activity (defined as a “strategy” 

by which information is selected and actions are performed) that relates to 

a functional purpose. A strength of CWA (in comparison with most other 

methods) is that it can comfortably accommodate multiple alternative 

routes. This means that, rather than being bound to a specific instance of 

the system in a specific instance of an environment, the approach seeks to 

be event-independent. To do this, CWA uses a form of visualization known 

as the “decision ladder.”

Schematically, the decision ladder (figure 5.4) represents activity as a 

simple, linear input-output flow. The input is a stimulus from information 

sources (described as physical objects in the abstraction hierarchy), and the 

output is an action. The decision ladder assumes that there is a canoni-

cal sequence of steps, which can be considered in terms of information-

processing psychology. Diagrammatically, the flow is split into two “legs”; 

in the left-hand leg, the input leads up to the goal (purpose) as a process 

that identifies a discrepancy between input and desired state, and, in the 

right-hand leg, an action is specified that returns the system to its goal 

state. Each of the intervening steps is labeled in terms of the information 

sources that are required to complete the task. In essence, the process is 

one in which the environment is sampled and a step completed (either as 

an action to collect information or to process the information to pass to 

the next step). From figure 5.4, one clearly sees the means-ends approach 

to problem-solving and the information-processing tradition. The reader 

might be a little nonplussed as to why I am presenting this. The step ladder 

clearly shows the serial, “production line” of information-processing that I 

complained about in chapter 1. Also, it seems to reflect the standard oper-

ating procedure (SOP) by which activity is performed. As is well known, 

experience leads us to adopt all manner of paths to circumvent the SOP, 
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and it is these paths (shown as dotted lines on figure 5.4) that are intended 

to capture the strategies that are used to respond to different environmental 

situations or system states.

Lintern10 proposes that the paths between each side of the step lad-

der can take three forms: state transitions (a term he prefers rather than 

“short-cuts”), which retain commitment to the SOP in that these might be 

performed under certain states; shunts, which involve deliberative trans-

formation of one “state” to another; and leaps, in which there is a direct 

association between “states” with no intervening process. While I am using 

the word “states” here to refer to the human-artifact-environment system, 

it is not clear how Rasmussen uses the word. For Rasmussen, the decision 

ladder shows how “rational, causal reasoning connects the ‘states of knowl-

edge’ in the basic sequence.”11 It is a moot point as to whether these “states 

of knowledge” (including the sequence itself) constitute a mental model 

(internal representation) that the person creates and maintains during their 

activity. An information-processing interpretation would assume this to be 

the case. Alternatively, Rasmussen saw the decision ladder as a “a map use-

ful to represent the structure of such a model”12 (which could, I guess, be 

read as the SOP by which a trained person might conduct their work). Yet, 

as we shall see later in this chapter, his use of ecological psychology could 

mean that the “states of knowledge” are just as likely to be realized with 

objects in the environment (or, at least, objects on a visual display). This 

seems to echo the notion of off-loading from distributed cognition and the 

separation of knowledge in the world and knowledge in the head.13

In terms of the strategies that can be used to navigate the space of pos-

sibilities, Rasmussen contrasted “skill-based,” “rule-based,” and “knowledge-

based” action. In “Knowledge-based” action the problem solver seeks to 

define the problem and deduce the most appropriate sequence of actions by 

which to solve the problem. This follows from the information-processing 

approaches to problem-solving that we saw in chapter 2 and is intended to 

reflect the strategy that might be taken to deal with a novel problem. “Rule-

based” action involves the application of a known strategy to solve the prob-

lem (either because the problem itself is familiar or because the problem is 

sufficiently analogous a familiar problem to allow rules to be transferred). 

Again, this approach was considered in chapter 2. Both of these approaches fall 

squarely within the remit of information-processing psychology. “Skill-based” 
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action, on the other hand, owes a debt to Rasmussen’s readings of Gibson’s 

perception-action coupling. The second clause of the last sentence is delib-

erately clumsy because the relation between “skill-based” action and Gib-

sonian concepts is not as clear cut as some writers have claimed. However, 

the key point here is that the decision ladder represents a marriage between 

information-processing and “embodied” theories in ways that I have been 

trying to prevent.

Before exploring what an “embodied” reading of Rasmussen’s thoughts 

might look like (that is, how one might read the word “ecological” in terms 

of radical embodied cognitive science [RECS]), it is worth noting compari-

sons that have been drawn between the decision ladder and recognition-

primed decision-making (RPD) as descriptions of “expert” performance (see 

chapter 3). By decomposing activity into task steps, the decision ladder is 

concerned with defining what tasks need to be done while implicitly indi-

cating that these tasks will be performed by one or other entity in the sys-

tem, while RPD does not draw so clear a distinction between tasks (nor does 

it imply that the “system” involves more than one entity).14 Further, RPD 

(in its assumption that the “expert” experiences the situation in terms of 

schema drawn from prior experience) proposes that there are features in the 

environment to which the “expert” can respond, while the decision ladder 

proposes that the salience of the features will be derived by the “expert” 

during their analytical activity.15 For our purposes, RPD could be framed 

in “embodied” terms (chapter 3) rather than relying on the information-

processing foundations of a decision ladder.

The decision ladder could be related to the task-artifact cycle in terms of 

ways in which to discover new possibilities or constraints on the informa-

tion available to the system (which is also a core objective of CWA more 

broadly). In contrast, RPD (particularly in the “embodied” form we are 

advocating) is concerned with appreciating the ways in which particular 

sets of features in the environment acquire salience for the expert in order 

to better understand how to abstract these sets of features, either to better 

understand the expert’s tacit knowledge or to provide cues and guidance 

for decision-making that could echo expert performance. In this sense, the 

ambition would be to design user interfaces that can enable “skill-based” 

activity. Beyond this, however, is the argument that “skill” is a far broader 

concept than Rasmussen seems to accept.
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Defining Information to Support “Skill-Based Activity”

From the previous discussion, we could say that “skill-based” action involves 

recognizing and responding to affordances within the environment. In this 

respect, the word “skill” is intended to capture the accumulated experience 

that allows activity to be “automatic,” or performed with little or no con-

scious awareness. It is the contention of EID practitioners that traditional 

user interface designs are created on the premise that all information is of 

equal value and that the person is able to extract the appropriate informa-

tion for whatever decision they are making. Given the complexity of pro-

cess control rooms, this can be challenging. EID16 responds to a task ecology 

through the question of what information is necessary and sufficient to 

enable a person to contribute to the system achieving its functional pur-

pose. From the work domain analysis (figure 5.3), one can determine the 

relationship between functions at different levels, and from the decision-

ladder (figure 5.4), one can determine the strategies that people are liable 

to follow to perform these tasks, and hence, what information is required 

to support these tasks. More than this, the abstraction-decomposition space 

indicates which “values and priorities” constrain system activity and so 

indicates where information needs to be provided to show the status of the 

system in terms of these constraints.

EID seeks to reveal the constraints and relations in complex systems. In 

this way, the task ecology in which a decision maker operates is made clear, 

so that effort can be directed to making decisions rather than collating infor-

mation in order to determine system state. EID is intended to support the 

user in diagnosis of problems through means-end problem-solving strategies. 

Additionally, the visualization of the system’s activity in terms of these con-

straints and relations means that the operator will be able to respond to a 

set of features presented as patterns (i.e., the creation of a Gestalt of related 

information and also in terms of the response that users are expected to per-

form), relying on a perception-action coupling between what is seen and 

what action can be performed. In a sense, EID has the aim of “keeping related 

things together.”17 For the experienced user, the patterns presented by the 

user interface can be responded to in an automatic, skill-based manner.

The primary goal of the designer, in this instance, is to create a user 

interface that supports “skill-based” action because that aligns with the 

perception-action coupling that underpins embodied cognition. In other 
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words, a well-designed display ought to support “at-a-glance” reading and 

“intuitive” response (both of which are recognized as attributes of well-

designed displays in the HCI literature). While this is a logical conclusion 

to be drawn from this distinction, I wonder whether it is entirely consistent 

with the broad aim of EID. That is, the knowledge- and rule-based approaches 

seem to me to rely on information-processing notions of cognition, while the 

skill-based approach does not. So, either we need to produce separate designs, 

drawing on distinct theoretical traditions, or we seek to reconcile these into 

a single approach. My preference is to see whether we can continue with the 

embodied cognition approach and ground EID in this.

Ecological Interface Design

The foundations of EID involve a mix of concepts from cognitive psychol-

ogy (specifically from information processing and the study of fault-finding 

and problem-solving), Gibson’s notion of ecology, systems engineering, 

and cybernetics. From the latter, Ashby’s “Law of Requisite Variety” would 

mean that a complex system needs a complex controller, meaning that the 

combination of human operator, sensors, and automated analysis of data 

need to be sufficient to mirror the process. The purpose of the user interface 

would be to expose the human operator to the complexity of the process in 

such a way as to enable effective control actions to be performed. Further, 

because a controller requires a model of the system that it is controlling, 

the operator must be able to access a “model” of the process. From the 

information-processing approach, such a model would involve the human 

extracting information-as-content and constructing a “mental model” to 

make sense of the process. From an embodied perspective, the human oper-

ator is considered to be part of the system and, as a consequence, the essen-

tial concern is to define the constraints under which the system behaves. 

We noted, in chapter 4, that Gibson regarded such constraints in terms of 

the physical laws that governed processes and the conventions (i.e., social, 

legal, economic, and so on ) by which activity is permitted. The abstraction-

decomposition space represents these combinations of constraints. Con-

sequently, user interface design should reflect the constraints in the work 

domain in which the system operates. Fundamentally, this criterion raises 

the questions of how these constraints can be presented in a relevant man-

ner for the user and what information is required for such presentation.18 
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Thus, the primary difference between EID and “conventional” user inter-

face design is that the latter presents information-as-content, allowing the 

user to apply different rules of interpretation to extract information into 

salient combinations, while the former presents information-as-context per-

taining to specific purposes.

The essence of EID is the visual representation of control-relevant rela-

tions. This reflects the genesis of the approach in process-control domains. 

Broadly, the overarching aims of the approach are to (a) reflect the task 

ecology as experienced by the people who work in that domain and (b) 

present sufficient information to support activity at the different levels of 

the abstract-decomposition space. For Rasmussen,

Any control action activated through a work station, serves to change the internal, 

causal or intentional constraints to let them bring system state to the intended 

target. The interface should then represent the actual state of affairs in the work 

space in a way comparable to a representation of the intended or the useful state 

defined by the current goal, together with the situation-dependent “affordances” 

i.e., the options available for action on the constraints of the internal processes as 

defined by the physical design or on intentionality as defined by policies, prac-

tices, or regulations.19

In order to achieve these aims, Vicente and Rasmussen proposed two 

design principles:

1.	 For “skill-based behaviour”: To support interaction via time-space signals, the 

operator should be able to act directly on the display, and the structure of the 

displayed information should be isomorphic to the part-whole structure of 

movements;

2.	 For “rule-based behaviour”: Provide a consistent one-to-one mapping between 

the work domain constraints and the cues or signs provided by the interface.20

These principles derive from the aims of EID and can be elaborated further 

into concepts that inform design decisions.21 I will illustrate these concepts 

with examples from the DUal REservoir System Simulation (DURESS)22 sim-

ulator which is one of the best-researched examples of EID. The “mimic 

concept” draws on the idea (common in process-control user interfaces) of 

presenting the layout of components in a plant in terms of their structural 

relations, for instance, in terms of diagrams that show how components 

connect to each other.

Where EID differs from “conventional” user interfaces is that, in addi-

tion to the physical relations between components, there is an emphasis on 

functional relations. In figure 5.5, a series of valves (indicated by the black 
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“bow-ties”) are connected to control the flow of liquid in a plant. That is, 

the user interface would show not just the “static” view of the system being 

controlled but how it changes state. In this way, the user interface will visu-

alize the “flow geometries” that are relevant to the process (and are much 

like Gibson’s “safe field of travel” for driving or walking, discussed in chap-

ter 3). The “equality principle” states that some parameters describing the 

system ought to be equal under normal operations (and if these parameters 

-
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Figure 5.5
Indicating valve state and flow rates in an ecological interface.
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deviate from these levels, then this indicates that the system is out of nor-

mal). In figure 5.5,23 the status of each valve in indicated by a graph showing 

the flow rate (using a pointer on a scale), together with indicators of flow.

The “conservation principle” states that some parameters will be balanced 

under normal operations—that is, that energy lost in one part of the system 

ought to balance the energy gained in another part. One of the more com-

monly used examples in EID is the mass-energy balance display. In figure 

5.6,24 the quantity of material flowing into the process (“mass in”) relates 

to the quantity of material flowing out. The values of these parameters are 

shown by the vertical bars, with a connecting line to draw attention to the 

| | | | | |
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|

Mass In

Mass Out

100

0

Figure 5.6
Mass-balance display in an ecological interface.
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relative difference within safe limits, defined by the square. In this way, the 

visual appearance of information creates a Gestalt, or pattern, that can be 

apprehended as indicating a particular system state (or deviation from that 

state).

Finally, the “pairing concept” states that certain parameters can be paired 

to produce a two-dimensional graph, as for temperature flow rate, for exam-

ple (figure 5.7).25

Combining these different principles and concepts results in a compos-

ite display in which the elements provide different views of the “system” 

in terms of the abstraction-decomposition space. For example, figure 5.1 

shows a concept user interface for military course of action planning.26

Are Ecological Interface Designs Better than Traditional Designs?

Gibson saw computer displays as providing “mediated indirect knowledge 

at second hand.”27 This would imply that their purpose could only be to 

display information-as-content, which the user would have to read and 
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Figure 5.7
Graphically defining relations in an ecological interface.
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understand. The EID approach seeks to present information-as-context. In 

complex or nonroutine tasks, user performance (measured in diagnostic 

accuracy) tends to be superior for EID compared with “conventional” user 

interfaces28 (although there is evidence that, even for normal operations, 

EID can be advantageous29). One explanation for this advantage is that EID 

presents information that is salient to understanding the function of the 

system in that situation while the “conventional” displays might require 

users to extract and combine information. The part-whole and means-ends 

approach to design means that the “window” of the process can be adapted 

to specific functions, which can enhance performance.30 Indeed, adding 

information by moving up the abstraction-decomposition space, as the 

task becomes more complex, can enhance performance. In terms of deci-

sion time, some studies suggest that EID can be faster than “conventional” 

user interfaces, while other studies suggest that it can be slower. One sug-

gestion is that this difference in time can be explained by differences in 

visual search patterns. However, some “experienced” operators are skeptical 

about the value of EID (even when using these designs produces measur-

able improvements in their performance) because they have a repertoire 

of interpretative strategies through which they define salience. When the 

“skill” of the user has developed to a level where they can “automatically” 

see patterns in their environment (or, at least, in the computer displays in 

their environment), they have developed perception-action coupling that 

allows them to determine the state of the process. The patterns presented 

by EID, in such cases, compete with these learned patterns. The question is 

whether the experienced users can, with practice, replace their old patterns 

with these new ones. One would expect the answer to be yes, but also that 

the “old” patterns, as manifestations of tacit knowledge, might be less easy 

to define that the EID patterns. That is, EID should allow users to “to better 

judge the validity and quality of specific computer advice,”31

What Does Ecological Interface Design Tell Us about Radical Embodied 

Cognitive Science (and Vice Versa)?

While the EID approach, with its acknowledgement of Gibson’s contributions 

to “ecological psychology” and its version of “affordance,” could share some 

common ancestry with RECS, I would like to argue for a stronger relationship. 

In part doing so calls for a separation of EID from the information-processing 
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approach that CWA inherits from Rasmussen’s early work on fault-finding 

in electronic circuits. In this early work (and the way in which the sequen-

tial decision-making seems to be mapped onto management of complex pro-

cesses), there are some assumptions that seem to contradict, or reduce the 

importance of, the “ecological” stance that the approach offers. This is, 

I feel, compounded by the arbitrary division of “cognition” into “skill-,” 

“rule-” and “knowledge-based behaviors” Vicente and Rasmussen noted 

that “because operators may engage in higher levels of cognitive control 

(e.g., knowledge-based action) even if the interface is designed to encour-

age lower levels, merely supporting the lower levels is not sufficient.”32 How 

are we to read this statement, if we want to argue against an “information-

processing” approach (or, indeed, the notion of levels of cognitive control?). 

In the first place, this is advising against an overly simplistic assumption 

that there could be different forms of user interface that directly and 

uniquely correspond to the levels of control. That is, it does not make sense 

to design an ecological interface that is specifically for skill-based behav-

ior and to have this as different in kind to one designed for rule-based or 

knowledge-based behaviors for the simple reason that people will approach 

the user interfaces with different task constraints and for different decision-

making requirements. Consequently, defining the display specifically on 

the assumption of skill-based behavior could, paradoxically violate the 

broad aim of EID by presenting information that is either not salient to 

the task at hand or that requires interpretation in order to make sense of it.

In addition to the suggestion that it is a mistake to design EID explicitly 

for each “level,” I am also proposing that the very idea of “levels” (skill-

based, ruled-based, knowledge-based) is misleading and that it makes more 

sense to approach the design from the single perspective of RECS. First, both 

RECS and EID are concerned with understanding the relationships between 

constraints (actor, task, or environment) within an ecological niche. This 

means that the salience of information is defined by its utility in defining 

patterns in the environment that accord with actions that a given actor can 

perform. Different actors (defined by capability or by experience of that 

environment) could have different definitions of salience. Thus, it makes 

more sense to define information-as-context in terms of these definitions of 

salience than in terms of general notions of levels of cognitive control. That 

is, the EID for someone learning to control a process would differ from that 

required by an experienced operator—not, I think, because the “learner” 
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operates on a knowledge- or rule-based level and the “experienced opera-

tor” on skill-based one, but because there are essential differences in kind 

between the ecological niches of these people. This relates to Brunswik’s 

notion of ecological validity in terms of salient information.

Both EID and RECS are concerned with the notion of “affordance.” As 

I argued in chapter 4, affordance is more than perception-action coupling 

(and definitely not some property of objects). As such, the notion is anti-

thetical to an information-processing approach; you can have one or the 

other but not both because affordance emphasizes information-as-context 

and information-processing emphasizes information-as-content. However, 

the contrast between information-as-content and information-as-context 

raises a larger quandary in terms of what it is that the designer (of a user 

interface in this instance) is designing. If user interface design is a mat-

ter of providing information-as-content (on the assumption that users will 

apply their knowledge to interpreting, and discovering relations within, 

the information), then the key activities revolve around the definition of 

content. Indeed, in the mimic displays of process control rooms, each sen-

sor (in the plant) was accorded its own “display” (often a dial on the wall-

panel) positioned adjacent to the image of the element that it was sensor of. 

So, as in figure 5.7, each value would have a display to show the flow-rate 

through them (and the images of the valves themselves would probably 

be illuminated to indicate whether or not they were open). In this way, 

looking at the mimic display (or pacing along the length of the display, in 

a larger control room) would allow the operator to determine the state of 

the elements in the process. What this does not tell you, of course, is the 

relation between these elements (without significant effort on the part of 

the experienced operator).
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Introduction

Within the field of human-computer interaction (HCI) there are several 

ways in which technology is designed to act autonomously (or at least 

to give the impression that it is behaving in this way). This includes all 

manner of “smart” technologies such as robots and interactive toys, 

shape-changing artifacts, “things” in the Internet of Things, and software 

“agents.” While this chapter is less concerned with the underlying algo-

rithms that are designed to enable these various technologies to exhibit 

autonomy, the implications of how we interact with these technologies 

tells us much about what we might mean by “agency” (not only in terms of 

our interactions with “smart” technologies but also in terms of our interac-

tions with other, everyday artifacts). Indeed, while it might seem obvious 

that, for instance, a robot has “agency” and a cup of coffee does not, I want 

to argue that (from the perspective of embodied cognition) this might not 

be as clear cut as we might assume. This is not because I want to claim that 

the cup of coffee has some malign intent that it is seeking to pursue (any 

more than I might claim that the robot is “evil”), but because “agency” and 

“intent” have to be considered in terms of the dynamic interactions within 

the human-artifact-environment system. The system, through the interac-

tivity of its elements, seeks stability in certain states. From this, it becomes 

logical to assume that in certain states of such a system, the initiation of 

actions can come from either human or artifact or environment (rather 

than all actions arising from a single initiating, intentional agent) and that 

for a system “intention” could be equivalent to the states in which it is 

stable. This argument and its relation to concepts of agency are developed 

6  Things That Think and Act
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in the second half of this chapter. Before this, I want to give a broad sense 

of the ways in which “smart” digital technologies are developing. This is 

not intended to be a complete overview of the territory so much as a brief 

amble around places that I like.

Tangible User Interfaces

Tangible user interfaces have been designed with the aim of supporting 

“embodied interaction,” which is “the creation, manipulation and shar-

ing of meaning through engaged interaction with objects.”1 Unpacking 

this statement from Dourish, we can see three essential concepts that char-

acterize his view of “embodied interaction”: the first is “engaged interac-

tion,” the second is that this interaction is with “objects,” and the third is 

that the focus is on “shared meaning.” Each of these concepts, for Dour-

ish, derives from his reading of phenomenology and, as such, they overlap 

with ideas in this book, but not fully. What is not so apparent from these 

terms is why they do not apply to any designed object. It might be the 

case that the emphasis on “shared meaning” implies focus on information-

as-content—in other words, that the purpose of objects in a tangible user 

interface is to “create, manipulate, share” digital information. For the Tan-

gible Media group at the Massachusetts Institute of Technology (MIT), led 

by Ishii, one can see that a logical extension of this ambition is to create 

physical objects that participate in the digital world: lift the stopper from a 

glass bottle and a sound plays2 or move an object on a table and a projected 

display changes.3 In these examples, action on the physical object medi-

ates digital information. Rekimoto4 presented a demonstration in which 

“digital objects” (files, movies, images, and the like) can be passed from 

one device to another, either by placing devices next to each other or by 

swiping the file to the top of the screen on one of the devices. Again, the 

idea is to allow actions to be performed on physical devices (connected to 

that same network and with digital objects identified by, for example, their 

web address). These examples have been foundational for HCI since the 

1990s; while the underpinning technology has improved to create even 

more impressive demonstrations, the broad concepts share a similar goal.

Back in the 1960s, at the Stanford Research Institute, Doug Engelbart was 

leading a team of engineers who were exploring “next generation” com-

puting. Inspired by ideas like those of Vannevar Bush and his concept of 
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the “memex” (a glass table through which one could read microfiche and 

interact with the information these contained) and Ted Nelson’s idea of 

hypertext, the work led to the “mother of all demos.”5 The oN-Line System 

(NLS) used a graphical user interface (far removed from the typical green 

or orange text displays of the time) to display information, represented by 

images of objects, such as files and folders, on the screen and offered video-

conferencing and real-time collaborative editing of documents. Of particu-

lar interest for this chapter (apart from the fact that the research agenda 

of HCI was largely set by Engelbart’s work for the next fifty years) is the 

way in which users interacted with the graphics on the screen. A wooden 

block with two wheels mounted orthogonally to each other (nicknamed 

the “mouse”) was used to drive a cursor around the screen and buttons 

used to indicate a selection. Each aspect of NLS inspired research programs 

and the whole concept of contemporary HCI can be captured by the word 

“WIMP” (windows, icons, menus, pointing device).

While the focus of interaction with these devices remains the 

“information-as-content” displayed on the computer screen (and thus, 

these are not, by definition, forms of tangible HCI), the physical move-

ments of, and with, these devices align with the points that I have been 

making in the earlier chapters and provide the basis for introducing radi-

cal embodied cognitive science (RECS) to HCI. It is not obvious that the 

design of tangible user interface is informed by theory of human activ-

ity. In his acceptance speech for the Association for Computing Machinery 

(ACM) Lifetime Achievement award, Ishii said, “There is no road laid out 

before me. I charge forward, and a road emerges behind me.”6 This echoes 

Varela’s notion that enactivism is a path laid by walking, and so one might 

expect a theory of tangible user interface design to make reference to enac-

tivism or embodied cognition. And yet, the theory presented to explain 

these designs makes little reference to these ideas. In part this might relate 

to the focus of the design activity. While tangible user interfaces produce 

ingenious and compelling demonstrations, the focus on information-as-

content means that the devices become simply a different means of inter-

acting with digital content. What is less apparent is how they could support 

information-as-context.

Anticipating embodiment in HCI, Winograd and Flores7 drew on Hei-

degger’s notion of “thrownness,” which they presented as the experience of 

coping with the flow of interactivity between people and their technologies. 
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These aspects (experience, coping, flow, interactivity) are integral to the 

ideas of embodied cognition. Winograd and Flores discussed the ways in 

which technologies can become “ready-to-hand,” by which they mean that 

an appropriately designed tool or piece of technology will “disappear” (from 

conscious awareness) during its use to perform a task. A similar notion is 

espoused by Marc Weiser, one of the early pioneers of “ubiquitous comput-

ing,” who begins his best-known paper with the observation that “the most 

profound technologies are those that disappear. They weave themselves into 

the fabric of everyday life until they are indistinguishable from it.8”

The concept of “ready-to-hand” also contributed to Dreyfus’s’9 critique 

of information processing (both in cognitive science and in artificial intel-

ligence) because it emphasizes the importance of know-how in the ground-

ing of knowledge (as opposed to knowledge being solely a matter of the 

manipulation of symbols). We become aware of the technology when the 

interaction breaks down (and the technology becomes “present-at-hand,” i.e., 

merely an object that is demanding our attention).10 Implicit in this obser-

vation is the assumption that break-down relates to know-how such that 

the more experienced user of a device is less likely to encounter break-down 

than the novice, for example, as a result of anticipation and skillful coping 

with the changing state of the artifact. The implication is that know-how 

increases our repertoire of coping strategies. This question of know-how and 

adaptation aligns with the discussion of affordance and of the skilled inten-

tionality framework (SIF) in chapter 4 and with the notion of the human-

artifact-environment system throughout this book. As we saw in chapter 4, 

one approach to capturing know-how has been to use concepts from phe-

nomenology and practices from ethnography to produce rich pictures of the 

context of use and how this is experienced by users of technology. Dourish’s 

own work has focused on the design and deployment of social computing, 

often through the use of tangible media.11 Other writers have focused on 

the concept of embodiment as body-based interaction, influencing affect by 

encouraging different postures,12 for example, or using degree of body move-

ment to increase engagement in video-games,13 or to interact with auditory 

displays.14 Designs that violate “embodied metaphors” are regarded as less 

intuitive and harder to use than ones that follow these.15 These body-based 

or embodied metaphor studies relate to Gallagher’s description of minimal 

embodiment. Other researchers have taken a view that is more deeply influ-

enced by phenomenology, particularly that of Merleau-Ponty.
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In a study of a wearable device, worn on the forearm to support indus-

trial maintenance, the device was interacted with by pointing the device at 

objects in the environment and tilting and tapping the display. Fallman16 

studied the skillful coping of users of this device in the workplace through 

interviews to elucidate user experience of the device in the physical and 

social contexts in which it was used. This approach captures the ecologi-

cal niche in which the devices are used and aspects of micro-materiality 

(to use Heath’s phrase from chapter 3) and illustrates how the environ-

ment (social and physical) creates the “landscape of affordance” that SIF 

describes, and captures some (but not all) aspects of the interactions in the 

human-artifact-environment system that concerns me in this book.

Somewhat closer to my aim is Hornecker’s description of the ways in 

which “embodied facilitation” arises from, and creates, the structure in 

which actions are performed. For Hornecker,17 the environment (whether 

it is realized in software or physical terms) facilitates activity through the 

ways in which features can serves as resources for action. To my mind, 

this description comes close to the system-level perspective on affordance 

presented in chapter 4. One can appreciate that “embodied facilitation” 

owes a debt to Merleau-Ponty’s concept of intentional objects and the ways 

in which people respond to the opportunities and constraints that arise 

from the interactions between person, artifact ,and environment. While 

the trends considered so far have considered embodiment from the bodily, 

metaphorical, or phenomenological perspectives, there has been very little 

to date that has followed from “enactive” approaches,18 nor for that matter, 

from the RECS approach followed in this book. In HCI, enactive user inter-

faces19 provide closed-loop control by which the user directly interacts with 

(digital) objects through perception-action coupling—for example, through 

the application of notions of affordance to physical interaction with eco-

logical interfaces (described in chapter 5). Consequently, while the attention 

that HCI has given to “embodiment” provides rich pictures of the context in 

which interactivity occurs, it does not (in my opinion) reflect the ongoing, 

reciprocal engagement that concerns me in this book. For this, we need to 

incorporate RECS into the design, evaluation, and study of HCI.

Tangible user interfaces allow people to hold and move physical objects 

to interact with digital information. Taking this a little further, HCI designs 

have explored ways of making these objects change shape. A simple example 

of this from my own work is the handle of a kettle which rises when it can 
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to be picked up,20 because the water in the kettle has boiled, or because the 

kettle in empty, or because the person should be using the kettle for the 

next step in making a pot of tea. We found that participants in our studies 

would, without prompting, refer to the kettle, jug, or other artifacts as “want-

ing” or “needing” that person to act. A more sophisticated example is MIT’s 

inFORM,21 in which hundreds of tiny motors drive blocks up and down to 

create a surface that changes shape. How these “shape-shifting” user inter-

faces “decide” to modify themselves leads me into a discussion of autonomy 

and “smart” technology.

Autonomy and “Smart” Technology

Technology that could sense and respond to its environment was the hall-

mark of cybernetics systems. While cybernetic systems operated with ana-

logue data and contemporary systems operate with digital data, the basic 

principle of both is to sense (some aspect of) the environment, compare 

the sense data with a “goal,” and act in order to achieve this goal. For 

this chapter, it doesn’t matter whether the goal is to hit a target, avoid 

an obstacle, or retrieve some data: differences in behavior will arise from 

the degree of sophistication with which the algorithms cope with varia-

tion in the environment and the complexity of the goals that can be 

managed. How the devices relate data from their sensors to their action 

can be considered in terms of the “information-processing” and “embod-

ied cognition” distinction I am making for cognition. An example of the 

“information-processing” approach is what Brooks22 dubbed “sense-model-

plan-act” (smpa), which follows the staged process that the phrase suggests. 

Of the several problems (for robotics) that this smpa approach creates are 

the adequate definition of the “model” that could be constructed from the 

sensor data and the definition and selection of appropriate “plans” that 

relate to this model. While computing power has increased considerably 

since Brooks was writing back in the early 1990s, these “deliberative plan-

ning” approaches still produce slow, hesitant robots. So, there are lots of 

short-cuts that engineers take to speed up the ways in which each of these 

stages can be performed. For Brooks, the solution to the smpa problem was 

to move from “deliberative planning” to “reactive planning” (although he 

was never enamored with this latter term) and to capitalize on four prin-

ciples that define robots moving in their environments. These principles, 
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inspired by biology, psychology, neuroscience, cybernetics, computer sci-

ence, robotics, and the work of Agre and Chapman23 reflect broad concerns 

of embodied cognition. Briefly, they are

•	 Situatedness: “The world is its own best model.”24

•	 Embodiment: “The world grounds regress”25; that is, without the “world,” 

then knowledge would be a matter of infinite regression where symbols 

are interpreted by symbols (with similar regression of homunculi to 

“read” the symbols).

•	 Intelligence: “Intelligence is determined by the dynamics of interaction 

with the world.”26

•	 Emergence: “Intelligence is in the eye of the observer.”27

While the first three of these properties can be read in terms of the dis-

cussions in earlier parts of this book, the fourth one suggests a mischie-

vous turn. If you think about the automata of the eighteenth century or 

the robot “turtles” of Grey Walter in the 1940s, then you can appreciate 

Brooks’s point. The former included clockwork “robots” that could write 

poetry, draw pictures, or play the piano, and the latter included small, 

three-wheeled robots that moved around their pen looking for “food” 

(their charging station) when they were “hungry” (battery power was low) 

and “playing” with (following or avoiding) each other. In these cases, the 

illusion of “intelligence” or “agency” was often compelling. In the first 

case, this was because the precise engineering of the automata’s movement 

meant that they could reproduce actions that looked human-like (both to 

their eighteenth-century audience and to contemporary viewers who have 

the chance to see them in action). In the second, this was because the robots 

were able to sense and respond to their environment, and since the aspects 

of the environment that they could sense would alter by their movement, 

they looked to be adaptively responding.

The Furby (figure 6.1) was an interactive toy from Tiger Electronics, 

which first appeared in the late 1990s (with a couple of revivals from Has-

bro in 2005 and 2012).28 Furbies are animatronic toys that can move their 

ears, eyes, and mouth in response to sounds or touch or infrared signals 

(later versions replaced the infrared with Bluetooth). In this manner, Fur-

bies can respond to being stroked or spoken to or to the presence of another 

Furby. Their behavior and appearance encouraged particular types of play 

(e.g., stroking, petting, talking to them) and, as they were played with, so 

Downloaded from http://direct.mit.edu/books/book-pdf/2246864/book_9780262369886.pdf by guest on 03 October 2024



114	 Chapter 6

their “language abilities” and responses changed. They were programmed 

with their own “furbish” language and, with continued interaction with 

their owners, switched to a predefined set of English words. As their vocab-

ulary had been designed to support particular types of interactive play, such 

as “how are you?,” “tell me a joke,” “tickle my tummy,” they would switch 

from furbish to English on the basis of these types of play. This gave the 

illusion that they were “learning” English—to the extent that US National 

Security Agency decided to ban them because they might be robot spies. 

Whether this latter is apocryphal (my suspicion is that the fears were based 

not on language-processing abilities but on whether a Furby could act as a 

recording device—although, of course, whether “spooks” have time to play 

with toys is another matter) is less important than the idea that these toys 

were capable of intelligent interaction with their owners. Indeed, the more 

recent incarnation, the Furby Connect, incorporated Bluetooth connectiv-

ity through which it is trivial to hack into the microphone and speaker (so 

rendering this potential spyware or allowing someone to speak to the child 

who owns the toy—making this a far more sinister proposition and, per-

haps, justifying the fears of the National Security Agency).

Figure 6.1
A Furby toy.
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Being Digital

The purpose of digital technology is to digitize information so that it can be 

processed, stored, and retrieved from storage. Users of the digital technol-

ogy issue requests (queries) to call up the information. These queries could 

take the form of verbal requests (typed, spoken, written) or physical actions 

(tapping, swiping, sketching). As of 2010, such requests can be anticipated 

by the technology so that we no longer need to make well-defined queries to 

get useful information. In part these anticipations are based on algorithmic 

models of similar queries or on the structure of the storage and connectiv-

ity of the information. And as of 2015, the technology is making inferences 

about our needs and intentions. We are living through a shift from a tech-

nology that reacts to our requests to one that anticipates our “needs.” Such 

anticipations are based on models drawn from our prior behavior and a 

specification of what we might need. If the former clause of this sentence 

might feel neutral (although it is based on particular assumptions about 

how to model human behavior), the latter feels highly loaded: the very 

idea of technology satisfying “needs” is difficult to separate from the idea 

of technology (or the organizations that own, sell, or distribute the technol-

ogy) creating or imposing “needs” on its users.

A first-order intentional system has beliefs and desires (etc.) but no beliefs 

and desires about beliefs and desires. A second-order intentional system is 

more sophisticated; it has beliefs and desires (and no doubt other inten-

tional states) about beliefs and desires (and other intentional states)—both 

those of others and its own.29 From this position, a thermostat is a first-

order intentional system. It is capable of sensing its environment (i.e., hav-

ing a “belief”) and interpreting what it senses in order to perform an action 

(i.e., having a “desire”). Of course, these capabilities are so limited that talk 

of “intentionality” feels absurd. And yet, the question of what would need 

to be added to the capabilities for intentionality to be plausible is tricky to 

answer. For Dennett, the shift to second order intentionality involves the 

additional capability of having beliefs and desires about beliefs and desire—

that is, meta-cognition, which allows the device to reason about how it 

might update its beliefs or about how it might achieve its desires. So, a 

“smart” thermostat could seek to balance the goals of making occupants of 

a house comfortable, minimizing energy consumption, minimizing energy 

costs, and so on. This could involve placing sensors around the house, access 
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to information about energy pricing, models of the preferences and activities 

of the people in the house, and complicated algorithms that find optimal 

solutions to the competing goals. In this instance, the device is performing 

in a more sophisticated manner than the “dumb” thermostat. At what point 

(in terms of sensing the environment, range of responses, acceptability of 

response, and so on) would a device become “smart”? From a cybernetic 

perspective, the “law of requisite variety” states that a system ought to be 

designed to have at least an equivalent number of responses to the number 

of demands made on it (ideally, of course, each unique demand should have 

an appropriate response, so this is more than a count of responses and needs 

to consider what makes a response “appropriate”). In such a system, provid-

ing that the response matches the demand and the system moves to a state 

that is acceptable, the “intelligence” comes from its definition of environ-

mental states and corresponding (or appropriate) action.

Negroponte, back in 1990, wrote an influential book called Being Digi-

tal,30 which was a sort of manifesto for MIT’s Media Lab and provided foun-

dational concepts for digital technology. For Negroponte, much of our 

everyday life is (was) spent engaging in “analogue” activities, by which he 

meant a continuous stream of physical actions. The challenge was to con-

vert these actions into a digital form that could be processed by comput-

ers. An example of this (and one that has became something of a running 

theme through the development of ubiquitous and pervasive computing) 

involves a refrigerator that is able to determine the volume of milk (or the 

freshness of the milk) in a bottle on one of its shelves and send a mes-

sage to your cell-phone when you need to buy more milk (possibly send-

ing the message to coincide with you passing a grocery store). The broad 

concept (over and above the algorithms and devices) is that digital tech-

nology becomes, in the words of Marc Weiser, woven “into the fabric of 

everyday life until they disappear.”31 For Weiser, examples of such devices 

ranged from tabs (such as badges that are networked to not only identify an 

individual but locate that person in their workplace and arrange for doors 

to open for them—assuming they have appropriate access privileges—and 

messages to be forwarded to devices local to that person), to pads (much 

like tablets with which we are familiar), to boards (public information dis-

plays). Central to Weiser’s vision is the networking that would allow data 

to flow seamlessly between these devices. For some critics of Weiser’s ideas, 

it is an oddity that he was not thinking of the cell-phone as the medium 
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to support this vision, but I feel that this misses the point of his emphasis 

on data networks (which we have in many forms), on displays at different 

scales (which we also have in many forms), and on the seamless transmis-

sion of data between any form of display (which we do not currently have 

in the form he envisaged).

Dourish identified the importance of these shifting patterns of interaction 

to how we respond to and use digital technology with his call to the HCI com-

munity to focus its attention on “where the action is.” While swiping left or 

right to select “dates” might feel different from selecting an item from a list 

of options, or even typing a set of attributes and having these matched by an 

algorithm, the underlying cognitive processes involve expressing preferences 

and making a choice. A question is whether these preference and choice pro-

cesses are equivalent. The information-processing approach, in which abstract 

concepts are manipulated in a mental model, could be interpreted as claim-

ing that there is little difference between these activities in terms of making a 

choice (and there would be formal descriptions of decision-making that could 

support this). We saw, in chapter 2, that the way one expresses a problem and 

the way that one interacts with the problem space can have a bearing on deci-

sion strategy. So, does swiping a touch-screen constitute cognitive activity or 

is it merely a physical action that arises from (internal) cognition?

As a simple example, imagine walking up to a building in an unfamiliar 

part of town and taking your cell-phone out of your pocket. Having deter-

mined your location (through global positioning satellite data and a map 

of the town) and having run models on prior behavior, the screen on the 

cell-phone offers you the option to message the person you will be meeting 

in this building; perhaps the option would be to send the message “Hi, I’m 

outside. Can you meet me in the lobby?,” which would save you the need 

to type the message. Or perhaps the option would be to zoom in on a map 

to show that the building you need is a block away  or to show an image of 

the building you should be looking for. In any of these instances, your need 

to search for information (or enter information) is reduced, and the tech-

nology is providing an invitation to act (e.g., agree to send the message, 

walk to the next block, look for the other building, and so on). Depending 

on your feelings toward technology, you might find this notion (or shift-

ing the choice of action from you to your device) attractive or frightening. 

What is happening here is that the artifact is structuring and constraining 

affordances in the human-artifact-environment system.

Downloaded from http://direct.mit.edu/books/book-pdf/2246864/book_9780262369886.pdf by guest on 03 October 2024



118	 Chapter 6

Of the many questions that this example raises, some of the most signifi-

cant center on the question of agency: Are you ceding agency to your device 

in accepting its recommendation? What can you do if the recommenda-

tions are inappropriate or unacceptable? What can you do if the underly-

ing models that the device is using are inaccurate? Are you responsible for 

any consequences arising from following the device’s recommendations? 

If the cell-phone’s recommendation is not acceptable, what actions can we 

make? We could reject the current recommendation or request alternative 

options, or we could “retrain” the underlying model (or hope that rejection 

or selection of an alternative might result in the model being recalculated 

or including an exception based on this situation). Each of these accepts the 

underlying paradigm that the device is capable of making a recommenda-

tion based on our behavior and that we are content to receive and follow 

such recommendations. More than this, the fact that the interaction places 

us in a role as arbiter (allowing rejection, selection of alternative, or the pos-

sibility of ignoring the recommendation and doing something different) 

implies that any agency in this interaction lies squarely with us.

The “Internet of Things”

In the nascent idea of the “Internet of Things” (IoT) physical objects are 

equipped with sensors, processors, and communication capabilities to 

allow them to be networked. In a commonplace use case, a parcel contain-

ing items you have ordered from an online store can be tracked throughout 

its journey from warehouse to your hands. Tracking could involve reading 

a bar-code attached to the parcel each time it is passed from one person to 

another. In this way, the system keeps track of all the parcels it is manag-

ing (and it can readily answer the question “Where’s my stuff?”). This is 

nothing more than a logistics supply-chain imbued with the ability to track 

items. The concept of IoT is intended to expand on this by allowing the 

elements (parcels in this case) to contribute to local (as opposed to central-

ized) decision-making. Perhaps the parcels could inform a sorting machine 

about their destination or delivery time; perhaps the parcels could inform 

the delivery person where they should be left. While there continues to be 

speculation about how IoT could be realized, this example highlights some 

of the challenges, particularly in terms of whether the parcel is represented 
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as a physical object or as its digital counterpart. After all, it makes more 

sense for the details of the delivery of the parcel to be part of the logistics 

planning system than to be “known” by the parcel. As an “internet,” the 

various sensors that respond to the parcel become connected and share 

information. This could allow the “parcel” (in either its physical or digital 

version) the ability to make decisions; that is, the parcel could define its 

own goals, seeking to optimize actions in terms of the information that is 

available to it (e.g., selecting a delivery time and location based on updated 

information from the purchaser rather than following the “standard” route 

of the delivery van). Rather than using a parcel-tracking application, I could 

have used sensors for traffic or pollution monitoring (where each sensor 

might adapt its data collection in response to the devices connected to it), 

but the basic questions about agency remain similar. Often in discussions 

of IoT, at least from an HCI perspective, writers confuse this concept with 

Negroponte’s earlier ideas about a fridge that senses its contents and alerts 

you to pick up more milk. In this, the idea is that the “agency” is retained 

by the human (both in terms of receiving messages and deciding whether 

or not to buy milk—why buy milk if you are about to go on holiday?), 

whereas in IoT “agency” is retained by the technology (so, the fridge would 

place the order for the delivery of the milk and then either arrange for it to 

be delivered or create an errand for you to go and fetch the milk).

Switching our attention from physical “things” to software, “bots” are 

small pieces of software that can perform specific functions. For example, a 

bot could be tasked with seeking specific pieces of information on the World 

Wide Web (a “web crawler”). By and large, these are designed to sense a spe-

cific state of their “environment” and respond to this (e.g., by sending a 

report). These are “autonomous” in that, once launched, they will seek oppor-

tunities to perform the actions with which they have been programmed (not 

unlike a software version of Grey Water’s tortoises) and that they respond to 

their environment (a malicious example of such bots are computer viruses).

In this section, I have skimmed over some examples of “smart” tech-

nology that can sense and respond to changes in their environment in 

ways that look appropriate. Each of these examples could be made a little 

more complicated by providing the artifacts with the ability to adapt their 

responses to different environmental states (i.e., to “learn” new relations 

between environment and response).
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Levels of Automation

Rather than a binary distinction between whether technology is “smart” 

(“autonomous”) or not, engineering uses the idea of levels of automation 

(LoA). In automotive engineering, there are five levels;32 in ergonomics we 

tend to use ten levels.33 In both schemes, the extreme cases involve situa-

tions in which the human is fully in control of an activity or the machine 

is fully in control. As table 6.1 shows, the intervening “levels” show differ-

ing degrees by which human or machine make decisions or work together.

In the LoAs 2–4 in table 6.1, the computer behaves as a “recommender” 

system. In LoAs 5 and 6, the computer makes a decision but seeks approval. 

In this case, the role of the human is not simply to approve the decision but 

also to fully understand and appreciate the consequences of the proposed 

action. This latter point makes more sense if you imagine that the com-

puter is being used for safety-critical purposes. In LoAs 7–10, the computer 

decides on an action and then performs without allowing the human any 

opportunity to prevent its doing so. While these higher LoAs might sound 

unnerving, we have grown used to using technologies that follow one or 

Table 6.1
Levels of automation scheme

Level of Automation Description

1 The computer offers no assistance; the human must 
make all decisions and perform all actions.

2 The computer offers a complete set of decision/action 
alternatives, or

3 It narrows the selection down to a few, or

4 It suggests one alternative, and

5 It executes that suggestion if the human approves, or

6 It allows the human a restricted time to veto before 
automation execution, or

7 It executes automatically, then necessarily informs the 
human, and

8 It informs the human only if asked, or

9 It informs the human only if it, the computer, decides to.

10 The computer decides everything and acts autono-
mously, ignoring the human.
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other of them. For example, many functions of modern automobiles, such 

as anti-lock braking, are applied in direct response to changes in environ-

mental conditions and occur within a timeframe that is too fast to permit 

human intervention (although, in some automobiles we can turn this func-

tion off).

The Irony of Automation

While the idea of LoA has, for many years, informed design of complex 

digital systems, there are two fundamental problems that I have with this. 

The first is one that ergonomics has, since its inception, battled with. This 

is the very idea that the “human” always needs to be designed out of sys-

tems. Here, I am not making some Luddite argument against technology. 

In many instances, machines can do things faster, more accurately, more 

consistently than people. But these instances focus on the narrow concern 

of the activity itself and ignore ergonomics concerns or broader social and 

political implications. From an ergonomics perspective, “designing out 

humans” from systems creates what Lisanne Bainbridge called the “irony 

of automation.”34 There are three parts to this argument. First, in many 

instances, automation is not applied to every aspect of an activity. This 

means that automation is applied to those aspects that (technically or eco-

nomically) can be automated, leaving a bunch of aspects that are not. This 

disparate collection of left-over tasks is then given to humans to perform 

in the service of the machine. Second, when automation goes wrong, it is 

the role of humans to intervene and put it right. This is where the “irony” 

starts to become apparent, because the disparate collection of tasks may not 

form a meaningful whole to the human, so it might not be easy to under-

stand what has gone wrong. In order to support such understanding, a user 

interface displays information about the status of the automation, but the 

user interface provides a limited “window” on the state of the automation, 

and the information may require specialized knowledge to interpret. Third, 

having been removed from the “control loop” (through being designed 

out of the automated process), the human is expected to respond quickly, 

knowledgably, and correctly—and when this fails, the charge of “human 

error” is levied at the human who was unable to correct the failing. Design-

ing humans out of automated processes is, of course, related to “deskilling” 

with its attendant implications for labor (both in terms of pay to workers 
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and in terms of the ability of workers to define and protect their rights 

to recognize and preserve these skills through trade unions). If all work 

becomes deskilled, then anyone can perform it, and, if that is the case, then 

labor becomes replaceable and cheap. This is the argument against auto-

mation that has raged since Marx’s critique of the industrial process and 

capitalism. For this book, there is a further aspect of deskilling that stems 

directly from the perspective of embodied cognition.

One of my favorite examples of a design that inadvertently designed 

humans out of a system concerns a large steel-rolling mill. In the old ver-

sion, long bars of steel were heated and rolled to shape them; it was impor-

tant to check the temperature of the steel, and the steelworkers could tell 

this from looking at the color of the heated steel. In the “new” version, 

the rolling mill was covered. Problems arose because steel was being rolled 

at the wrong temperature. So, temperature probes were placed inside the 

cover and operators were provided with a user interface, in which the tem-

perature of the steel was converted to a color that was similar to that of the 

heated steel that the operators had gained years of experience in judging. In 

the old system, the ongoing, reciprocal engagement between steelworkers 

and the heated steel created opportunities not only for physical interaction 

(they would use poles to lever the steel as it moved on the rollers) but also 

to develop an understanding of the relationship between the temperature 

of the steel and its color. As any metallurgist or steelworker knows, this 

relationship is not trivial and depends, among many other factors, on the 

quality of the steel, the environmental temperature and air flow, and dis-

tance between furnaces. As this was truly tacit knowledge, it was not easy to 

put into words how the many factors interacted in this understanding. So, 

because the simple rubric that color equals temperature was used to design 

the user interface, the result was an unused and unusable display that could 

not support the steelworkers’ knowledge or work practices. Ultimately, the 

new system was modified to include windows cut into the cover along the 

rolling track, so that the steelworkers could look in and see the state of 

steel. For me, a key point in this story is that the information-as-content 

(i.e., color equals temperature) did nothing to capture the actual knowl-

edge of the steelworkers, and the information-as-context (i.e., the ways in 

which the color of the steel changed in response to a combination of fac-

tors) was lost. By mediating between the skilled person and the industrial 

process, technology had distorted and removed most of what made the 
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process meaningful to the person. In terms of the irony of automation, the 

role of the steelworker had changed from one of actively monitoring and 

interacting with a process to one of passively monitoring a display in order 

to predict or guess when to intervene.

The redesign disrupted the ecological niche of the experienced steel-

workers and replaced the affordances that were meaningful in their 

human-artifact-environment system with new affordances in a new human-

artifact-environment system. The new system (with its color-coded visual 

display) removed them from the old system and lost the affordances that 

were meaningful to them. The solution was a clumsy attempt to refashion 

the original human-artifact-environment system (by cutting some holes 

in the guards over the rolling steel). In this example, the human had not 

been deliberately removed (designed out) of the process. Indeed, you might 

imagine that the design team had sought to do all they could to make 

sure that the role of the human was well catered to. Also, there was noth-

ing that looks like intentional effort to deskill. However, the new design 

changed the task-artifact cycle in such a way as to alter the human-artifact-

environment system and change the ways in which affordances arise.

From the “system” perspective advocated in this book, could we decide 

how “information-processing” gets shared between elements in the sys-

tem? This allocation of function problem (for ergonomics) indicates the 

challenge of deciding which actor (human or automaton) performs which 

function. From the 1950s, the allocation of function has often been con-

sidered in terms of HABA-MABA (“Humans Are Better At . . . / Machines 

Are Better At . . .”), which implies a clear-cut distinction between a set of 

functions that are best suited to humans (such as intuitive problem-solving 

or empathy) and a separate set of functions that are best suited to machines 

(like lifting heavy objects or performing millions of calculations). How-

ever, a little reflection tells us that there are many, many functions that do 

not fit into the neat demarcation between human and machine. In reality, 

what tends to happen is those functions that can be given to a machine 

(within budget and within the machine’s ability) will be given to it, with 

everything left over being given to the human. This leads to the “irony of 

automation” (see above). It is essential to design digital technology not as 

something that has humans as adjuncts but in terms of synergy.35 A compa-

rable argument has been made from the actor-network theory perspective.36 

Latour speaks of the “folding37” of human and artifacts such that they 
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create mutually sustaining relations. An implication of this “folding” is that 

assigning “agency” solely to humans in these interactions does not always 

make sense. For this chapter, we note that actor-network theory relies on 

an ontology in which humans and artifacts are inseparable. From this, an 

“affordance” (chapter 4) is an instance of the folding of human and artifact 

in specific environments—that is, an affordance is the possibility for use of 

an artifact and this possibility is realized through the interaction between 

artifact and human in an environment. As a consequence, it is more useful 

to think of affordances not in terms of their meaning but in terms of their 

action potential (or their “behavioral meanings”)—in other words, to focus 

on information-as-context rather than on information-as-content.

Agency and Artifacts

In some instances, the software agent might have a physical manifestation. 

This could take the form of an intelligent digital assistant that responds to 

our spoken requests by playing music, giving spoken responses, or manag-

ing other devices in our environment (such as changing the room tempera-

ture or lighting, opening curtains, changing music volume, and the like). 

In related research, “chatbots” allow us to converse (either through typing 

or speaking) to a computer agent (typically in a well-defined domain, such 

as learning about geography or math). Similarly, virtual avatars present an 

animated character on the screen that responds to our questions not only 

through spoken response but also with changing facial expressions. More 

advanced versions of this concept have the “face” projected onto a fully 

articulated robot. We might ascribe “human-like” abilities to these tech-

nologies (in terms of the ways in which they simulate human behavior), 

but when they behave in ways that are slightly different from our expecta-

tions, we encounter what has been termed an “uncanny valley.”38 In some 

instances this is simply a mismatch in terms of expected and actual per-

formance, as in  misunderstanding a question and supplying an errone-

ous response or presenting facial expressions that seem inappropriate to 

the context of the conversation. These effects can be quite subtle but will 

be sufficient to shift our interpretation of the “human-like” nature of the 

behavior; to use Heidegger’s phrase, the uncanny valley shifts these “vir-

tual agents” from being “ready-to-hand”39 to being “present-at-hand.” But 

there is a deeper sense in which the uncanny valley can be unsettling. This 
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is not only where we are “creeped out” by the behavior but also where we 

realize that the “agency” we have been attributing to these agents is not as 

complete as assumed. That is, we might have assumed that our intelligent 

digital assistant or the onscreen avatar was capable of anticipating what 

we had been requesting. For example, we might assume that (like humans) 

these “agents” could respond to the illocutionary force of a comment as 

well as direct requests. So, you might say out loud, “I wonder whether mum 

has gone to the garden center?” to your partner, and the “agent” might 

overhear and initiate a phone call, saying “Calling mum . . .”

One reason why we might ascribe agency to artifacts (beyond the fact 

that the design of digital artifacts like the ones in the previous paragraphs 

are meant to simulate this) relates to the media equation. This suggests that 

we have a tendency to anthropomorphize many of things in our environ-

ment, from our pets to our automobiles to photocopiers that don’t print 

when we want them to. But this also means that the notion of “agency” is 

more than simply the initiator of an action; rather, it becomes a question of 

how “cause-effect” relations (between an action and its outcomes) fit into 

the context in which these occur. As Latour observes, “The prime mover 

of an action becomes a new, distributed, and nested set of practices whose 

sum may be possible to add up but only if we respect the mediating role of 

all the actants mobilized in the series.”40

I like the suggestion from Andrew Pickering that there is a dance of 

agency between user and artifact because it helps clarify the idea that in 

these interactions there is a loosely coupled “system” that is dynamically 

changing.

In Pickering’s account of a scientist who conducted an experiment with a 

piece of equipment (a bubble chamber, perhaps like the one show in figure 

6.2), there was a continuous series of moves by the scientist, who “some-

times . . . ​acted as a classical human agent; then he would become passive 

and the apparatus took over the active role, doing its thing.”41 What this 

illustrates is the performative aspect of doing (in this instance it is doing a 

science experiment, but the point holds across any domain). We perform 

an action on an artifact and it responds; how it responds then influences 

the next action that we can perform. But how its responds is also influ-

enced by its properties (the material from which it is made) and its own 

environment (the various forces acting upon it). So, in a very real sense, our 

interaction is only partly about responding to the artifact and equally about 
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managing the behavior of that artifact in its context, or responding to it 

“doing its thing.” In this case, the artifact is, in Maturana’s terms “structur-

ally determined”:

If you push a button something happens—it washes, it glows, it plays music—

which is not determined by your pushing the button, but, rather, is triggered by 

the pushing of the button. . . . ​You do not instruct a system, you do not specify 

what has to happen in the system. If you start a tape recorder, you do not instruct 

it. You trigger it.43

Agency, Responsibility, and Theories of Mind

For many social scientists, “agency” evokes a capacity to act. Applied to 

artifacts, this requires either an internal drive (perhaps a motor, perhaps a 

processor that responds to different input) or an external force (perhaps as 

a physical force like gravity or perhaps a person, or animal, to act on it). 

Figure 6.2
Bubble chamber.42
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So, when you pick up a cup you provide the external force and when you 

drop it, gravity provides another force. To speak of the cup having “agency” 

might feel a little far-fetched (because one might assume that a capacity to 

act also involves sentience and intelligence and responsibility). So, how can 

there be a “dance of agency” (with its implication of reciprocity between 

human and artifact)?

How you reach for the cup, how you lift it to drink from, whether you 

perform another action (say, spill some of the contents to make it less full, 

or wait for it to cool down)are not simply matters of “making a decision” 

(in the sense of conducting some conscious calculation of risk to bene-

fit). Rather, you respond to the artifact in context, perhaps while simul-

taneously having a conversation with someone. More significantly, how 

you shape your hand in reaching for the cup and how you move your 

hand toward the cup already contain the decision that you’ve made. As 

your hand reaches out, it is oriented to support performance of a partic-

ular action. These “reach-to-grasp” movements are considered further in 

chapter 7. However, these actions do not seem to involve thinking in a 

information-processing terms; rather, they involve thinking in the physical 

sense of interactivity that is the root of the ideas in this book.

In terms of the relationship between technology and cognition, one can 

posit a “weak” and “strong” view of distributed cognition. A “weak” view 

might claim that what is being distributed is the collection of artifacts upon 

which the act of cognition can be focused. This would require artifacts to 

play a passive role in the process of cognition and for them to function as 

vehicles for the storage or representation of information. Thus, the design 

of artifacts that are used in a work environment becomes changed by their 

use, and these changes provide cues for subsequent use.44 The artifacts allow 

users to off-load information45 and also provide a record of previous activ-

ity. In this version, the objects have their states altered by the actions that 

their users perform on them, for example, through note-taking, folding, or 

other markings. A “strong” view of embodiment might posit that it is the 

tasks involved in cognition that are being distributed. In order to accept 

the “strong” view, one must accept that “cognition” take place outside the 

head. If this is true, then many programmable artifacts (whether physical 

devices such as calculators or software “agents”) can be claimed to be capa-

ble of cognition, as we saw from Dennett’s arguments earlier in this chapter.
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Introduction

As shown in chapter 6, concepts derived from a broad appreciation of 

“embodiment” have made inroads into the discipline of human-computer 

interaction (HCI). The ways in which the various flavors of “embodiment” 

have been applied in this field are instructive, and they echo work across 

other design domains. Broadly, “embodiment” in HCI relates to the man-

ner in which humans engage in physical interaction with artifacts and their 

physical surroundings. At one level, this concerns the design and develop-

ment of tangible user interfaces discussed in chapter 6. As I noted, there is 

less work that has an obvious link to radical embodied cognitive science 

(RECS), particularly in terms of understanding the dynamics of continual 

reciprocal engagement within the human-artifact-environment system. 

RECS offers the potential to provide an account for ontology and episte-

mology in HCI (and interactions with other artifacts).

Within a human-artifact-environment, the environment can be char-

acterized as a set of features, and a subset of these features will be salient 

to an individual’s task ecology. In the information-processing approach, 

salience relates to information-as-content (where features are selected on 

the basis of their meaning). In contrast, perception-action coupling empha-

sizes information-as-context. We have considered how Newell’s notion 

of organism, task, and environment constraints (discussed in chapter 3) 

might influence this notion of salience, and RECS can provide the frame-

work within which to consider how salience is defined within the human-

artifact-environment system. Moreover, salience relates to the objective that 

the system is optimizing (or satisficing). From an information-processing 

7  Recognizing Activity and Intent
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perspective, the “objective” could be a predefined “goal” that the human 

(as “intentional agent”) is seeking to achieve. In terms of computer recogni-

tion of activity or intent, we might define the objective in terms of param-

eters for a Markov decision process, or “reward function” in reinforcement 

learning, or “priors” in a Bayesian model. In these instances, the computer 

will be seeking to optimize these values, possibly in terms of encouraging 

or discouraging particular actions. We discussed, in chapter 6, the notion of 

“agency” in interaction between human and technology and suggested that 

either the human is in charge, as the “intentional agent,” or the computer 

is in charge, optimizing specific parameters. However, this contrast relies 

on an assumption that there is a directed relationship between human and 

computer which is contrary to the system perspective taken in this book.

Within the human-artifact-environment system, certain interactions 

will be possible (between human-artifact, human-environment, artifact-

environment), and the outcome of these will create “states” in which the 

system is stable. These stable states represent objectives for the system (in 

dynamic systems terms, these are “attractor states” in which the system 

is most likely to rest). In this way, activity involves seeking a stable state 

(as opposed to seeking a defined goal). Of course, the stable state might 

correspond to a goal but the point of this description is that (just as we saw 

in chapter 3, Suchman suggested that plans can be situated, i.e., discovered 

opportunistically in the ongoing, reciprocal interaction), so dynamic systems 

show how stable states can be “discovered” through activity. The transition 

from one state to another will be determined by the constraints that apply to 

elements in the system and their interactions. RECS provides the framework 

for the ways in which these constraints affect activity. From the proposal that 

a designer should understand the ongoing, reciprocal engagement with the 

environment and that the environment offers a “landscape of affordances,” 

an account that follows RECS should be able to reflect the richness and com-

plexity of such interactivity. To begin the discussion, I consider the simple 

activity associated with reaching for artifacts to pick them up.

Reaching for Artifacts

People respond to affordances “automatically,” with little conscious aware-

ness of the features to which they are attending.1 So, how is information 

acquired and used, in relation to affordance? In a series of neat experiments, 
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Tucker and Ellis presented people with images of handled artifacts (say, a 

saucepan) and asked them to press a button with their left or right hand, 

depending on whether the image was inverted or not.2 Irrespective of deci-

sion (inverted or not), response times were much faster when the handle of 

the artifact pointed toward the hand required for the response. The impli-

cation was that the orientation of the handle “primed” (that is, preacti-

vated) movement of the hand that would be used to grasp the handle, and 

subsequent studies replicated this effect.3 This suggests that the presence of 

an artifact that could be grasped initiates activity that would support grasp-

ing. It is a moot point as to how fine-tuned this relationship might be.

Reach-to-grasp movements are adapted to artifact properties. That is, 

the manner in which reaching is performed is affected by the artifact’s 

width, weight, and slipperiness and by the subsequent action. The distance 

between thumb and fingers changes depending on the type of artifact that 

we will grasp. What is apparent from many of these studies is that there 

is a commitment to a specific form of grasp (as evidenced by the orienta-

tion of the hand and by the width between thumb and fingers as the hand 

approaches the artifact). A series of experiments have shown that it is pos-

sible to adjust this commitment during the performance of the action. This 

adjustment could involve the person reaching for an artifact and avoiding a 

set of distractor artifacts,4 which slows movement time, or cuing a person to 

reach for an artifact in a specific location, and then changing the cue dur-

ing their movement toward that artifact so that they need to change move-

ment to a new location.5 In anticipation of subsequent action, people adopt 

uncomfortable postures because they are seeking comfort in an end state 

(wine glasses) or in order to exert maximal torque (faucets).6 Thus, the type 

of grasp to make when reaching for an artifact adapts to the relative weight 

given to artifact size, temperature, handle orientation, distance from the 

person, and so on. One implication (which reiterates points raised earlier 

in the book) is that we ought to attend to the most salient (rather than all) 

the available features, and that selection of features could be influenced by 

action pattern (in a reciprocal manner to the action pattern being influ-

enced by the attended features). This ability to adapt movement, posture, 

and grasp according to the properties of the artifact or the demands of the 

task suggests that there is a process by which the exploration (of available 

features) occurs in an optimal manner—it doesn’t make sense to assume 

that every detail is extracted and processed prior to performing an action. 
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In the simple act of reaching for an artifact, “decisions” are made and 

amended rapidly. For some researchers, this suggests that we have sophisti-

cated “feed forward” control systems, in which a model of the world is used 

to plan and then guide our movements in the world. Other researchers take 

a very different perspective, arguing that our actions are model-free and 

that we respond to opportunities offered by artifacts in the world. It is this 

latter perspective that is most aligned to the claims made in this book. But, 

as figure 7.1 indicates, it can be challenging for a computer (using cameras 

to provide data) to determine that a person is reaching for a jug; it can be 

even more challenging for the computer to predict why the person is reach-

ing for the jug or how this jug will be used.

Not only can we respond to the affordances of physical artifacts in antic-

ipation of acting on them, we can also respond to the affordance of mov-

ing artifacts. A well-known example of this is the “outfielder problem,”7 

which relates to the challenge of catching a ball hit into the air. In order 

to catch the ball, you need to position yourself at the most likely point 

Figure 7.1
A computer’s view of a person reaching for a jug.

Downloaded from http://direct.mit.edu/books/book-pdf/2246864/book_9780262369886.pdf by guest on 03 October 2024



Recognizing Activity and Intent	 133

to intercept it as it drop. The mathematics required to do this—direction, 

velocity, angle, and so on—are not beyond the ability of the average high 

school student,8 but, as with many of the points in this book, the ques-

tion is not whether are we capable of doing such calculations but whether 

we do these, as a matter of normal activity, or something else. There is 

plenty of evidence to suggest that, rather than performing complicated cal-

culations, we employ strategies that rely on the visual relationship of the 

ball to catcher such that the ball appears to fly in a straight line9 or to fol-

low a constant velocity.10 In either case, we are exploiting the optic flow in 

terms of a specific outcome in order to apply a simple (nonmathematical) 

adaptation to the visually perceived movement of the ball. These examples 

highlight the importance of considering the changing relationship between 

ball and catcher in the environment with the outcome being a “state” in 

which human (catcher)–artifacts (ball, catcher’s mitt)–environment (sports 

field) be one of equilibrium—that is, ball in catcher’s hand on the field. 

The “other states” of this system (e.g., the ball is dropped, the catcher runs 

into another player or advertising hoardings, the catcher trips, and the 

like) indicate the need to coordinate movement in order to achieve one 

outcome rather than others. The ‘fly-ball’ examples also illustrate the pro-

posal that the “states” of the “system” can be important in defining the 

outcome (and provides a way of thinking about “intention” and “anticipa-

tion”). This implies that the action will be constrained by what constitutes 

a catch, which will be governed by the social conventions surrounding a 

particular sport, which constrain the types of actions that can be performed 

and the types of artifacts that can be used. One could imagine how differ-

ent definitions of “catch” could result in different designs for gloves—for 

example, a “catch” might require the ball to firmly grasped by all fingers 

of the hand, in which case the glove would need to be fitted to allow each 

individual finger to move, or a “catch” might require the ball to be held in 

a container, in which case the glove would need to incorporate a receptacle 

that can hold the ball and need not separate the fingers. The contemporary 

baseball mitt is closer to the latter than the former but is still recognizable 

as a “glove” into which fingers are fitted. How these different glove designs 

define the concept of “catch” depends on the affordance offered by the 

context in which the human-artifact-environment system operates. That 

is, the human has capabilities (from prolonged experience of the sport) and 

wears the artifact (glove of particular design) in an environment (defined 
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by both the physical ball park with the moving ball, other players, specta-

tors, and so on, and the social conventions surrounding the sport, such as 

the rules) with the objective of having the ball end up in the glove.

The idea that we respond to patterns of environmental features is not 

simply to claim that animals (including humans) are “programmed” to 

respond to aspects of the environment around them. This would return us 

to “behaviorism” and its reductionist view of human ability. Rather, RECS 

recognizes that the salience of information defined by environmental fea-

tures depends on the capability of the animal. For example, bees are able 

to see light in the ultraviolet spectrum, and flowers possess ultraviolet pat-

terns. That is to say, flowers “mean” nectar to the bees, not because of 

some interpretative act but because of the complementarity between the 

capability of the bee and the property of the flower. While this might seem 

obvious, it leads to the radical proposal that the “interpretative act” that 

is the root of semiotics might be less about cognition (and information 

processing as interpretation) and more about complementarity. It might 

be, for instance, that seeing the artifact is sufficient to activate regions of 

the motor cortex associated with actions that could be performed with that 

artifact, and the immediate visual information from the environment is 

used to tune the subsequent action. From the perspective of enactive or 

embodied cognition, the “knowledge” that the person would draw on need 

not be represented in the form semantic knowledge of artifacts, but rather 

would take the form of a filter that actively selects “salient” information 

(however that is defined) from the environment.

From a RECS perspective, the relationship between a person’s prior 

experience, the actions that they can perform, and the environment in 

which they perform these actions (which, of course, includes the artifacts 

being used) combine to form the perception-action coupling that under-

pins affordance. In other words, affordance arises out of an interacting web 

of relations. “Affordances are neither properties of the animal alone nor 

properties of the environment alone. Instead, they are relations between 

the abilities of an animal and some feature of a situation.”11 Affordances 

thus arise through relations in human-artifact-environment systems, rather 

than existing as discrete properties of any constituent component or as the 

outcome of some interpretive act. In other words, affordances represent 

stable states in the human-artifact-environment system, and, in order to 
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define these stable states, we need to understand how the dynamics of this 

system are managed. RECS uses dynamic systems methods to do so.

In broad terms, the dynamic systems approach provides a mathematical 

basis for describing human activity. Much of the fundamental work in the 

application of dynamic systems to human activity is based on simple pat-

terns of movement. This is for two reasons. First, the mathematical descrip-

tions and analysis become increasingly challenging when we move to more 

complicated patterns of movement. Second, many of the underlying mod-

els can be characterized as coupled oscillators. The reason for the latter 

is both empirical (certain types of movement and certain types of neural 

activity can be described in terms of time-varying activity, e.g., rising and 

falling in signal strength) and theoretical (oscillators tend to have nonlinear 

relations to each other such that their dependencies are definable but not 

predictable). As an example, a classic demonstration of dynamic systems 

involves the simple action of tapping your index fingers on a table.12 Begin 

by slowly alternating between right and left fingers to tap in sequence, and 

then speed up to as fast as you can. For most people, at some point the two 

fingers more together. That is, you begin by deliberately tapping out of 

phase but as your speed up, tapping becomes in phase. In terms of dynam-

ics, this “system” has an order parameter that is defined by phase. Thus, 

the “system” has a tendency toward order in two states: fingers moving 

out of phase or fingers moving in phase. An interesting finding (typical of 

nonlinear dynamics) is that the transition from in-phase to out-of-phase is 

abrupt. That is, the transition between the two states of the order parameter 

is not gradual but happens suddenly. To appreciate these order and control 

parameters, we need to look at the basics of control theory.

Control Theory and the Human-Artifact-Environment System

If we begin with the view that activity occurs with the human-artifact-

environment system, the question is how do the various types of interaction 

produce outcomes and how are the interactions performed as efficiently as 

possible? One way of thinking about this, as we discussed in chapter 1, is 

in terms of coordinating the interactions so as to minimize the degrees of 

freedom (DoF) of the system. Accordingly, coordination can be thought of 

as the process of selecting as few parameters as necessary to manage. From 
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the theory of control systems (derived from cybernetics), we can say that 

the system defines an order parameter (which defines how well ordered, 

or stable, the system is in any given state) and a control parameter (which 

indicates the actions that can be performed to alter the order parameter). 

In this case, an order parameter could be a single variable or it could be 

the product of two or more variables, depending on how the system oper-

ates. In other words, the order parameter can be thought of in terms of the 

objective that the system is seeking to optimize (in line with our discussion 

in chapter 1). In the simplest version of this, a feedback loop compares 

the current state of the system with a defined level of the order parameter 

and calculates an error, which is corrected by performing an action. In this 

case, the aim of the system is to maintain stability (or homeostasis) in the 

face of disturbances arising from sources in the environment external to it. 

Systems of this type align nicely with the homeostatic models that Craik13 

proposed and that we considered in chapter 1. Rather than sampling the 

environment to create a model of it, the system defines a model based on a 

setting of the order parameter and its actions, are directed toward keeping 

the state of the system within the limits set by this model. Recall that the 

term “cybernetics” refers to a person who steers a ship, and you can read-

ily see how such a model can describe a simple process in which deviation 

from a defined course is minimized.

From dynamic systems research, control-theoretic models can describe 

how DoFs can be managed. One implication for RECS is that the solution to 

the DoF problem requires the definition of an appropriate order parameter. 

A point to note is that the state of the system (perhaps obtained through 

sense data) is not a mental model of the environment to be constructed but 

an error to be corrected either to maintain the current state or to ensure 

transition to another state. In biomechanics, this concept can be consid-

ered from two perspectives. In one, movement is considered in terms of the 

“product of force (kinetic) fields and flow (informational) fields” such that 

coordination emerges from dynamic environments.14 From this perspec-

tive, systems self-organize as they adapt to changes in the balance between 

internal (individual) and external (environmental) constraints. In the 

other, synergetics15 can be described in terms of variability and consistency 

in movement, as reflected by “dynamical equations.”

Given the range of actions that people could perform to achieve a specific 

goal, there is a Degrees of Freedom (DoF) problem (outlined in chapter 1). 
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An elegant solution to DoF is proposed by Bril,16 who follows Bernstein 

in proposing a hierarchical control model. In Bril’s approach, functional 

(order) parameters can be achieved through regulatory (control) param-

eters through which the person controls specific movement parameters. 

For instance, experts (flint knappers and stone bead makers) seek to hold 

the functional parameter (kinetic energy) constant when they use different 

types of hammer or material, while novices vary kinetic energy with differ-

ent types of hammer. Recently, we applied this finding to the comparison 

of jewelers performing simple sawing tasks, showing how experience relates 

to the grip force applied to the handle and to the velocity of the saw blade 

during cutting.17 As Bernstein noted, it is important to incorporate feed-

back into the closed loop control of motion, in terms of the interaction 

between person and environment. This feedback can be seen as a means 

of managing the dynamics of the human-tool-environment system. Rather 

than considering movement as the enactment of a program or schema, an 

alternative view is to consider the control parameters that need to be opti-

mized. Thus, an optimal control model would seek to determine the “cost 

function” that is being minimized while allowing the goal of the move-

ment to be achieved. Bernstein spoke of coordinative structures in which 

combinations of muscle activation become associated with specific move-

ments in levels of synergy.

From these basic control-theoretic or comparator models, we can draw 

several conclusions that inform RECS. The first is that there is no need for a 

central “controller” to manage interactions because feedback loops between 

the system components will allow the output of one component to affect 

another. At some point, discrepancies between elements in the system will 

decease, and the system will be in a state of equilibrium. That is, through 

these feedback loops, the system self-organizes. The feedback loops create 

a circular causality in which prior states of components lead to hysteresis 

(literally “history matters”), but once the system achieves equilibrium, this 

constrains the value of the order parameter and brings the other elements 

into defined interactions. As the feedback loops can change the state of 

the elements in the system, the initial state of the system is important in 

defining how interactions might develop. What is critical in this approach 

is that we are less concerned with discrete interactions between elements 

and more concerned with the overall activity in the system. In this respect, 

the objective can be defined by the order parameter. The set of possible 
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states in which the system is stable defines a state space. Moving from one 

state to another involves a phase transition, typically in response to an 

external change and typically in a way that is abrupt. As control param-

eters change, so the system shifts from one state to another. As the order 

parameter changes, the probability of moving to (or away from) a specific 

state increases. This means that one can consider these states in terms of 

attractors and repellents that pull the system toward (or push the system 

away from) parts of the state space. If we think of speed-accuracy trade-offs 

in a reaction time experiment (where you emphasize speed of response or 

correctness of response), the order parameter (time to respond to a signal) 

depends on two control parameters. We might claim that a strategy (favor-

ing speed or accuracy) involves a phase transition that emphasizes one con-

trol parameter over the over.

Kalman Filters

Control-theoretic models of human activity were the direct descendants of 

cybernetics, in that they were feedback loops in which a servomechanism 

corrected movement in response to deviations from a defined path. As an 

example, imagine steering a car on a winding country road. Assuming that 

there is no other traffic or other obstacles, you could perform this activity 

by looking at the road ahead and making small corrective adjustments to 

the steering wheel to keep the car in the center of the lane in which you 

are driving. If this was all that driving involved, a basic servomechanism 

would be sufficient. Of course, we do not believe that this model describes 

driving because we typically have to attend to more things than the empty 

road ahead of us. However, as an initial example, this gives a flavor of basic 

cybernetic, closed-loop control.

Among the problems with the simple closed-loop servomechanism pre-

sented here, one of the most pressing is the way in which it handles uncer-

tainty in the input signal. What you would not want was to drive the car 

by swinging the steering wheel in response to any perceived change in the 

environment. Not only would such control by ineffective, it would also be 

really uncomfortable for you and your passengers. So, this requires a way 

of deciding whether or not to react to changes in the input. A common 

approach to modeling manual control (at least for this sort of “tracking” 

task) involves the use of Kalman filter. The purpose of the Kalman filter 

is to reduce uncertainty in the input signal. In this case, the “controller” 
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samples the environment and issues a control signal to maintain the state 

of the system within acceptable limits. For driving, “acceptable limits” will 

be defined by the position of the vehicle in its lane; if the road curves, 

then the vehicle needs to turn to keep in the middle of its lane. Samples 

from the environment could be affected by uncertainty (perhaps it is twi-

light or foggy or raining, so the road ahead is not so easy to see clearly). 

The “controller” needs to decide the degree of confidence to give to each 

sample before it issues a control signal. If the input signal has high levels 

of uncertainty, and the controller responds to all samples with equal con-

fidence, this could result in very jittery control. Consequently, the Kalman 

filter compares each sample with an expected signal. The expected signal 

reflects the average of prior samples (as the input signal) and the current 

control signal. The decision to change the control signal depends on the 

confidence given to the input or output signals, together with the rate at 

which the samples were obtained in order to define and correct “error” 

(between input and output).

What is particularly important for a Kalman filter control system is 

to have a continual stream of information on which to base its analysis. 

Indeed, if there is no new information (either because the input signal 

has stopped completely or because there is no change in the input signal), 

then the controller becomes very sluggish in its response (because it can-

not detect the error signal that it requires or because any new information 

might require a large adjustment). Thus, one might expect that the brain 

(if it behaved like a Kalman filter) would be continually sampling the envi-

ronment, adjust body posture or move sensory organs to provide an ongo-

ing stream against which it could update and maintain its model. Without 

committing to any claim that the brain is a Kalman filter, it is worth noting 

that the saccadic movement of the eyes18 or a phenomenon such as pos-

tural sway19 indicate a continuously varying input.

For me, the Kalman filter, as an error-correcting servomechanism, pro-

vides a simple analogy for how the brain might be for “coping not copying” 

in its interactions with our environment. I use an analogous argument to 

explain how the concept of recognition-primed decision-making (central 

to naturalistic decision-making) could be described as a closed-loop control 

system, so that it did not need recourse to schema or mental models.20 

What these mechanisms suggest is that (certain) activity can be described 

in ways that allow accurate prediction and that have no need of a mental 

model of the environment. Rather, they rely on models that reflect the 
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“relation-structure” that Craik described (see chapter 1). The idea that 

the environment provides an “input signal” to a controller is not so far 

removed from the perception-action coupling of Gibson. However, the 

analogy of a servo-mechanism might feel dangerously close to a totally 

mechanistic (or worse, behaviorist) account of human activity; it might be 

acceptable to think of machines or robots as behaving in this manner, but 

how well does this fit with human behavior (especially if we want to cap-

ture “cognition” and “creativity”)? Equally, is there a risk of replacing one 

form of internal representation (mental models and the like) with another 

(probabilistic or other weighting of salience)? Before answering this, I want 

to pose a counter-question: If one accepted that the information-processing 

metaphor (with all of the attendant baggage that I challenged in chapter 

1) could describe how the brain functions as a “copying” machine, why 

balk at the suggestion that servomechanisms can be provide a metaphor for 

the brain as a “coping” machine? Both approaches (information-processing 

and servomechanisms) are reductionistic, both are based on machines, and 

both are intended to guide thinking through metaphor, and yet, only (I 

suggest) the servomechanism and its related concepts provide opportunity 

to rigorously describe how activity might be coordinated. I say this because 

the information-processing approach has a tendency to reduce itself to a set 

of interconnected “boxes” (describing particular functions), in a “produc-

tion line,” with an over-reliance on assumptions about what “information” 

is being “processed.” A Kalman filter replaces the “production line” with a 

neater system that adapts to changes in the environment without the need 

for multiple stages of translation of “information.” What a Kalman filter 

does not tell us is how features in the environment have salience. Kalman 

filters assume that the input is in a defined format (which is why a “track-

ing” or “steering” task is a useful way to conceptualize it). Nor do they tell 

us how the output (the actions we perform) adapt to environmental, task, 

or human constraints. To consider these issues we need to be able to define 

salience of cues and to define how the system manages its objectives.

The Bayesian Brain

One could characterize information-processing approaches to cognition as 

saying that cognition causes action. Indeed, there is so little consideration 

of action in a conventional information-processing experiment that the 
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response a participant makes is often reduced to pressing a button. How-

ever, as we saw earlier in this chapter, even the act of pressing a button 

can be primed by the action context in which it occurs (i.e., pressing a 

button that is on the same side as a handle on an image results in faster 

response). This suggests that cognition and action must be more closely 

intertwined than most theories of cognition assume. Early accounts of 

action assumed a close-loop relationship between the brain and the envi-

ronment. William James, for instance, used ideomotor theory to account 

for the ways in which humans learn to control activity.21 Babies kick and 

wriggle and through these seemingly random movements begin to sense 

differences in afferent information, which, in turn, become available to 

perception and result in association between a specific movement and spe-

cific neural patterns. This is the basis of Hebbian learning, in which neural 

pathways become entrained and reinforced through the practice of specific 

movements. When the specific movement is required at a later time, these 

pathways become reactivated (assuming that they have sufficient resting 

potential and that they continue to be primed). While this process might 

account for our ability to perform specific movements, it does not seem 

to say anything about cognition. However, this misses the point that such 

learning creates the ability to intentionally perform action—although, of 

course, there is still the feeling that the input to this intentional control 

comes from some “cognitive” activity.

One way of conceptualizing a closed-loop control for human action is 

to use the Bayesian brain approach,22 which assumes that the brain does 

not act as a passive filter; rather it (1) has a set of probabilistic models, 

“Bayesian beliefs,” of the sources of information available to the senses, and 

(2) uses these “beliefs” to make predictions about how the information will 

change. As soon as there is a discrepancy between the prediction and the 

information, there needs to be either an effort to collect more information 

or to change the beliefs. There are some similarities between the manner in 

which the beliefs are used to define sources of information and a Kalman fil-

ter discussed previously and the manner in which these beliefs are updated 

and the Brunswik lens model discussed in chapter 3. To a great extent, the 

problems associated with the Brunswikian model apply to the Bayesian 

brain concept (i.e., an assumption that the world is sampled in terms of 

internal states and that these internal states are used to determine action). 

On the other hand, one could interpret the Bayesian brain in cybernetic 
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terms as an example of Ashby’s law of requisite variety (in that the Bayesian 

beliefs should be sufficiently complex to create expectations of the state 

of the environment relative to a person’s actions). Indeed, in the Bayesian 

brain literature, there is assumed to be a “Markov blanket” in which a given 

state can be predicted because the model contains sufficient states to make 

such a prediction. A potential problem here lies in the scope of the blanket; 

as with the law of requisite variety, there is an implication that the “model” 

can contain all possible states that the system will encounter. In a cyber-

netic system, say, geared to managing temperature or water pressure, one 

can imagine that a finite set of states can be defined, which are sufficient 

to explain activity (and even here, one probably needs to have a couple of 

“wild-card” states to reflect unusual causes of puncture or damage to the 

pipes or damage to heating elements). But would one commit to the idea of 

a sufficient “model” for the brain in its interactions with the environment?

In a Bayesian description of brain activity, beliefs are specified in a hier-

archy of layers in which high-level goals are defined as the prior probabili-

ties, which then influence lower layers (Friston claims that this hierarchical 

structure can be found in the cortical structure and that it involves the 

activity of pyramidal cells).23 Sensory information can be broadcast across 

the brain, and this requires adjustment (of the gain of channels over 

which the information flows) so that specific prediction errors can be man-

aged. Consequently, optimizing the operation over the different layers 

can involve seeking and reconciling error between what is expected and 

what is observed. Such adjustment involves a process in which prediction 

errors are minimized by either updating the priors or by seeking additional 

information—that is, “active inference” is performed to guide sensory activ-

ity to reduce such errors. Consequently, this approach has also been termed 

“predictive processing.”24 The overarching goal of this activity is to main-

tain the brain in a state in which entropy is as low as possible (in other 

words to avoid increased entropy or “surprises” arising from uncertainty).25 

As soon as entropy increases, actions are performed to collect more sense 

data (or, by analogy with control theory, to modify the order parameter), 

which is used for comparison. Given that collecting data (or modifying the 

order parameter) can have associated costs, a further goal is to ensure that 

such costs are minimized.

This Bayesian brain approach describes some aspects of the ongoing 

reciprocal engagement between human and environment in terms of 
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continuous perception-action cycles in which the order parameter of the 

system in defined in terms of sense data. As with our previous discussion of 

multiple objective optimization (in chapter 2), we can assume that there is 

a large number of states in which the brain can operate, but that its state at 

any given moment will be defined by a much smaller subset of states (with 

the aim of maintaining equilibrium or homeostasis as far as is practicable). 

If there are prediction errors (due to a mismatch in the current level of 

the order parameter or to sudden changes in the environment), these will 

increase entropy and cause homeostasis to be disrupted.

The Bayesian brain system seeks to manage “free energy,” which, from 

information theory, means that the brain seeks to minimize any discrep-

ancy between belief and sensory information in order to keep the long-run 

average surprise (unexpected or out-of-model) events as low as possible.26 

Free energy depends on incoming sensory signals, conditional expecta-

tions, and a model that relates conditional expectations to states of the 

world. This results in a scheme in which conditional expectations are 

replaced by sensory signals and the model is updated. The error (between 

prediction and model state) then informs the resulting response. From this 

perspective, perception is not a process of creating mental model that con-

tributes to cognitive processing, but a means of managing sensory informa-

tion within constraints set by the prior probabilities of information in the 

world that the brain is configured to respond to. Action, from this point of 

view, becomes a way of either updating these prior probabilities or seeking 

further sensory information. Accordingly, the purpose of cognition is to 

maintain homeostasis of activity in response to salient information.

The Bayesian Body

The Bayesian brain hypothesis provides a way of theorizing how affordance 

operates and an elegant set of testable hypotheses about how the choice 

between seeking further information or performing an action is made. At 

present, the Bayesian brain (and predictive processing) seems to situate all 

of the activity in the neural architecture of the brain and to rely on data 

from brain imaging to provide support to the argument. From an enac-

tive and embodied perspective, this is troublesome because it offers little 

opportunity to include the body in the theory.27 One approach would be to 

align a Bayesian brain approach with sensorimotor contingency theory.28 
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In this approach, the environment acts as the “external memory” from 

which to derive action. Sensory signals correspond to actions in this envi-

ronment such that “rules or regularities relating sensory inputs to move-

ment, changes and action.”29

If one accepts that prior probabilities of perception-action pairings are 

adapted as features are attended to (and that some of these priors persist, 

perhaps as resting activations, between situations), then one could also 

accept that, by analogy, resting activations exist for the body. In a sense, 

this is what Bernstein meant by coordinative structure (see chapter 1). As 

an athlete or craftworker repeats a particular action, so the musculoskeletal 

system becomes tuned to that movement. In other words, “goals make per-

ception enactive.”30

As activity is performed, the interactions between elements in the coordi-

native structure vary, depending on the way in which the structure is being 

controlled and the way in which it is affected by the environment around 

it. This notion frames the point made by Ingold that there is a moment-

by-moment, stroke-by-stroke variation in the tool-wielding movements of 

the skilled craft-worker.31 In this way, one can consider activity in terms of 

softly assembled systems in which activity is contextually constrained and 

embodied and in which repetitive actions share a “family resemblance” but 

exhibit variability. Local interactions among embodied processes on differ-

ent timescales weave the intrinsic fluctuations of the component processes 

into a coherent fabric of flux, despite inherent tendencies of the different 

processes to vary at their own different rates (on their own timescales). In 

other words, the challenge for understanding activity is less one of under-

standing discrete actions and more one of understanding the ways in which 

activity balances between consistency and variability, which is what Bern-

stein defined as “dexterity.” In other words, skillful coping is not simply 

a matter of performing an action but rather is about acting in order that 

the human-artifact-environment system reaches a state that matches an 

objective, or an order parameter. As each element in the system might be 

subject to change, there is a need to adapt to change. Such adaptations, 

in dynamic systems terms, can be considered in terms of changes to the 

human-artifact-environment system, which can be measured in terms of 

stability or instability of the system. Measures of stability, over time, are 

derived from various definitions of entropy. When a system is stable, it will 

be low entropy. “Competitions among local rates of change strike a precise 
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balance with globally emerging cooperative activity. In the precise balance 

of (or near) the critical state, they produce a long-range correlated, aperi-

odic pattern of change or flux in behaviour.”32

With entropy analysis, we are in a better position to understand the 

underlying dynamics of activity. One approach is to use 1/frequency (1/f), 

which describes the fluctuations in time-varying data between highly pre-

dictable and totally random. In other words, it provides a measure of the 

underlying stability of the system that generated the signal. What makes 

this measure interesting is that many phenomena produce time-varying 

data that at local levels appear random, but that over longer timescales 

show repeatability. From this, 1/f scaling can also be considered in terms of 

long-term memory in signals. The reason why this is of interest to dynamic 

systems models, particularly in terms of human activity, is that it allows 

us to make sense of activity that might look unstructured or random on a 

moment-to-moment basis but that demonstrates a repeating pattern over 

many instances. To take a simple example, recall the reaction-time experi-

ment in which you have to press a button each time a light turns on. Your 

time to respond (“reaction time”) is a standard metric for a host of cognitive 

studies. Usually, the results of thousands of trials will be collected, and the 

average (mean) and variability (standard deviation) reported. What these 

statistics do not reflect is the way in which your attention (and enthusiasm) 

for the task might wax and wane, particularly over thousands of repetitions. 

If, instead of averaging reaction times, we treated these actions as a series of 

events over a time period, we can explore the strategy that is being applied.

Such 1/f scaling can be applied across different cognitive tasks to indi-

cate a “softly assembled” system by focusing on interaction-dominant 

dynamics (in which component dynamics alter interactions) rather than 

component-dominant dynamics (in which behavior arises from compo-

nents, demarcated and assigned specific functions).33 In part, 1/f scaling 

reflects the motor component of the activity being studied and the abil-

ity of people to adapt to situational demands as embodied systems. For 

example, hand-mouse coordination in a simple video game exhibits 1/f 

scaling during normal operation but not when the task is disrupted.34 This 

result indicates that during normal operation hand-mouse control can be 

described as an interaction-dominant system. Applying this concept to jew-

elers, 1/f scaling can distinguish skill levels in the use of jewelry saws.35 In 

addition to dynamics being detected in physical performance, these are 
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also apparent in cognitive and perceptual tasks. 1/f scaling has been shown 

in cognitive tasks,36 and dynamic systems measures can be applied to reac-

tion time experiments37 and problem solving.38

Computer Recognition of Human Activity

The ability of computers to recognize and respond to human activity has 

grown dramatically since the 1990s. In this section, by “human activity” I 

mean speaking and moving. The proficiency of speech-recognition tech-

nology and wearable fitness monitors is such that these have now slipped 

over from being technology (with all its implications of the magical and 

beguiling) to the status of a commodity (so quotidian that we barely notice 

or question it operation—until it goes wrong). When I was doing my PhD 

on speech technology in the 1980s, the majority of speech-recognition 

algorithms (particularly for commercial applications) would use a limited 

number of words and a highly restricted syntax for combining these words, 

often requiring a period of “training” so that the device could modify its 

models to your manner of speaking. Most of these devices seemed to favor 

a sort of transatlantic English and struggled with pronunciation or accents 

that deviated too far from this.

Even with the major leaps in algorithmic complexity, both speech tech-

nology and wearable devices are essentially signal-processing devices. That 

is, the basic challenges in their operations arise from the collection, clean-

ing, and analysis of data from their sensors (microphones, inertial mea-

surement units, and so on) so that these data can be used to create models 

against which new signals can be compared and classified

For the most part, speech- and activity-recognition technologies are 

concerned with isolating discrete “units” (e.g., words, actions) from the 

continuous stream of data coming from the sensors. One might assume 

that, for speech, the unit could be human-scaled—for example, a word. 

Unfortunately, defining such units at the “word” level tends to produce 

quite poor performance. This is partly because isolating words as discrete 

units can be challenging; in speech, words overlap and run into each other. 

This leads to problems of “end-point” detection (where each word begins or 

ends). The acoustic parameters of the signal can be affected by “linguistic” 

context (the words before or after it) or the “extra-linguistic” context (the 

emotional state or age of the speaker, the background noise). Noting that 
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few speech-recognition systems make use of detailed semantic knowledge 

(they are, as we noted above, sophisticated signal-processing systems), these 

problems are not dealt with through understanding the meaning of the 

words. Rather, speech technology (since the 1990s) has focused on “units” 

that can be assumed to be fairly stable, or at least to have variability that 

can be predicted. To this end, the “units” are phonemes (or the acoustic 

equivalent: sounds that can be labeled as phonemes), with statistical mod-

els defining the probability of phonemes being combined in sequences. 

This is the basis of Markov models, which heralded a step change in speech 

recognition in the 1990s and was the basis of many commercial systems. 

Recognition performance (particularly in a benign environment of the lab-

oratory) could reach above 90 percent in terms of accuracy—so you would 

have to repeat one or two words out of every ten. The advances in this 

technology over the intervening years have been remarkable, particularly 

with the widespread use of deep neural networks. In deep neural networks, 

the statistical patterns are discovered by computers through the correla-

tions between phonemes in massive corpora of speech. For the purpose of 

this discussion, it is sufficient to accept that speech recognition involves 

the definition of discrete “units” (phonemes), that these units are proba-

bilistically related to each other, and that all the information required can 

be obtained from the speech signal. Consequently, while the signal that 

this technology processes contains human speech, it is a moot point as to 

whether it “knows” that is dealing with “speech.” My point is that few, if 

any, of these technologies begin their analysis from an understanding of 

how a person produces speech.

The recognition of human activity (i.e., movement) can be performed 

either from sensors on the person or with cameras. For example, in the 

Microsoft Kinect a depth-camera captures the image of a person and this 

is translated to a point cloud that is matched to a skeleton model. As long 

as there is good alignment between point cloud and model, the person’s 

movement is recognized (so the avatar on the screen follows the move-

ments of the player). However, the alignment might not be perfect, and 

players often need to subtly change the way that they move in order to 

maintain alignment. A similar adjustment happens with speech technol-

ogy, such that speakers might alter their pronunciation or choice of words 

(particularly when the device has made a mistake). To date, much of the 

work using sensor data makes assumptions similar to those used in speech 
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recognition (not least because so much of the analysis of sensor data either 

uses statistical models, such as hidden Markov models, or uses deep neu-

ral networks). While the issue of whether speech technology knows that 

it is processing “speech” (noted above) does not affect its overall perfor-

mance, for activity recognition I think that are many unresolved issues. For 

instance, assuming that “actions” can be defined in terms of discrete units 

that are separable from the flow of activity is quite odd when applied to 

everyday settings. In some cases, say, counting steps on a digital pedometer, 

the model could be quite simple, as in defining a threshold for the signal 

to pass in order to count as a “step.” Having said that, step-counting based 

solely on sensor data is not as trivial as this implies. In particular, deciding 

when a step has been completed could involve reconciling more than one 

impact (heel striking, knee locking, weight transfer on to front of foot, and 

so on), depending on the way that a person was walking (particularly if 

this person was relearning how to walk following an injury or was wearing 

braces or calipers), and on the location of the sensor (in the shoe, on the 

waist, in the pocket, and so on). Furthermore, counting steps is only part 

of the analysis that one might wish to make—for example, analysis of gait 

might be more important, particularly in rehabilitation.

For basic activity recognition, action can be defined in simple terms of 

a threshold beyond which the incoming signal needs to pass (as in the 

example of step-counting). A more complicated approach might combine 

parameters from several sensors to cope with contextual factors that could 

influence the signal. In this “context-aware computing” the challenge 

is to ensure that data from all the sensors can be combined into reliable 

models. In almost all cases, however, the models have little need to know 

about how the signal was produced. That is, these technologies rely on the 

assumption that all the necessary information can be extracted from the 

sensor data. The sensor data are then used to create a model. The model is 

used to evaluate any future sensor data, labeled using the “units” to which 

the model has been trained. Of course, this is the same process that the 

information-processing approach to human cognition adopts. My claim is 

that neither speech or activity recognition nor the information-processing 

approach to cognition begins its analysis from an understanding of how 

people produce speech or action. That is, rather than engaging with the 

embodied nature of human behavior, these approaches assume that this 

behavior can be reduced to a discretized model.

Downloaded from http://direct.mit.edu/books/book-pdf/2246864/book_9780262369886.pdf by guest on 03 October 2024



Recognizing Activity and Intent	 149

Some people who develop wearable technology or activity-recognition 

algorithms might be affronted by my claim that they ignore embodiment. 

I can imagine them saying something like, our devices attach to the body so 

we must be doing embodiment, but, perhaps, the majority will shrug and say, 

so what? Why should technologies that respond to human activity need a 

concept of embodiment? For wearable technologies, the concept of “activities 

of daily living” is commonly invoked to define classes of activity into which 

patterns of sensor activation can be grouped. One reason why these tech-

nologies might benefit from a concept of embodiment is to enable them to 

achieve their aims of adaptation and personalization. Rather than detecting 

what action has been performed, they could ask how it has been performed.

Many algorithms used for activity recognition are based on normaliza-

tion of the data. That is, the models might identify statistical points of 

consistency, say, a central value in a cluster of similar data, and then create 

a boundary around this point to define an inclusion zone; any value within 

this zone would be treated as equivalent to the central point. So, if we 

give the central point a label, such as a particular phoneme or action, then 

any subsequent data that fall within the inclusion zone would be given 

the same label. By definition, this approach seeks to eliminate variability. 

In signal-processing terms, this makes sense because sources of variabil-

ity might include noise or other interference to the sensor data and this 

needs to be minimized to reduce recognition error. But recall that Bern-

stein’s definition of dexterity was based on adaptive variability in human 

actions. From this, it is unlikely that activity recognition, as it is currently 

performed, could adequately reflect the ways in which skills are learned (or 

lost). A common approach to “skill” (in activity recognition) is to define 

discrete levels, with a model defined from each level. While this aligns to 

signal-processing approaches, it does not align with theories of human per-

formance or skill acquisition.

A little reflection on the suggestion that “skill” can be discretely com-

partmentalized shows its failings. Skilled practitioners do not always do 

different actions than novices do, nor do they always perform tasks more 

quickly. Rather, a characteristic of skill is the seamless merging of tasks into 

sequences and the ability to rapidly adapt performance of a task to suit 

context or the ability to anticipate the needs to a subsequent action and 

adjust a current action accordingly. Treating actions as discrete units misses 

that seamless merging (unless, of course, one creates models that reflect 
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all possible combinations of sequence). If we do not use discrete units to 

define action,  then we shouldwe treat actions as sequences, in time-series, 

which returns us to our earlier consideration of dynamic systems.

Recognizing Actions and Inferring Thoughts

We are all familiar with “recommenders” on websites, which suggest that, 

as we have purchased product X, we might want to consider product Y. Early 

instance of these recommender systems were based on crude matching of 

purchases (which could often lead to peculiar recommendations). Contem-

porary versions incorporate more nuanced reasoning and more information 

(often obtained through “scraping” the records of your interactions on a 

variety of webpages or with credit cards or store loyalty cards). In this case, 

the recommendations are developed from a detailed “model” of you as a con-

sumer. While the idea of such models might be worrying (not least because 

we have little control over who is using our data and for what purposes), the 

point at issue here is how we are meant to respond to recommenders. For 

consumer decisions, these might be relatively benign (irritating but easy to 

ignore). However, there has been a growing class of recommender systems 

(often running on devices that we wear or carry) that are expressly designed 

to modify our behavior or change our habits. At present, these apps tend to 

be focused on health, particularly diet, exercise, smoking cessation, or medi-

cation reminders. These apps take data from sensors on the person (such as 

accelerometers or step-counters) and use these to provide motivational mes-

sages, or they have reminders programmed to occur at specific times, such as 

when to take medication. From the early 2000s, the input to the reminders 

comes from a broader range of sources; we have already considered location-

based adaptation, for one, and personal information assistants can adapt to 

our previous actions and preferences.

Do I wish to claim that these devices somehow “know” what you are 

thinking? This sounds pretty far-fetched, particularly when you consider 

the type of data that such a device might be collecting. But is the idea of a 

wearable device that is able to know what you are thinking (or “read your 

mind”) simply a matter of the type of data that it collects? In a sense, this 

is only a matter of refining the ways in which “recommender” systems cur-

rently work. After all, if you plug enormous quantities of well-curated data 

into deep neural networks, then some consistent and intriguing results are 
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inevitable. This is not a matter of opinion; it’s just math—but, of course, it 

implies a particular definition of “what you are thinking.”

Across much of cognitive science, “thinking” refers to purposeful, goal-

oriented activity (such as the problem-solving we discussed in chapter 2), 

rather than the tumbling chaos of chatter that might intrude on our quieter, 

less distracted moments. In other words, “thinking” is typically defined in 

terms of a goal or intention toward which action is directed, rather than the 

mudging of thoughts about relationships, finances, or what to have for din-

ner. There is good reason for this focus, in the cognitive sciences at least. If 

you are going to study “thinking,” then you need to know when it is happen-

ing, and, if you are running an experiment, you need to make sure that what 

is happening, happens in a similar manner to all the participants (otherwise 

you run the risk of the experiment being confounded by individual differ-

ences). In other words, thinking, for these experiments, involves the manip-

ulation of information-as-content. Even conceding a narrow definition of 

“thinking,” there remains a challenge of associating an action (or sequence 

of actions) with an intention and whether such an association necessitates a 

“theory of mind.” For some sequences, this could be a trivial challenge. For 

example, you fill a kettle with water and put it on to boil, then you open a 

cupboard door and take out a cup. From knowing the time of day and detect-

ing these actions (e.g., using data from sensors on the handle of the kettle 

and the cup, the door of the cupboard etc.), it would be probable that your 

actions will result in making yourself a cup of coffee—and your intention 

would be “make coffee.” At this level, talk of “thinking” might feel redun-

dant. More significantly, does the identification of a sequence of actions that 

can be associated with a known outcome actually signify intention? Before 

answering this, let’s add a further element to the activity. Suppose that, as a 

New Year resolution or on medical advice, you have decided to reduce your 

caffeine intake. As long as one of the next actions in the sequence does not 

involve taking the coffee jar from the cupboard, then we can simply switch 

the notion of intention to “make a hot drink” (at a higher level of definition) 

or “make a herbal tea” (at a lower level). The suggestion of higher- and lower-

level definitions implies a hierarchy of intentions (which can inform activity 

recognition by digital technology). But, let’s assume that you have picked up 

the coffee jar. The sequence of actions now points to an intention of break-

ing your resolution or ignoring medical advice. In this case, the device that is 

monitoring your actions could intervene, perhaps by activating a buzzer on 
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your wrist, perhaps by sending you a text message, perhaps by logging this 

intention, and sending a message to your physician. With this trivial change 

of context, this example has shifted to something that the reader might find 

more sinister. The shift has not come from a change in technology or algo-

rithm (in each case, sensors generate data that are interpreted by algorithms 

tuned to detect and respond to specific features); rather it has come from the 

change of emphasis from recognizing activity to predicting intention. In the 

first example, the algorithm defines a “goal” (i.e., a class of activity that is 

specified by a collection of actions). Pursuit of the goal could be supported 

by, for example, having the cupboard door handle light up to cue the person 

to find the cup. In the second example, the algorithm is evaluating the activ-

ity in terms of a value structure, in which the “values” represent social or 

other forms of interpretation of acceptability of an action. This returns us to 

the discussion, in chapter 4, about the politics of affordance. In this case, the 

“affordances” relate to the opportunities for action that the device is defining 

for a given context and raises questions of how we, the users of the device, 

can accept or dispute such a definition and what options are available to us 

if we do not agree with the device.

If we are not directly interacting (or even not interacting at all) with 

smart technology, how should we consider our relationship with it? It feels 

as if some of the traditional views that HCI offers become redundant, as do 

the options that an information-processing approach might suggest. For 

example, if the behavior of the smart technology is opaque, should we sim-

ply seek to make it “transparent”? There is a lot of interest in the question 

of “explanation” of the decisions made by complex artificial intelligence. In 

this respect, the problem (of transparency or explanation) becomes a matter 

of information-as-content. My problem with this is that we are probably no 

longer interacting with smart technology in ways that make explanation 

possible or plausible. Any “feedback” that the technology presents to us 

will, at best, create further demands on our attention and decision-making 

and, at worse, become confusing, misleading, and pointless. However, if we 

think about how people provide explanations, we might realize that they 

are every bit a matter of information-as-context: not only do we adapt the 

content that we provide to our audience, but this adaptation often unfolds 

and develops in our conversation with them.
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What is implicit in this chapter’s title (taken from the quotation under 

figure 8.11) is that there is great deal of trial and error in the continual engage-

ment between designers and their materials before “eventually everything 

connects” and a design classic such as the Eames chair (figure 8.1)2 is pro-

duced. The notion of continual engagement is at the heart of this book and 

underpins the concept of radical embodied cognitive science (RECS) it uses. 

By way of summary, I claim that it is important to adopt a systems view of 

interactions between human, artifact, and environment. This means that 

focusing exclusively on any one component or pairing will miss the subtle-

ties and complexities of these interactions. It also means that claims about 

artifacts becoming “part” of the person (or incorporated into their “body-

schema”) miss the point. Within the human-artifact-environment system 

the boundaries between components remain demarcated, but the borders 

that allow exchange of information and action are permeable, and this is 

what gives rise to synergies and interactions. Before proceeding, I want to 

point out that there is little in the discussion so far that requires us to 

focus exclusively on “digital technology.” All of the points that I have been 

making can apply equally to tools or to everyday artifacts such as kettles, 

jugs, and cups. When we pick up and use a physical artifact, we are part 

of a human-artifact-environment system. The artifact participates in inter-

action not only between it and the human, but also between it and the 

environment, and also mediates the interaction between human and envi-

ronment. During activity, this mediated relationship provides information-

in-context (in the form of feedback through various sensory channels) that 

8  Eventually Everything Connects
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can be used to regulate movement, maintain balance, correct for errors or 

deviations, and so on.

Creativity and Design

For Glaveanu, one of the most prescient writers on creativity in the 2000s, 

“Creative action is distributed between multiple actors, creations, places 

and times.”3 This idea implies the sort of “system” considered in this book 

and echoes an emphasis on the “organism-in-its-environment.”4 In terms 

of the human-artifact-environment system, much of the laboratory-based 

study of creativity has focused on the “human” and has had little con-

cern for the interactions between human and artifacts (or the roles that 

environmental, physical, and social factors play). However, a review of 

Figure 8.1
Eames Chair. Charles and Ray Eames were “able to make plywood bend to their will 

and yield the iconic Eames chair. Not in one week however. From alpha to omega, 

this project took years to culminate in the final chair. Countless sketches, revisions, 

practical tests were stepping-stones the Eames took in the process of their designing. 

Eventually everything connects.”
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problem-solving demonstrates how important it can be to allow the per-

son to physically manipulate objects (and that the visual presentation of 

the problem can influence the choice of strategy to apply). The environ-

ment (for the artist, designer, or other creative practitioner) consists of the 

materials to be worked in order to produce the outcome and some cultural 

appreciation of what constitutes an acceptable outcome. From these, the 

creative practitioner works within constraints imposed by the nature of the 

materials, the types of tool being used, their experience and expertise in 

working with these, the design brief, and aesthetic, historical and cultural 

traditions and conventions. The creative practitioner will not satisfy all of 

these constraints but will work within the problem space defined in terms 

of one or two constraints. More broadly, one could see the “conversation” 

between design and these constraints as the ongoing (re)definition of objec-

tives (both in terms of how these are evaluated but also in terms of which 

objectives to work with). None of the preceding discussion would come as 

a surprise to the creative practitioner, but I believe that very little of this fits 

an information-processing approach.

From a degrees-of-freedom perspective, the essential features of creativ-

ity are that there are some constraints that are fixed and a few that are 

open to adaptation by the practitioner. This suggests that some manipula-

tions (of tools and materials) would be more likely to contribute to the 

outcome than others, either because the nature of the materials constrain 

some manipulations or because the outcome is defined by the sociocultural 

milieu in which the work is performed, which, together with the materi-

als, tools, and other features of the environment, provide constraints in 

which creativity thrives. Indeed, creativity involves the cycling through 

acting and evaluating outcomes in such a way as to imply a closely coupled, 

dynamic feedback loop.5

As shown in chapter 5, the notion of “patterns” informs ecological inter-

face design. Such patterns can also be explained by the phrase information-

as-context, which I use in the book as a gloss on some of Gibson’s ideas. 

Moreover, emphasis on pattern, symmetry, harmony, and balance echoes 

advice that can be found in any textbook on art, architecture, jewelry-

making or any other form of creative practice. Knowing that certain patterns 

seem particularly salient to human perception, one can assume that “good” 

design (at least as far as one considers the form of an artifact) will carry 
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with it some sense of the designer’s interpretation of proportion, symmetry, 

harmony, or balance, each of which represents different objectives that the 

designer is using to constrain the design, In this way, the “outcome” of the 

design has, inherent in its definition, some or all of these concepts.

From this perspective, the role that a mental model has in design prac-

tice could be minimal. Rather, the physical interactions change the states of 

the human-artifact-environment in ways that create new opportunities for 

action and new affordances for activity to move to new states. For Sawyer 

and de Zutter,6 creativity is opportunistic in that the creative practitioner 

responds to the “micro-affordances” that arise from their ongoing, recipro-

cal interaction with their environment (and the materials it contains). In 

this moment-by-moment shifting of contingency, potential synergies arise 

and provide constraints on potential actions. My intention is not to deny 

or denigrate people’s experiences of creative practice. If the phenomenol-

ogy of creativity involves a strong sense of ideas coming from inside the 

head (or from external muses or divine inspiration), I am not seeking to 

destroy such beliefs. Indeed, prodding such experiences might damage the 

very practice we wish to understand. As a surgeon once remarked to me 

when I was questioning how he made sense of his skill and practice, “There 

are better ways of understanding how a watch works than pulling it to 

pieces,” especially (and here he looked over his half-moon spectacles at me) 

“if one is not a watch-maker.” But, in my experience, creative practitioners 

are less likely to speak of ideas being fully formed in their heads and then 

made by their hands than to have a feeling in which a form reveals itself 

as material is being worked (or a form resisting particular demands of the 

maker). From an information-processing account, it is easy to dismiss the 

idea of a “form waiting to be found” as mysticism. Yet, this does seem to be 

a valid experience of many craftspeople.

As an example of this way of thinking, recall Karl Marx’s contrast 

between spiders, bees, and humans:

A spider conducts operations that resemble those of a weaver, and a bee puts to 

shame many an architect in the construction of her cells. But what distinguishes 

the worst architect from the best of bees is this, that the architect raises his 

structure in imagination before he erects it in reality. At the end of every labour-

process, we get a result that already existed in the imagination of the labourer at 

its commencement. He not only effects a change of form in the material on which 

he works, but he also realises a purpose of his own that gives the law to his modus 

operandi, and to which he must subordinate his will. And this subordination is 
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no mere momentary act. Besides the exertion of the bodily organs, the process 

demands that, during the whole operation, the workman’s will be steadily in 

consonance with his purpose. This means close attention.7

The first part of the quotation echoes Aristotle’s notion of “hylomor-

phism.” Ingold8 points out that typical accounts of creativity seem to assume 

a chain of causality from “idea” to “artifact.” However, this is in stark con-

trast to the observations of artists and designers who might recognize the 

statement that “design is always a search for something that is unknown in 

advance.”9 In other words, creative practice more likely involves an inter-

play between forming (as a process of physical manipulation of materials) 

and thinking (as a process of evaluating and anticipating forms as they are 

made). Marx says that the “will” is in consonance with the purpose. In other 

words, the loose coupling within the human-artifact-environment system 

involves an ebb and flow of control, from person to environment and back. 

In this way, “creativity” could be a matter of sensitivity to changes in the 

way that we interact with the world around us. This is similar to Ingold’s 

argument about creativity as improvisation.10 In improvisation, there is a 

sense of foresight (rather than prediction) in which one is able to see, from 

a given point in time, a few steps into the future (but not to the very end 

of the creative process). This sense of improvisation would suggest that the 

designer responds to affordances in a current state as a means of spotting 

opportunities for action to transition to another state (e.g., through explor-

atory sketches, model-making, or working with different materials).

The Importance of Task Ecologies

To better understand how the human-artifact-environment system works, 

the notion of task ecology was discussed in chapter 3. In this, the ecological 

niche provides the resources for action, and here, the “ecological niche” 

consists not only of physical features but also of cultural conventions and 

practices. Good design is aware of these interconnecting features of the 

ecological niche. Indeed, I would go as far as to say that good design is 

concerned with the creation of ecological niches as much as it is with the 

creation of artifacts. While this claim might make sense when speaking of 

architecture (which, as a discipline, has a strong tradition of theory, much 

of which chimes with the points I am making in this book), I believe that 

it is also true of single artifacts. In essence, the design is constraining the 
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objectives (of the human-artifact-environment system) in such a way that 

activities become apparent and that, for each of these activities, the artifact 

can be “ready-to-hand.” It is my contention that theories of design that 

see the artifact as the “solution” to a problem not only inherit some of the 

thinking from information processing that I have pointed out in this book, 

but also create overly constrained designs.

Even for a trivial information display, the notion of task ecology can be 

instructive. In an analogue clock (figure 8.2a), the numbers on the clock 

face and the moving hands indicate a specific form of information that 

supports a specific enquiry—namely, what is the time now? For other deci-

sions, it is necessary to manipulate this information. So, the clock answers 

the question what is the time, but not questions such as can I make the next 

train? or how much longer is left for this lesson? The TimeTimer design, in 

contrast (figure 8.2b), supports the latter query by color-coding a region 

that indicates when the lesson in meant to finish (if lessons begin on the 

hour and end after 45 minutes, we add a red band on the clock face). It does 

not, of course, allow us to answer the question “What time is it now?”

The modification of the display is intended to support a specific 

enquiry—so the space of possibilities is open (for the clock) and closed (for 

the TimeTimer). As the environment becomes richer in information, the 

challenge of closing the space of possibilities for specific enquiries becomes 

greater, particularly when information sources increase, or some sources 

are more reliable than others, or when there are “incomplete invariants.”11 

Having said this, I would note that the TimeTimer is an example of a design 

in which the task ecology matches a specific goal in such a way as to sup-

port “direct perception”; in other words, the person is able to perform a 

specific task without manipulating the information. That is, it affords the 

task of deciding when a lesson is (or should be) ended—assuming that the 

person understands what the color indicates, that the clock time is correct, 

and so on.

While the TimeTimer introduces the idea of designing products to suit 

highly specific goals, I am not arguing for this as a general approach to 

design—not least because it encourages a commitment to “modes” (that 

is, highly constrained states of a product that are only appropriate for a 

single activity). While there might be places in which modes are beneficial, 

the general consensus in human-computer interaction (HCI), and design in 

general, is that these ought to be avoided because they limit the functional-

ity and utility of a product. However, we can learn from this example that 
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Figure 8.2
(a) Analogue clock and (b) the TimeTimer countdown clock.

the space of possibilities offered by an artifact can provide constraints on 

action. The ecological interface design approach, considered in chapter 5, 

draws attention to the ways in which an understanding of constraints can 

benefit design thinking. These constraints, of course, apply only under cer-

tain conditions—for example, TimeTimer assumes an environment in which 

activity has a duration of forty-five minutes and that humans know the 

convention that the activity will end after this duration. What this artifact 

“affords” depends on the nature of the activities permitted within this envi-

ronment and the conventions surrounding these. For example, is it acceptable 

for pupils in the classroom to start gathering their belongings together and 

standing up to leave when the hand has passed the forty-minute mark? Should 

Downloaded from http://direct.mit.edu/books/book-pdf/2246864/book_9780262369886.pdf by guest on 03 October 2024



160	 Chapter 8

the teacher beginning summarizing the lesson at thirty-five minutes? These 

questions also point to the reason why problem-solving is a poor metaphor for 

design; it implies that there is an impetus to produce a “solution” that can be 

expressed in a form. But a “poor” design may prematurely commit to a single 

state and constrain opportunities for new states to arise. This is another reason 

why the use of “modes” is frowned upon in design.

Affordances

A designer cannot simply imbue an artifact with a specific property and 

expect this artifact to possess an “affordance.” Indeed, what does the idea 

of giving an artifact an affordance mean? I have argued against a notion of 

affordance as “artifact x affords action y.” If affordances guide action, then 

this could only be the case for an agent able to perceive relevant “informa-

tion,” able to perform the relevant action, and able to relate the action to a 

desirable goal. In other words, design is not a simple matter of “fossilizing” 

a single affordance (i.e., a defined state of the human-artifact-environment 

system). If so, whose affordance and for what purpose? Alternatively, should 

design reflect as broad a range of potential affordances as possible, each 

arising from different states of the human-artifact-environment system 

(even ones that the designer has not yet considered)? In some instances, 

there may be overlap between these different states for some coherence 

and consistency to appear (or the ways that humans adapt their actions to 

the form of the artifact might allow consistent patterns of action to apply). 

What the designer is doing is not simply specifying a form but also laying 

out the affordances in which this artifact participates. As I noted in chapter 

4, affordances are not merely properties of the artifact (if they were, then 

that would mean that an “affordance” is trivially the same as the “func-

tion” supported by the “form” of the artifact). Rather, affordances are the 

states in which the human-artifact-environment system finds stability. By 

defining these potential states, the designer is exploring the some of the 

range of uses, interactions, activities in which the artifact can participate.

The concept of affordance makes sense as emerging from a human-

artifact-environment system in which the environment (and the artifacts 

it contains) combine with the human (and their capabilities) to create a set 

of constraints under which activity is performed. These constraints are fur-

ther modified by the task constraints (relating to conventions surrounding 
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the definition of a goal, criteria for the quality of performance, and so on) 

such that executability conditions influence the constraints within which 

the person can act. The action possibilities, in turn, become “intentions.” 

If we reverse this process, then the perception of features or performance of 

actions can create higher-level goals.

In order to explore the concept of affordance further, and to simplify the 

idea that there are different levels of “affordance,” I developed the idea of 

forms of engagement.12 In this, the focus is on the ways in which we engage 

with artifacts and how different forms can serve to support and constrain 

each other. The most recent version of this concept is illustrated by figure 8.3. 

The arrows are intended to indicate the relation “constraints.” At the center of 

figure 8.3 is a dotted box labeled “affordance.” This describes a relationship 

between the ability to recognize salient features in an artifact (environmental 

engagement) and the ability to act using that artifact (motor engagement).

<uses>

<seeks>

<sets goal>

<recognizes
constraint>

PERCEPTUAL
ENGAGEMENT

ENVIRONMENTAL
ENGAGEMENT

MOTOR
ENGAGEMENT

OBJECT IN THE
ENVIRONMENT

MORPHOLOGICAL
ENGAGEMENT

EFFECTIVITY

AFFORDANCE

ABILITY
SALIENT

FEATURES

CULTURAL
ENGAGEMENT

CULTURAL
MILIEU

COGNITIVE
ENGAGEMENT

Figure 8.3
Forms of engagement.
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Figure 8.3 separates the effectivity of the person, in terms of morphologi-

cal engagement, which influences how an artifact is grasped, from the abil-

ity to reach for or manipulate that artifact, in terms of motor engagement. 

There are two reasons for this: first, morphology is partly dispositional, for 

example, in terms of the size of the hand; and second, hand shaping will be 

influenced by subsequent actions—for example, when reaching to grasp an 

artifact, hand shape is modified in anticipation of the type of grip required 

to respond to properties of the artifact, such as weight, fullness, slipperiness, 

and the like, and this will also be influenced by motor engagement, seeking, 

for example, “end-state comfort.”13 The assumption is that there is a set of 

ways in which an artifact can be grasped by the human hand and that the 

selection of grasp combines artifact properties with intended action. That is, 

a hand of a given size will have limits as to how it can grasp artifacts, but how 

the grasp is performed reflects the ability and intentions of the person, which 

will vary according to a host of situational factors, as well as prior experience.

In order to act on an artifact, there is a need to respond to the “infor-

mation” that it conveys; that is, information-as-context constrains envi-

ronmental engagement. Consequently, an affordance arises as the result 

of the relationship between features perceived through environmen-

tal engagement and action performed using motor engagement. We can 

directly relate this proposal to the formal descriptions of affordance—for 

instance, imagine we are interested in stair-climbing, and the property of 

the world is the height of a stair riser, and the property of the person is 

their leg length. This “perception-action coupling” is the specific relation-

ship between artifact and action and is an emerging property of the world-

artifact-person system. However, the relationship is bounded by the other 

forms of engagement. The suggestion that motor engagement is directed 

toward subsequent action implies an intention, but I argue that there is 

equal scope that the “intention” can be defined in response to the motor 

engagement (i.e., as opportunistic or situated action). At the very least, there 

is a two-way exchange between the action-as-performed and the goal-state 

of that action. The role of cognitive engagement is to provide this high-

level management to ongoing actions. Across the various forms of engage-

ment, perceptual engagement relates salient features to changing states 

of the artifact-person system. Finally, the notion of an “acceptable” goal 

could relate to the culture in which one is acting. This cultural engagement 

relates to the idea of “cultural affordances”14 and, as Davis15 has so clearly 

explained, carries with it a host of political and social markers. Forms of 
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engagement is still being developed and needs, for example, consideration 

of “effective engagement” (which was originally assumed to be part of “cul-

tural engagement” but needs it own description).

Activity and Intent

When should a person stop an activity to “off-load” tasks, or when should 

the agent interrupt a person’s activity with the results of its search? Neither 

of these issues is trivial, because both depend on the context in which the 

activity is being performed. From this perspective, the use of technology 

to support embodied cognition could require the explicit ability (in the 

technology) to recognize what a person is doing, when interruptions are 

permissible, how much information to provide, and so on, all of which 

places the locus of control in the technology.

When we design technology to manage information-as-content, the illu-

sion of “locus of control” is not difficult to maintain. The human issues 

a request, and the computer provides a response, even if, hidden in this 

interaction, there is “smart” technology that interprets the request or that 

determines a request that matches a profile of the requester (as with rec-

ommender systems). In this case, it might feel as if “agency” lies with the 

human, but this might simply be because we assume a cause-effect relation-

ship between request and response and see none of the mediation that 

occurs. In the examples in which the “smart” technology initiates an action 

because it anticipates or predicts what the user requires, do we assume that 

it agency is ceded to it? Certainly, we might complain that these smart tech-

nologies are operating outside of our control. This might be because there is 

a lack of transparency in what data they are using or what algorithms they 

are running; in some cases, we might not even be aware that we are being 

subjected to data collection. Equally, the smart technology might perform 

actions that, while they accord with its algorithms, make little sense to the 

people affected by them. Under these circumstances, speaking of human-

computer interaction makes little sense because there is no opportunity for 

“interaction.” In these situations, our relationship with technology has the 

hallmark of the irony of automation: we are the object of the computer’s 

algorithm and the subject of its data harvesting but have little ability to 

manage either. However, the consequences of an action that we perform 

that has been indicated by the computer may well be our responsibility 

(rather than the responsibility of either the computer or its manufacturer).
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If we accept that “intention” arises from the state of the system, then it 

makes much more sense to consider ways in which to communicate this 

intention (as opposed to the immediate inputs and outputs of information-

processing). In other words, it might be more useful to know under what 

constraints information is being collected and processed—for example, 

what are the goals that are being pursued and who benefits from these? 

This approach would shift the focus from moment-by-moment data pro-

cessing and toward the definition of boundaries of the system (who and 

what are affected?, what are the upper and lower limits of the system’s 

activity?) and borders (where and how will information be exchanged?). 

In our everyday life, our interactions with other people are bounded and 

bordered by a host of conventions that we take for granted (and become 

aware of only when we encounter situations that are unfamiliar to us). We 

modify our behavior in response to cues from the situation, in terms of how 

people are behaving and speaking, for example, or how our conversation 

partner is responding to what we are saying, and so on. None of these cues 

is marked explicitly, so they do not constitute information-as-content; 

rather what they do is help to shape the ecological niches in which our 

activity occurs. In much the same way, the design of, say, supermarket 

aisles and product displays is intended to provide information-as-context 

to encourage ways of moving through the store and “impulse buying” 

as much as information-as-content in labels, price tags, and signage. We 

probably pay very little attention to the information-as-context, and few 

of us challenge (or know how to challenge) the layout of the supermarket 

because our interaction with it is implicit. However, in the supermarket, 

we still have the opportunity to act in a way that allows us to retain the 

sense of agency; we continue to believe that we choose which aisle to walk 

down and which products to buy. At present, smart technology can often 

feel as though it has taken Negroponte’s concept of the smart refrigerator 

to a reductio ad absurdum, as if the fridge not only decides what to buy, but 

makes the order and then expects us to pay for it and put it away when the 

delivery arrives.

What Is Wrong with “User-Centered” Design?

Design thinking shares with HCI, ergonomics, and systems engineering 

a recognition that design ought to be “user-centered.” Indeed, to suggest 
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that design might be anything but centered on the user might feel like 

heresy. It is not my intention to claim that the “user” should not be con-

sidered, or have a role, in the practice of design, or that products should 

not be “usable.” But I do question whether “user-centered” simply means 

asking the user what they want. Such concerns have been voiced by many 

researchers in the past.16 There are many well-known and oft-repeated prob-

lems that arise from relying solely on user opinion to define requirements 

for design. For example, users might base their requirements on what they 

know, or what other products they have seen (e.g., Henry Ford’s observa-

tion that people wanted a faster horse rather than the automobile). Users 

struggle to provide clear, unambiguous, and consistent definitions of their 

actual need; so, they change their minds or contradict themselves, or add 

to their list of requirements (particularly when they are shown the initial 

design concept). Add to these the challenge of deciding “who” the user 

of a product might be, and you appreciate why “user-centered” might be 

a fig leaf to cover either formal methods (in systems engineering) or the 

autocratic author (in product design). But user-centered design (and the 

need to engage with users) is a mandatory part of HCI, with International 

Standards prescribing a need for this. For example, ISO 13407 defines 

“usability” partly in terms of measures (efficiency, effectiveness, and user 

attitude when using a product to perform a task) and partly in terms of 

“context of use.” The latter involves the combination of user (in terms of 

knowledge, skills, abilities), goal to be achieved, tasks required to achieve 

the goal, environmental conditions, and other equipment to be used. This 

notion of context of use chimes with many aspects of design thinking, 

and the majority of the methods that are advocated in design thinking, or 

HCI, or ergonomics tends to be more concerned with capturing these ele-

ments of a context of use than they are with creativity or generating design 

concepts.

The idea of context of use also leads to Bardram’s notion of activity-

based computing. From this, the essential aspects of defining user require-

ments lies in observing the activity that people do in the environment in 

which they will be using the product. How one conducts such observations 

is the basis of the different methods and part of the turf war between disci-

plines. For ergonomists, the primary approaches involve either task analysis 

(with its roots in time-and-motion study and information-processing psy-

chology) or cognitive work analysis (chapter 5). A criticism leveled against 
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these approaches is that they are overly reductionistic and fail to capture 

the subtleties of the context.

Against these “formal” methods, ethnographic approaches produce rich 

descriptions of the context in which people experience their technology 

(this approach is considered in chapter 3). We have noted that ethnometh-

odology in HCI has sought to produce rich descriptions of this complexity, 

but we have also argued that the reliance on verbal descriptions could miss 

some of the ways in which the human-artifact-environment system oper-

ates. This omission is, as argued above, due to the limits of using words 

to describe the system. It is also due to the challenge of taking specific 

instances that have been observed and working from these to general prin-

ciples. Admittedly, ethnomethodologists might be reluctant to accept that 

their work could be generalized; after all, the richness of the description 

arises from the specific instance. But, placing this work in the domain of 

HCI (or design more generally) means that there must be an intention for 

designers and developers to respond to this work, and this (irrespective of 

the analysts’ intention) means that the results of such studies would be 

translated into requirements, specifications, and design objectives. In other 

words, we need to have a “guide for discovery.”

Both research traditions focus on capturing the context, but neither offers 

substantial support for the practice of design. Indeed, both approaches pro-

duce documents (complex diagrams from ergonomics, reportage from eth-

nography), which are more or less handed over to the designer to interpret. 

HCI has been divided between approaches to evaluation that emphasize 

“usability” (covered by the International Standards and with its root it ergo-

nomics) and “user experience” (with roots that can be traced to the ethno-

graphic approaches used in HCI). As noted above, ISO 13407 would expect 

both approaches (user attitude is, after all, a reflection of user experience).

To return to our discussion, the question is what does it mean to “center” 

design on users? If asking them what they want is problematic or observing 

them in situ is either reductionistic or superficial, what is left? My impres-

sion is that the experienced designer seeks to define a particular situation 

(or “context of use”). The description of the context of use can be obtained 

and reviewed by speaking to people, watching them, experiencing the situ-

ation oneself, or creating scenarios, stories, or prototypes. Each of these 

broad approaches (and the countless methods associated with them) is used 

to recast the context of use into terms that are amenable to design. The 
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methods that are used (and the baggage that they bring with them) become 

less important than the overarching design to reach consensus on this con-

text of use. What shifts design from a mundane task of problem-solving to 

something more difficult is that the problems are typically “wicked” and 

their solution involves optimizing multiple objectives (not least because the 

idea of a “consensus” can be hugely challenging). By understanding con-

text of use as the ecological niche for the potential users of the artifact and 

by appreciating how the affordances offered by the artifact create oppor-

tunities for action, design practice involves the broad and deep apprecia-

tion of the potential states in which specific human-artifact-environment 

systems can function. In order to do understand context of use, accounts 

that draw on phenomenology and ethnography (e.g., through reportage, 

conversation analysis, video analysis) provide the breadth of understand-

ing. However, in order to achieve the depth, it is also important to remem-

ber Brunswik’s notion of “ecological validity” and to specify the ways in 

which the environment and activity acquire salience. My proposal is that 

this requires analysis that can capture the micro-materialities of states 

of the human-artifact-environment system (e.g., through data from eye-

tracking or sensors on the person or the artifact). This fine-grained analy-

sis of micro-materialities is not intended to reflect discrete actions (which 

would, I think, do little to complement the detail in phenomenological 

accounts) but should be analyzed in terms of the stability of the system—

that is, in terms of how the balance between variability and consistency is 

maintained by the application of metrics that describe entropy and that 

use techniques from dynamic systems. This marriage of phenomenology 

and dynamic systems is at the very heart of RECS and, I propose, offers 

opportunities for development of digital technology (in terms of recogniz-

ing activity and intent as well as in terms of more deeply understanding 

human interaction with these technologies).

HCI has been concerned with the lived experience of everyday interac-

tions with digital technology, or what Dourish calls “everyday mundane 

experience.”17 Dourish’s approach derives from particular readings of phe-

nomenology (drawing principally on aspects of the work of Heidegger and 

Merleau-Ponty). For Dourish,18 in his pioneering work on embodiment in 

human-computer interaction, meaning involves three elements. The first 

two develop from his reading of Merleau-Ponty and his insistence on “inten-

tionality” and “ontological commitment.” In terms of the former, Dourish 
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uses the phrase “coupling” to elucidate this: “By coupling, I mean the way 

that we can build up and break down relationships between entities, put-

ting them together or taking them apart for the purpose of incorporating 

them into our action.”19 I understand this idea of coupling as being similar 

to Gibson’s “complementarity” or Ingold’s “co-respondance.” which relate 

to the experience of purposefully interacting within an ecological niche. 

How we recognize and realize the material and functional environment can 

depend on the constraints within which we act. So, there would be differ-

ences between the experiences of a designer and user of a product; both can 

approach the same physical form from different ontological commitments. 

At issue, is the extent to which the material or the functional environment 

becomes influenced by the form or the function of the artifact, and how this 

influences action.

What Can Design and Creativity Tell Radical Embodied Cognitive Science?

For its critics “representation-hungry” cognition, such as abstract think-

ing and creativity, lie outside the realms of embodied cognition. The argu-

ment is that, while embodied approaches can deal with physical actions 

(and while there might a grudging admission that embodied cognition can 

provide reasonable accounts of problem-solving tasks that rely on physical 

artifacts), it is unable to cope with “higher-order” cognition. In part this 

argument relies on the assumption that there needs to be internal repre-

sentation in order to “do” cognition. These “higher-order” cognitive activi-

ties, for information processing, require the creation and manipulation 

of internal representations that are built on top of existing internal repre-

sentations. The tautology of the argument (that internal representations 

are needed to create internal representations) undermines the argument, 

but still, if there is no need for internal representation, then how can this 

higher-order cognition occur?

I believe that RECS provides a clear description of creative practice that 

feels as if it has far more in common with the experience of practitioners 

than the information-processing approaches. Creativity requires a reper-

toire of responses (in terms of the ability to work with materials, to produce 

models, to make sketches, and so on) that are acquired from the practice 

and experience of designing. These responses provide a means of interpret-

ing and responding to constraints within the problem space. My reading of 
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RECS sees creativity as the opportunistic response to constraints. Indeed, 

creativity seems to thrive with constraints; that is, people are more likely 

to produce solutions that are rated as “creative” when there are some con-

straints than when there are no constraints.20

In a similar vein, for the skilled intentionality framework (SIF), higher-

order cognition does not depend on internal representations. In part this is 

because human activity is performed in a “rich landscape of affordances,” 

which are responded to on the basis of the lived experience of each of us. 

Recall that affordances, in this book, relate to states of the human-artifact-

environment system that can be considered as objectives for transitions to 

and from. First, the environment (as a socio-material construct) has a host 

of constraints on what actions are performable (in physical terms) and per-

missible (in outcome terms). Second, the notions of performable and per-

missible will be informed by the lived experience of each individual. If we 

share similar cultural upbringing, then we might also share similar notions 

of what is permissible. The notion of creativity advanced in this book is one 

in which activity seeks to discover the limits of the constraints (through 

tightening or loosening one or two of these to be objectives for the sys-

tem’s transitions). In the words of Withagen and van der Kamp, “Creativity 

can be conceived as the discovery and creation of unconventional affor-

dances.”21 This could easily become a trial-and-error form of activity (or, 

in artificial intelligence terms, a form of “explore and exploit” activity). It 

should not, I think, be seen as aimless, reckless, or unstructured—because 

the precursor to such activity is the identification of constraints to modify. 

So, in part, higher-order cognition arises from identifying and manipulat-

ing the constraints in the human-artifact-environment system. As new 

states of the system arise, so these need to be evaluated (in terms of affor-

dances or in terms of permissible outcomes). None of this requires internal 

representation. But advocates of information-processing approaches might 

feel that this account is overly mechanistic and that it does not provide an 

indication of how things such as “insight” might arise.

Notwithstanding that many advocates of the information-processing 

approach dislike the notion of “insight” (because it does not conform to 

the production line of cognition that the approach assumes), I feel that 

this complaint misses two essential issues. First, RECS (and SIF and other 

approaches to embodied cognition) recognizes that human activity is part 

of the ongoing, lived experience of the individual. For RECS, an activity 

Downloaded from http://direct.mit.edu/books/book-pdf/2246864/book_9780262369886.pdf by guest on 03 October 2024



170	 Chapter 8

not only occurs in the human-artifact-environment system but does so in 

terms of the history of the individual’s history of prior interactions. This 

is partly in terms of solutions to the degrees of freedom problem that has 

previously been applied, both in terms defining of physical movement in 

terms of coordinative structures and in terms of selecting and responding to 

sense data, e.g., in terms of information-as-context. It is also partly in terms 

of the history of the environment and the artifact (which might be modi-

fied as the result of previous activities upon them). This activity is not and 

cannot be (as information-processing approaches so often imply) discrete, 

boxed off, and separated from our history of activity. In the laboratory, are 

we really to assume that the participant forgets everything she knows and 

focuses only on the task instructions and the task materials in front of her? 

Even if this were the case, are we sure that these task materials provide suf-

ficient ecological validity to be a fair test of the whatever activity under 

investigation? In terms of “insight” (as we saw in chapter 2) a reasonable 

explanation (and one that does not require us to conjure solutions to a 

problem out of thin air) is that participants respond to affordances in the 

context of the problem-solving task and that these create opportunities for 

action. Similarly, epistemic action in problem-solving capitalizes on this 

activity. Whether the environment is the design studio, the jeweler’s work-

shop, the keyboard of a piano, or the canvas on an easel, the activity of 

the human responds to its properties and changes it. In this way, creativity 

is simply the dynamic interplay between the artist or designer and their 

environment. Or rather, it is the continual reciprocal engagement between 

elements in the human-artifact-environment system.
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