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f you search Google
Scholar  for the
phrase “as an Allan-
guage model”,
you'll find plenty of AI re-
search literature and also
some rather suspicious re-
sults. For example, one
paper on agricultural tech-
nology says, “As an Al lan-
guage model, T don’t have
direct access to current re-
search articles or studies,
However, 1 can provide
you with an overview of
some recent trends and
advancements.”

Obvious gaffes like this
aren’t the only signs that
researchers are increasing-
ly turning to generafive Al
tools when writing up
their research. A recent
study examined the fre-
quency of certain words,
such as “commendable”,
“meticulously” and “intri-
cate” in academic writing,
and found they became far
more common after the
launch of ChatGPT; so
much so that 1% of all jour-
nal articles published in
2023 may have contained
Al-generated text.

Why do Al models ove-
ruse these words? There is
speculation it's because
they are more common in
English as spoken in Nige-
ria, where key elements of
model training  often
oocur.

Concerns

Many people are worried
by the use of Alin academ-
ic papers. Indeed, the
practice has been de-
scribed as “contaminat-
ing" scholarly literature.
Some argue that using Al

Artificial Intelligence or
Academic Integrity?

Should Al-assisted writing be allowed in academic journals?

output amounts to plagia-
rism. If your ideas are co-
py-pasted from ChatGPT, it
is questionable whether
you really deserve credit
for them.
But there are important
differences between “pla-
gilarising” text authored by
humans and text authored
by Al Those who plagiar-
ise humans’ work receive
credit for ideas that ought
to have gone to the origi-
nal author. By contrast, it
is debatable whether Al
systems like ChatGPT can
have ideas, let alone de-
serve credit for them. An
Al tool is more like your
phone’s  autocomplete
function than a human
researcher.
Another worry is that Al
outputs might be biased in
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ways that could seep into
the scholarly record. Infa-
mously, older language
models tended to portray
people who are female,
black and/or gay in dis-
tinctly unflattering ways,
compared with people
who are male, white and/
or straight, though this is
less pronounced in the
current  version  of
ChatGPT.

However, other studies
have found a different kind
of bias in ChatGPT and
other large language mo-
dels: a tendency to reflect
a left-liberal political ideol-
ogy. Any such bias could
subtly distort scholarly
writing produced using
these tools.

The most serious worry
relates to a wellknown
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limitation of generative Al

systems: that they often

make serious mistakes

that have been referred to

as “Al hallucinations”. It

may be much harder to

identify mistakes ChatGPT

makes when surveying

scientific literature or de-
scribing the state of a phi-
losophical debate. Unlike
most humans, Al systems
are fundamentally uncon-
cerned with the truth of
what they say. If used care-
lessly, their hallucinations
could corrupt the scholar-
ly record.

To ban or not?

One response to the rise of
text generators has been to
ban them outright. For ex-
ample, Science — one of the
world’s most influential
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academic journals - disal-
lows any use of Al-generat-
ed text. [ see two problems
with this approach. The
first is a practical one: cur-
rent tools for detecting Al-
generated text are highly
unreliable. This includes
the detector created by
ChatGPT's own develop-
ers, which was taken of:
fline after it was found to
have only a 26% accuracy
rate (and a 9% false posi-
tive rate). Humans also
make mistakes when as-
sessing whether someth-
ing was written by Al

It is also possible to cir-
cumvent Al text detectors.
Online communities are
actively exploring how to
prompt ChatGPT in ways
that allow the user to
evade detection. Human

users can also superficially
rewrite Al outputs, effec-
tively scrubbing away the
traces of Al

The second is that ban-
ning generative Al outright
prevents us from realising
these technologies’ bene-
fits. Used well, generative
Al can boost academic
productivity by streamlin-
ing the writing process. In
this way, it could help
further human know-
ledge. Ideally, we should
try to reap these benefits
while  avoiding  the
problems.

The most serious pro-
blem with Al is the risk of
introducing unnoticed er-
rors, leading to sloppy
scholarship. Instead of
banning Al, we should try
to ensure that mistaken,
implausible, or biased
claims cannot make it onto
the academic record. After
all, humans can also pro-
duce writing with serious
errors, and mechanisms
such as peer review often

fail to prevent its
publication.
We need to get better at

ensuring academic papers
are free from serious mis-
takes, regardless of wheth-
er these mistakes are
caused by careless use of
Al or sloppy human scho-
larship. Not only is this
more achievable than pol-
icing Al usage, it will im-
prove the standards of aca-
demic research as a whole.

This would be (as
ChatGPT might say) a com-
mendable and meticulous-
ly intricate solution.

The writer is Lecturer in Bioethics,
Monash University, and Henorary
fellow, Melbourne Law Schoal,
Monash University, Australia,



