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Introduction

Would that a lion had ravaged mankind; rather than the flood, 
Would that a wolf had ravaged mankind; rather than the flood, 
Would that famine had wasted the world; rather than the flood, 
Would that pestilence had wasted mankind; rather than the flood

 — The Epic of Gilgamesh, tablet 11

Humans have been living under the shadow of global  catastrophe for 
a very long time. For most of our history, the risk of  catastrophe was 
understood to be supernatural, serving to make it more threatening 
and fearsome. By some accounts the expected global  catastrophe would 
strike down only the sinful and wicked and bring the blessed to a new 
life in a better world. By other accounts it may have been seen as part 
of the natural cycle of life, a cosmic extension of the cycles of birth and 
death, spring and autumn, rise and fall. Invariably global  catastrophes 
were not the final word for humanity. Although global  catastrophes 
have never been the final word for humanity, always accompanied by 
promises of salvation and renewal, they nevertheless were maintained 
as awesome prospects to be feared. 

This anthology centres on very different kinds of risk: naturalistic, 
disastrous, and potentially final calamities. However, that does not 
mean we should not be concerned with these tales from our past. Old 
myths about the world’s end (from the Christian apocalypse to the 
Norse-pagan Ragnarök) remain key touchstones for our society, culture, 
and even politics. Perhaps the most influential of all of these myths is 
also the oldest and most universal — the deluge. The story of a great 
flood that was once sent to Earth by an angry god or gods to wipe out 
humanity is a story told by many cultures around the world. Usually, 
one human being is forewarned of this impending disaster, however, 
and is able to escape by building a boat to carry him, his family, and 
some selection of plants and animals to repopulate the earth. This story 
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2 An Anthology of Global Risk

has been found across the Mediterranean Basin and throughout South 
and Southwest Asia, with comparable stories being told in many other 
parts of the world. For readers of this anthology, the story might be most 
familiar by the role it plays in major world religions, including Judaism, 
Christianity, and Islam (as the story of Noah) and Hinduism (as the 
story of Vaivasvata Manu). It remains a very popular story for young 
children all over the world, and is almost certainly the most common 
introduction most people reading this book will have received to the 
idea of a global catastrophic event. Yet it is a story that predates all of 
these religions, with the earliest recorded versions (like the one quoted 
as part of the Epic of Gilgamesh above) dating back over 4,000 years. It 
may even be the very oldest story to have been passed down to us today.

So, what does this ancient myth tell us about global  catastrophes? 
We are told that the world was nearly destroyed by a single disastrous 
event (the flood), caused by an  exogenous force (the gods), but which 
happened as a direct result of the faults and failings of humanity. In the 
story of the great flood, humanity survived because one individual was 
granted foreknowledge of this  catastrophe and was able to take action 
to save themselves as well as a sufficient number of people, plants, and 
animals to repopulate the world.

It may be that the story originated in experiences with catastrophic 
flooding in the river valleys where early civilisations tended to form 
(and that in places where such flooding was less common, such as 
in Eastern Iran, the story would survive but with a different agent of 
disaster, such as a hard winter). It might also be the case that the story 
reflects the religious sensibilities of the age, in which centralised religion 
demanded increasingly strict adherence to its laws and requirements on 
pain of divine punishment. The fact that a story can be so widespread, 
culturally established in our oral tradition through decades of retelling, 
suggest that — regardless of origin — certain elements make for a 
narrative that can withstand the test of time. 

It is for this reason that the anthology begins with a discussion 
of the flood myth. Clearly a compelling story, its elements have been 
reproduced time after time when we come to think about the end of the 
world, from speculation about an  AI that, due to the imprudent haste 
with which it was developed, is indifferent to human values and thus 
chooses to eliminate us, to the hope that we might survive a nuclear 
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or  volcanic winter in a bunker or on an island refuge; from a tendency 
to talk about  climate change as an  exogenous force that is punishing 
humanity for our misdeeds, to a desire to predict exactly what kind of 
biological  catastrophe is most likely to bring about a global  catastrophe. 
Our vision of extreme global risks in the early 21st century seems to 
eerily mirror the stories of our ancestors, even when translated through 
our present-day claims to rationality and objectivity. 

Stories serve to pass down knowledge, ideas, and judgements about 
how the world is and what it might become; indeed, as Chapters 1 
and 8 of this volume describe, they have played, and continue to 
play, important roles in the development of Existential Risk Studies. 
However, they also serve as sense-making tools, providing ways to 
interpret the world around us, its immutability or transience, and the 
futures we might aspire to or fear. The ability to tell stories, or at least 
the ability to propagate them and have others listen, is also bound up in 
social relations and takes place within the material contexts of a given 
historical moment. Stories do not emerge, fully formed, into the world. 
Stories are told, heard, retold. Their narratives are reshaped and their 
endings reimagined. The evolution of the flood narrative over time 
should also be understood as being shaped by the social relations from 
which each successive iteration emerges.

To be clear, this does not mean that the resulting ideas are misguided 
or misinformed. However, it does mean that we should approach them 
with due care, knowing that we ourselves have been shaped by ancient 
myths which give meaning and power to certain world perspectives. It 
is quite possible to tell very different stories about global  catastrophes: 
stories in which humanity is damaged by long-term, slow-moving 
processes that are endogenous factors in our socio- technological 
systems, arising from blameless aspects of human nature, or stories 
in which survival is achieved via a broad awareness of many possible 
disasters, causing us to increase resilience for all of humanity. It is just 
that these are not such good stories, and they are never going to capture 
people’s attention in the same way.

The chapters in this volume all contribute to the development of a 
truly secular approach to extreme global risk, in that they show how 
we can make significant advances in understanding and managing risk, 
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as well as how we can challenge traditional  catastrophe narratives, and 
create new ones to fit the evidence we are gathering.

To begin with, we can broaden the ways in which we think about 
extreme global risk. Chapter 1, Ripples on the Great Sea of Life, examines 
the history of how our understanding of this risk has developed over 
time. The first naturalistic accounts of human  extinction and other 
global  catastrophes came from artists and speculative fiction authors 
looking for new and interesting stories to tell about the end of the world. 
However, as science and  technology developed rapidly through the 19th 
and 20th centuries, an increasing range of scientists expressed concern 
that this was a real possibility coming our way. What drew these 
 diverse concerns together, at the dawn of the 21st century, was initially 
a group of  transhumanists who feared that uncontrolled advances in 
artificial intelligence threatened not only the realisation of their own 
vision of  technological utopia, but also the very survival of humanity. 
This prompted the establishment of an interdisciplinary community of 
researchers who saw their goal as charting a safe passage through this 
“time of terrors” without triggering an existential  catastrophe whilst 
still advocating for further research into artificial intelligence and other 
technologies so that they might reach the end  state they desired. This 
initial group has been enlarged and  diversified by subsequent events, 
most notably the emergence of the Effective Altruist movement as a 
substantial source of both additional resources and researchers, and 
the entrance of, and engagement with, researchers from outside of this 
community who agreed that extreme global risk was an important 
problem, if not for the same reasons. The legacy of this history can 
still be seen in many aspects of the field. Existential risk research still 
maintains an (arguably disproportionately) strong focus on  hazards 
that could emerge from technologies that many people in the field also 
see as highly worth developing like  AI and biotech; and much of the 
research in the field remains guided by a common set of ethical and 
epistemological commitments underpinned by ethical consequentialism 
and  Bayesian epistemology, even though these are not directly related to 
 existential risk.

The remaining chapters in Section 1 all grapple with, build on, and 
challenge this legacy in a variety of ways. A common theme among these 
chapters is the need to move away from the most direct and straightforward 
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kinds of existential  catastrophe (the naturalistic equivalents of Noah’s 
flood) and towards complex risk assessment that considers a far wider 
range of possibilities and factors. Chapter 2, Democratising Risk, offers 
a critique of the original paradigm of Existential Risk Studies, what 
it refers to as the Techno-Utopian Approach. It argues that it is elitist 
and methodologically limited, so should be replaced with new, more 
participatory and democratic ways of thinking, which focus instead on 
complex risk assessment and are transparent about their commitments. 
Chapter 3, Classifying Global Catastrophic Risk Scenarios, provides a 
framework that helps to meet some of these goals by understanding 
global  catastrophe scenarios from a systemic perspective, moving 
away from individual scenarios in order to consider convergent risk 
factors, including systemic interdependence and mitigation fragilities. 
Chapter 4, Governing Boring Apocalypses, provides a complementary 
framework that rejects a  hazard-centric approach to risk, and moves 
towards considering  vulnerabilities (i.e. aspects of humanity and the 
systems we rely on that make us susceptible to being harmed by  hazards) 
and  exposures (i.e. the ways in which  hazards and  vulnerabilities come 
into connection with one another); not merely to better understand 
the full nature of risk, but also because these often provide additional 
mitigation opportunities. Finally, Chapter 5, Existential Risk, Creativity, 
and Well-Adapted Science, asks fundamental questions about what kind 
of science is best suited to studying extreme global risk. The chapter 
makes a strong case that Existential Risk Studies needs to be creative, in 
the sense of exploring a wide range of hypotheses, rather than seeking 
to exploit a smaller range of more likely hypotheses, and that as a field 
it operates within incentive structures that tend to push science towards 
being more conservative. Countering this in order to achieve the kind 
of science that is best adapted to its purpose requires exactly the kind 
of reflexive work that the chapters in this section, and elsewhere in the 
volume, set out to provide.

Section 2 turns from broad questions about the nature of Existential 
Risk Studies as a field to consider the methodologies, tools, and 
approaches for studying it. Some key themes from these chapters 
include a focus on the value of rigorously implementing methodologies 
rather than jumping to judgement, even if this is well informed, and 
the importance of making use of  foresight tools that explore a wide 
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range of possible futures rather than trying to  forecast the most likely or 
dangerous among these. As  existential risk researchers we have found 
that one of the most common questions we get asked is ‘what should we 
be most worried about?’, following the Noah narrative that successfully 
surviving a global  catastrophe requires us to predict exactly what it is 
going to be. However, these methodologies provide far more expansive 
and  inclusive ways of studying extreme global risk that avoid this way 
of thinking entirely.

The first three chapters in this section survey a wide range of different 
methodologies that can be applied within Existential Risk Studies. 
Chapter 6, An Analysis and Evaluation of Methods Currently Used to Quantify 
the Likelihood of Existential Hazards, provides a wide-ranging survey and 
evaluation of methods that have been used for the quantification of risk. 
It argues that there is no perfect methodology in the field but that it 
could benefit from a greater degree of methodological pluralism. More 
importantly, however, the chapter also argues that methodologies need 
to be applied more transparently and rigorously in order for researchers 
to engage critically with the limits and interpretations of whatever 
methods they are using. Chapter 7, Scanning Horizons in Research, Policy, 
and Practice, provides a more focused survey of horizon-scanning 
techniques. These are structured  expert elicitation techniques that both 
combine information from  diverse communities of practice and allow 
these same communities to sort, verify, and analyse this information to 
produce better collective judgements, generally aiming at identifying 
emerging threats, issues, and questions for further research. Chapter 8, 
Exploring Artificial Intelligence Futures, focuses on different methods, that 
are  accessible to researchers from the humanities, for exploring futures 
of  AI. These range from engaging with  science fiction and the work of 
individual disciplines such as philosophy, economics, and  risk analysis 
to participatory methods for bringing  diverse groups together. The 
chapter argues that there is significant potential for more work to be 
done on the formation and use of participatory role-play scenario tools 
in particular. 

The final three chapters in this section turn to describing three specific 
methodological tools that have been developed or improved by scholars 
in this field to better study extreme global risk. Chapter 9, Accumulating 
Evidence Using Crowdsourcing and Machine Learning, describes the creation 
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of  TERRA, a semi- automated literature review tool designed to expand 
the evidence base for Existential Risk Studies. Chapter 10, The Mortality 
of States ( MOROS) Dataset, provides an example of using historical data 
about the lifespan of political  states,  MOROS, to study societal collapse 
and to better understand political institutions that are highly relevant 
for extreme global risk. Finally, Chapter 11, Enabling the Participatory 
Exploration of Alternative Futures, discusses the  ParEvo technique, which 
enables groups to participate in the construction, exploration, and 
evaluation of divergent narratives about different possible futures using 
an evolutionary process.

Section 3 provides examples of how these developments in Existential 
Risk Studies have been used to produce new insights about the causes 
and consequences of extreme global risk. The chapters provide insights 
on a range of risk drivers, from  volcanoes to  AI. However, it is suggested 
that these should not be understood as  exogenous factors that are 
out there trying to get us, but simply as the result of processes we are 
currently struggling to understand.

For instance, Chapter 12, Global Catastrophic Risk From Low Magnitude 
Volcanic Eruptions, argues that traditional accounts of Global Catastrophic 
Volcanic Risk focus too much on the explosivity of potential future 
eruptions. However, the relationship between the size of an eruption 
and the amount of damage caused is neither straightforward or linear. 
By plotting active  volcanoes alongside critical global  infrastructure such 
as manufacturing and transportation pinch points, the chapter shows 
how we are especially  vulnerable to  volcanic eruptions in particular 
localities, due to the placement of key  infrastructure in areas where 
eruptions could easily damage or disrupt it. Hence, it is possible for 
even a relatively low explosivity  volcanic eruption from the right/
wrong volcano to cause harm at the global scale. Chapter 13, Re-Framing 
the Threat of Global Warming, looks at the risk from  climate change and 
provides an empirical evidence base for studying how this could be 
mediated through food insecurity and societal collapse. By conducting 
an extensive literature review, the chapter constructs an empirical 
causal loop diagram that describes the systemic  cascades that could be 
triggered by future  climate change, and that are created by the ways 
we have designed national and international institutions and systems 
around current climatic expectations. Chapter 14, Existential Change, 



8 An Anthology of Global Risk

builds on this with a theoretical exploration of what Existential Risk 
Studies can learn from  climate change more broadly, highlighting how 
the tendency to ask questions such as ‘is  climate change an  existential 
risk?’ misunderstands the nature of risk and fails to learn lessons from 
other researchers, who have studied  climate change, about its likely 
effects. As a result, we need to move away from thinking about “ climate 
change” as a single force and towards thinking through a  diversity of 
different climate scenarios. Chapter 15, A Fate Worse Than Warming?, 
turns to consider one of the elements of future climate scenarios: the 
potential use of Stratospheric Aerosol Injection, a  technology that injects 
sulphates into the upper atmosphere, deflecting sunlight and providing 
a global cooling effect. This has been touted as a possible means 
of mitigating risks from  climate change but it is a risky  technology 
in its own right, and the chapter assesses what these risks are, what 
we know about them, and how they might be weighed against the 
potential benefits. The chapter concludes that it is unlikely that we can 
conclusively ever say whether the Stratospheric Aerosol Injection is 
“good” or “bad” as so much will depend upon other features of any 
scenarios in which it is deployed. Chapter 16, Bioengineering Horizon 
Scan 2020, uses horizon-scanning techniques like those described in 
Chapter 7, to look at emerging issues in  bioengineering. It identifies 20 
issues including  technological, societal, and governance changes that 
could emerge over a range of time spans and are of highest priority for 
further research. Finally, Chapter 17, Artificial Canaries, shows how we 
can combine a variety of methods to identify early warning signs (or 
“canaries”) that Artificial Intelligence may be on the brink of increased 
transformative potential. These take account of both what experts 
currently know about the possibilities for future  AI and where there 
is currently most  uncertainty, so that the warning signs give sufficient 
room for  anticipatory governance frameworks to be put in place to 
manage this transformation for good rather than ill. By focusing on a 
broad concept of what transformative  AI might be like and how we 
can learn more about what kind of future trajectory we might be on, 
this chapter once again highlights the importance of exploring different 
possible futures and understanding how we continue to shape these 
through present and future choices.
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Finally, Section 4 considers mechanisms for reducing the level of 
extreme global risk by improved policy-making. These chapters are 
grouped according to their shared concerns with shaping policies, 
institutional behaviours, and governance priorities. They take a 
variety of approaches to undertaking this task, emphasising dialogue, 
collaboration, equity in representation, and the importance of linking 
policy-making to scientific expertise. However, they are all clearly 
focused on prevention, rather than survival, and on spreading power 
to more people who can use it to collectively achieve common goals, 
not prioritising the interests of elite latter-day Noahs. The chapters 
also pose important questions about how we might go beyond reactive 
engagements with risks from  hazards that are considered as already 
imminent or intrinsic, to instead proactively fostering social, political, 
and economic conditions more amenable to human and planetary 
survival. 

Chapter 18, Pathways to Linking Science and Policy for Global Risk, 
proposes that engagement with policy-making is a necessary and core 
component of  existential risk research, as an action-oriented discipline. 
The chapter provides an overview of some of the policy shaping work 
undertaken by researchers at  CSER and highlights promising approaches 
that scholars might take in the future. Chapter 19, The Cartography of 
Global Catastrophic Governance, takes a more macro-level approach to 
charting the efficacy and concentration of different GCR governance 
efforts, proposing a typology that allows for comparison based on risk 
focus, institutional arrangement, and effectiveness of implementation, 
highlighting the gaps scholars are best positioned to fill. This chapter 
provides a map of governance efforts for different GCRs at the time 
of writing, whilst additionally presenting an analysis of what kinds of 
action might serve to best increase resilience to GCRs, even in the face 
of complexity and  uncertainty. The remaining chapters focus on more 
specific contexts, ranging from national policy and institutional design 
to international diplomacy and private sector investment. Chapter 20, 
The Stepping Stones Approach to Nuclear Disarmament Diplomacy, marks 
another change of focus and level of analysis as the author provides 
a reflective account of efforts to build dialogue, and embraces the 
potentialities for radical change that might be catalysed by even modest 
incremental improvements in diplomatic relations towards nuclear 
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disarmament. Chapter 21, It Takes a Village: The Shared Responsibility of 
Raising an Autonomous Weapon, considers a specific policy area, defence 
policy and military procurement towards  Lethal Autonomous Weapons 
Systems ( LAWS). It explores how this can be improved by simulating 
an inquiry that might take place following a  LAWS-initiated fatality, 
and uses the results to show how narrow policies shaped by restrictive 
notions of “human control” are likely to be insufficient to govern these 
systems. In Chapter 22, Representation of Future Generations in United 
Kingdom Policy-Making, the focus shifts towards representation and 
we are prompted to consider how, and why, we might seek to ensure 
equitable representation of future generations in the national policy-
making processes of today. The final chapter of this volume, Financing 
Our Final Hour, provides readers with an empirically grounded analysis 
of how different modes of pressure and advocacy can influence 
 institutional investors to take seriously the responsibility they have 
to people and the planet to reduce the re-production of catastrophic 
 hazards in their investment practices. 

These chapters also serve to further emphasise the point that extreme 
global risks, and the means of reducing or preventing them, are never 
ex machina. Rather, they are shaped through an ongoing process of 
interactions: interpersonal, international, and  technological relationships 
come to the fore in the sections’ analyses of how researchers might shape 
policy and practice in this field. For many of us, these processes can 
seem very remote, and it is important not to forget how concentrated 
much of the power over risky scientific,  technological, and economic 
development really is. However, these chapters prove that many of us 
are already enmeshed within institutions, from parliaments to  pension 
funds, that have the power to influence them. These chapters also 
promote us to think positively about what better institutions and policies 
might look like. For instance, Chapter 20’s stepping-stones approach 
starts by drawing on radical visions of how security could be achieved 
without  weapons of mass destruction, while Chapter 23 makes a strong 
case that large  institutional investors, known as universal owners, have 
strong ethical, legal, and financial reasons to reconceptualise themselves 
as responsible stewards of the entire economy, and should use their 
power for collective goods like the reduction of global risk. 
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Together, the prospect of distributed power and responsibility, 
and reflection on positive possibilities for how existing institutions 
could be used in the service of creating positive futures, opens the 
door to very different ways of thinking about humanity’s 21st-century 
predicament. We are not only living in an age of extreme global risk, 
including  existential risk to the future of humanity, but also living with 
the possibility of existential hope. That humanity may be heading for 
 extinction is of very limited interest in the cosmic scheme of things, as 
 extinction is ultimately the fate of all species. However, if we rise to the 
challenges of our age then it is possible that humanity may be the first 
species in the long history of our planet to have created the conditions 
for our own  extinction and then chosen to do something else. That seems 
like a project worth pursuing. As Martin Luther King Jr famously put it 
in his final speech, the night before his assassination in 1968:

And another reason that I’m happy to live in this period is that we have 
been forced to a point where we’re going to have to grapple with the 
problems that men have been trying to grapple with through history, 
but the demands didn’t force them to do it. Survival demands that we 
grapple with them.1

We do not wish to claim that Existential Risk Studies has yet earned the 
right to say that we are delivering Dr King’s dream of a world in which 
people truly face up to the reality of such problems. However, we do 
share his view that one can be happy to live in a time when the ancient 
fears of global  catastrophes may finally be leading us to at least think 
about how this work may be done.

Our contention is that this anthology signals something special, 
the establishment of an entirely new field of study, Existential Risk 
Studies, and we hope that the chapters within it, and the conversations 
between them, show how this field is developing. The chapters engage 
with an issue that is of great concern to many and examine its meaning 
and foundations, developing methodologies to study it responsibly, 
revealing new insights about its nature and impacts, and advocating 
for meaningful change to make it less concerning. They show how we 
are moving away from the speculative and alarmist and towards the 
proactive,  rigorous, transparent, and accountable. In doing so, it is 
suggested by the authors that we can move away from the deep myths 
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that have defined our past, towards a creative and engaged science that 
can help us build a better future.

Notes and References
1 King Jr, M. L. ‘I see the promised land’, in J. M. Washington (ed.), A Testament of 

Hope: The Essential Writings and Speeches of Martin Luther King, Jr. HarperOne (1986), 
pp. 279–86. 



I. HISTORY, CONCEPTS, AND NORMS

The chapters in this volume all take as their subject the study of extreme 
global risks, in most cases extreme to the point of involving either a global 
or existential  catastrophe. As the first chapter in this section, Ripples on 
the Great Sea of Life: A Brief History of Existential Risk Studies by Beard and 
Torres, suggests, this is not a particularly new research area. Existential 
risk has been a subject of speculation and research going back at least 
into the 19th century. However, the notion of a transdisciplinary field 
of Existential Risk Studies, and the growth of a research community 
dedicated to it, are far more recent developments. The chapters in this 
volume emerge from this nascent area of research, and represent many 
of the key debates in the field. Indeed, this contributions to this volume 
show, perhaps above anything else, that the key concepts and norms of 
this community are still very much points under discussion.

To open this volume, therefore, we offer five chapters that provide 
a range of sympathetic perspectives on this emerging field and how 
it is developing. It is possible to see these chapters as providing the 
basis for their own paradigm of  existential risk research and/or to see 
them as substantially critiquing certain views within the field. There 
are certainly points on which they all agree; such as the importance 
of  systemic risk and looking beyond the most direct and explosive 
forms of  catastrophe, the need for pluralism and interdisciplinarity, 
and the importance of integrating risk assessment and mitigation in 
research. However, we hope that by bringing them together the points 
of divergence and discussion between these chapters becomes clearer, 
so that the reader can more easily appreciate that they are united not 
be a shared idea of what  existential risk is and how to reduce it, but by 
a shared commitment to more expansive, open, and reflexive ways of 
working to answer that question.

The first chapter of this section provides a historical overview of the 
study of  existential risk. It presents an account of the ways  existential 
risk was thought about during the 19th, 20th, and 21st centuries and 
proposes a possible genealogy of the emerging field of Existential Risk 
Studies. This chapter emerged from a desire by the authors, one of 
whom is co-editor of this volume, to see a history of this field written, 
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not simply as an intellectual exercise but also a way of helping the field 
develop and improve. The authors envisioned their history as making 
three main contributions: 1) a way of introducing new researchers to 
the breadth of ideas within the field, and where they had come from, 
2) an opportunity to learn lessons from how this work has been done 
in the past that could be applied to doing it better in the future, and 
3) to inspire people to think about how the field might be developing 
and what its possible future trajectories could be. That the work was 
successful in fulfilling these objectives is perhaps best demonstrated by 
the scale and scope of further discussions it has been taken as a starting 
point for. Scholars — including Thomas Moynihan,1 Daniel Zimmer,2 
Apolline Taillandier,3 and Matthew Connelly, among others — have 
all made contributions to an evolving dialogue, painting different 
pictures of the trajectory of this field, allowing for greater learning and 
stimulating more ideas about where it may be heading.

In this particular history the trajectory of the field is told in terms 
of three successive “waves” of development. The first of these, 
which occurred largely during the 2000s, saw a small group of 
researchers conceptualise the idea of  existential risk from a specifically 
 transhumanist perspective. These researchers, such as Nick  Bostrom 
and Eliazer  Yudkowsky, were committed to bringing about a transition 
to a post human  state that they felt would be better than our present 
condition but also argued that, along the way, the technologies we were 
developing were creating risks with the potential to threaten both the 
lives of presently existing human beings and the potentiality of this 
“ideal” future. The field of Existential Risk Studies can be seen, in many 
ways, as these researchers both seeking to produce a coherent research 
agenda for understanding and mitigating these specific threats as well 
as to place their work in dialogue with that of many concerned scientists 
and  technology developers who had long worried about humanity’s 
potential to wipe ourselves out. A second wave emerged in the late 
2000s and early 2010s, when these researchers sought to increase the 
power and impact of their field by engaging with broader communities 
while, at the same time, the burgeoning Effective Altruism movement, 
whose aim was to identify how individuals could produce the greatest 
quantity of value with their actions, started to wonder about  existential 
risk mitigation as a priority cause. These two movements saw the field 
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expand and  diversify rapidly and lead to ethics, and in particular the 
forms of consequentialist  ethics most common among Effective Altruists, 
becoming deeply embedded in the methods and concepts of the field. 
Finally, a third wave has emerged since the late 2010s, in which this 
expanded field has been influenced by the  diverse perspectives of new 
researchers, many of whom are not interested in, or are even actively 
hostile to,  transhumanism and/or consequentialist  ethics and who have 
also introduced new methods, approaches, and perspectives, many of 
which relate to systems thinking and complexity.

The second chapter, Democratising Risk by Crèmer and Kemp, 
considers some of the same issues but moves from a historical analysis 
to a reflection on what the present situation of Existential Risk Studies 
implies about the field’s strengths and weaknesses. In particular, the 
chapter critically assesses the legacy of pioneering work in the field 
that shared  transhumanist, utilitarian, and  longtermist assumptions. 
The authors characterise this as the Techno-Utopian Approach. One of 
the implications this has had for the field is that standard definitions 
of  existential risk are concerned less with death or harm suffered by 
people in a global  catastrophe, but rather more with the significant loss 
of “value” (according to a particular set of assumptions about what 
is valuable) that this would represent, not merely in terms of actual 
harm but especially quantity of potential future value in future lives 
that would never come into existence as a result. The authors argue 
that a definition like this is problematic because it will invariably tie 
our understanding of  existential risk to the value system of a particular 
group of people and that this is both philosophically tenuous — for 
a field that claims to speak on behalf of humanity as a whole — and 
practically dangerous, in that it carries the potential of justifying the 
values of this group being imposed on everyone else. They thus argue 
that the field should separate work on existential and  extinction ethics 
(what is good or bad in relation to  existential risk and the future of 
humanity, how to prioritise work in this area, how to make decisions 
under  uncertainty, and other related questions) and the study of human 
 extinction and other global  catastrophes. They also point to a range of 
other methodological weaknesses in the Techno-Utopian Approach, 
including a techno-deterministic view of the future and a focus on 
simplistic, threat based, models of risk assessment and mitigation. 
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Furthermore, they argue that these features of the field carry the 
potential to generate negative consequences and “ response risks” if its 
recommendations were to disproportionately influence future decision 
makers. As a result, they call for a  diversified and democratised field that 
is open to a wider range of assumptions and approaches and seeks to 
both listen to, and engage with, a far wider community of stakeholders.

While both these chapters present a somewhat critical engagement 
with the history and possible future trajectories of the field of Existential 
Risk Studies, there are a number of points of divergence between their 
analyses. For instance, while the first views Existential Risk Studies as 
presently evolving through a process of  diversification and maturation, 
the second argues that there are important forces currently seeking to 
stifle this and ensure that the field does not deviate too far from the 
ethical frameworks it was founded around. Similarly, the first chapter 
argues that certain individuals, as well as the field as a whole, can 
be seen as transitioning between the various waves of  existential risk 
research (indeed, in some ways, the three waves can be seen as typified 
by three papers from Nick  Bostrom in particular — Existential Risks: 
Analyzing Human Extinction Scenarios and Related Hazards,4 Existential 
Risk Prevention as Global Priority,5 and The Vulnerable World Hypothesis6 
— although each wave, and especially the third, go far beyond the work 
of this one prominent scholar), the second views different perspectives 
within Existential Risk Studies as far more bound up with the interests 
of competing groups and argues for the necessity of democracy and 
 justice to rectify this. These, and other differences, should definitely not 
been seen as requiring there to be a right or wrong answer about the 
 nature of the field; however, they point to different understanding of it, 
and we invite readers to reflect on this and draw their own conclusions.

The remaining three chapters in this section move from a 
consideration of the field of Existential Risk Studies to thinking about 
existential (and other forms of extreme global) risk and how to study 
and prevent them. Chapter 3, Classifying Global Catastrophic Risks, by 
Shahar Avin and a team of (then current)  CSER researchers, sought 
to provide an analytical framework for thinking about different kinds 
of global  catastrophe scenario. Rather than drawing upon people’s 
immediate thoughts about what kinds of mechanism could bring 
about a global  catastrophe, it approaches the subject by thinking about 
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the  nature of such  catastrophes themselves. It shows that in all cases 
a global  catastrophe involves at least one critical system on which 
humanity depends being pushed beyond the safe limits for supporting 
our survival and flourishing, one or more spread mechanisms that 
would cause this effect to be experienced globally (and or prevent it 
being contained locally) and, crucially, the fragilities in human decision 
making that caused us to fail to prevent this from happening. This 
framework serves as both a methodology for thinking clearly about how 
particular global  catastrophe scenarios, from pandemics or  volcanic 
eruptions to environmental or  technological  catastrophes, might play 
out, whilst also understanding all of the factors that might trigger such a 
 catastrophe, and hence the avenues we might have for preventing it. This 
chapter has been foundational to much of the contemporary thinking 
about the systemic components of Global Catastrophic and  existential 
risk, at the  CSER and elsewhere.7

Chapter 4, Governing Boring Apocalypses by Hin-Yan Liu, Kristian 
Cedervall Lauta and Matthijs Michiel Maas, provides a complementary 
analytical framework for thinking about the drivers of risk (rather 
than the  catastrophes that might emerge from it). The chapter argues 
that when people think about the causes of Global Catastrophic Risk 
they often focus only on the “ hazard” or “threat” that precipitated 
the  catastrophe, such as an  asteroid, pathogen, or unaligned Artificial 
Intelligence. While  hazards are important however, decades of work 
in disaster studies has shown that they are not the only drivers of 
risk. For a  catastrophe to occur, a  hazard needs to be combined with 
two other features: a  vulnerability (a factor that makes humanities 
subject to the harm this  hazard might cause) and an  exposure (the 
medium by which the  hazard and  vulnerability meet). For instance, 
earthquakes, a quintessential  hazard, seldom kill people on their 
own. The harm that earthquakes do comes about because we create 
a  vulnerability by building and living around structures that an 
earthquake might cause to collapse upon us, and also because we 
 expose ourselves by doing this in areas where earthquakes happen.8 
The chapter goes on to provide a complete  classification of existential 
 vulnerabilities and  exposures that, once again, both helps to explore 
the  nature of risk drivers that are already being examined within the 
field, as well as drawing attention to the possibility of discovering new 
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risk drivers that have not yet been considered. However, perhaps even 
more importantly, the authors point out that a framework like this 
not only helps us think about new ways in which things might go 
wrong but also, by extension, to understand the full suite of tools at 
our disposal for preventing them. In particular, they argue that once 
a full inventory of  vulnerabilities and  exposures has been produced, 
we can appreciate that  technological solutions are not only far from 
the sole options at our disposal for preventing  existential risk but that 
they might also be harmful. For instance, they can feed into cultural 
 vulnerabilities and  exposures, reduce societies’ resilience, and also 
risk breeding a false sense of security; we take comfort in a few easy 
solutions (such as rapid vaccine development) and this causes us to 
lose sight of more complex problems (such as inadequate provision of 
public health).

It is notable that these two chapters first appeared at the same time, 
and they may appear to be offering the same kind of output, an analytical 
framework for thinking more expansively about existential and Global 
Catastrophic Risk. However, they are not the same, nor are they in 
competition with one another. For many years, people in Existential 
Risk Studies have talked about existential risks, labelling things such 
as  AI, biorisk,  climate change, and nuclear  war. However, while these 
things might be (usefully at times) labelled and understood as “risks”, 
they are also technologies, processes, trends, and events. These two 
chapters do not seek to classify different risks but global  catastrophe 
scenarios (the catastrophic events themselves) and the drivers of risk 
(the processes and phenomena that come together to precipitate events 
such as this). It is important to note that these two things cannot be 
matched up on a one-to-one basis; for instance in Classifying Global 
Catastrophic Risk Scenarios the authors note that the global  catastrophe 
of a darkening of Earth’s atmosphere leading to mass starvation could 
equally be caused by a range of mechanisms, from an  asteroid impact 
to a nuclear  war. Similarly, Governing Boring Apocalypses highlights 
how the same kinds of  vulnerability and  exposure (such as just in time 
food delivery or short-term political decision making) can be involved 
in precipitating many kinds of  catastrophe. We therefore need to apply 
both of these frameworks in order to fully understand both the drivers 
of risk and  catastrophe scenarios, but also to understand that in doing 
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so we are assessing only one, more or less unified, phenomena of 
existential and Global Catastrophic Risk, not many distinct existential 
and Global Catastrophic Risks. This is a conceptual innovation that is 
still developing within the community.

The final chapter in this section, Existential Risk, Creativity and Well-
Adapted Science, by Adrian Currie, looks at the kind of science that 
would be best suited to studying existential and Global Catastrophic 
Risk. The chapter considers many of the questions raised by previous 
chapters, such as the value-laden  nature of science and the difficulty of 
studying the interaction of  complex systems, and argues that for a field 
such as Existential Risk Studies to be well-adapted to this situation, it is 
important for researchers to show a high degree of creativity, raising, 
exploring, and testing many different kinds of solution, rather than the 
conservative strategy of trying to identify only those solutions most 
likely to succeed and not exploring more widely. In this aim, however, 
the chapter notes that the field runs up against many different features 
of science that currently work against precisely this kind of creativity. 
Achieving more creativity requires the field to be multi-disciplinary, 
pluralistic, and opportunistic, but most of all it requires researchers 
within the field to identify the sources of maladaptation and ask which 
of these we might do something about. This means that we need a 
creative engagement with both existing norms and practices in the field, 
and also with those taken as best practice within science more broadly, 
from competitive peer-reviewed funding to the institutionalisation 
of scientific research. We cannot safely assume that the norms and 
incentives we are developing will provide the field with the creativity it 
needs to succeed at its aims.

Clearly, this chapter points us right back to the beginning of this 
section, and the need to interrogate what the field is and how it came 
to be this way. However, we hope that it also provides an opening into 
thinking about the remaining chapters of this book, in which we turn 
from engaging with the field to thinking more about the problems it 
aims to solve. In the next section we will look at a variety of methods, 
tools, and approaches that have been developed by researchers in this 
community to study existential and Global Catastrophic Risk. In their 
own way, all of these seek to promote more creative work while also 
upholding standards of transparency and  rigour. However, in moving 



20 An Anthology of Global Risk

forward from the groundwork of this section, we suggest that readers 
proceed to the next section, and indeed to any other work in this field, 
with some key reflective questions to hand. For instance:

• How did this method, tool, approach, or idea come to be, what 
community created it and what assumptions, norms, and 
values shaped it, are there other versions of the same method, 
tool, approach, or idea that might reflect different ways of 
thinking about the same problem?

• How do these ways of thinking about existential and Global 
Catastrophic Risk fit with particular individuals, institutions, 
or paradigms and the power that they hold? Do they play a 
role in concentrating resources (not merely economic but also 
social, cultural, and epistemic) or distributing them more 
fairly?

• Does this method, tool, approach, or idea allow for a complete 
analysis of all aspects of a problem, or does it tend to focus 
on one element that is most readily observed or easy to study 
and, if so, what is left out?

• How can this idea be used not merely to understand risks 
better but also to manage them?

• Is this a helpful way of exploring the maximum possible 
range of possibilities or ideas? Is it a way of exploiting one 
subset of possibilities and ideas most fully? If it makes trade-
offs between these two, how does this work and who gets to 
decide?

Questions such as these can easily be dismissed as naval gazing by those 
who wish to jump straight into thinking about a problem. However, 
one thing that we take from the chapters of this section is that this is a 
mistake. While reflection can be difficult, and critique can be even more 
so, understanding the context in which one works, and how one’s work 
fits with the larger field of Existential Risk Studies, is of vital importance 
if we are to make sure that the community as a whole is finally making 
progress towards the long-held desire to ensure the safety of humanity, 
now and in the future.
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1. Ripples on the Great Sea of Life: 
A Brief History of Existential  

Risk Studies

 SJ Beard and Emile P. Torres

Research highlights:

• While thoughts about naturalistic human  extinction can be 
traced back to the latter 19th century among both speculative 
artists and concerned scientists, the field of Existential Risk 
Studies (ERS) only emerged in the last two decades and can be 
characterised by three distinct “waves” or research paradigms.

• The first was built on an explicitly  transhumanist and  techno-
utopian worldview and the risks associated with it.

• The second grew out of an ethical view known as 
“longtermism”, closely associated with the Effective Altruism 
movement, and is concerned with creating the most value 
possible.

• The third emerged from the interface between ERS and other 
fields that have engaged with existential risk, such as Disaster 
Studies, Environmental Science and Public Policy.

• In adumbrating the evolution of these paradigms, together 
with their historical antecedents, the authors offer a critical 
examination of each and speculate about where the field may 
be heading in the future.
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This chapter sketches the history of Existential Risk Studies up to the 
year 2020. Chapters 3 and 4 provide some of the key original sources 
for the shift to global systems thinking described here as the third wave 
of ERS. The continuing influence of speculative fiction on ERS and 
wider social perceptions around  AI and Existential Risk are discussed 
in Chapter 8.

But if some poor story-writing man ventures to figure this sober 
probability in a tale, not a reviewer in London but will tell him his theme 
is utterly impossible. And, when the thing happens, one may doubt if 
even then one will get the recognition one deserves

 — H. G.  Wells, The Extinction of Man (1897)

A colleague of mine likes to point out that a Fields Medal (the highest 
honor in mathematics) indicates two things about the recipient: that he 
was capable of accomplishing something important, and that he didn’t. 
Though harsh, the remark hints at a truth

 — Nick  Bostrom, Superintelligence (2014)

There is an emerging scientific consensus that, due to the multiplicity 
of risks with the potential to cause global  catastrophes, Homo sapiens is 
now in the most perilous moment of its 300,000-year history. We face 
global challenges of such magnitude that, by comparison, all the set-
backs and tragedies of human history are “mere ripples on the surface 
of the great sea of life”.1 Yet if all that we have ever known are such 
ripples, how can we understand, let alone stop, the tidal waves that 
threaten to engulf us?

It is thus hardly surprising that a new field focused on the long-term 
survival of our species is emerging. This has variously been referred 
to as “Existential Risk Studies” (ERS), “Existential Risk Research” and 
“Existential Risk Mitigation”. For the present purposes, we will use 
the acronym “ERS”, to fit with related fields such as Futures Studies, 
Science and Technology Studies and Disaster Studies. The aim of 
this chapter is to explore the historical development of ERS and, in 
doing so, to identify points of convergence and divergence between 
different researchers studying  existential risk. We argue that there 
have been multiple ERS paradigms or “waves”, i.e., sets of concepts 
and practices in the sense of Thomas  Kuhn (1922–1996). These can 
be distinguished according to the following issues: (i) definitions of 
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key terms, (ii) motivating values, (iii) classificatory systems, and (iv) 
methodologies.

We break these paradigms into four groups, which we consider in 
successive sections of this work. The next section deals with the history 
of thinking about  existential risk that preceded the emergence of ERS as 
a unified field of study in the early 2000s, looking at how the topic has 
been explored by speculative fiction authors and concerned scientists. 
Section 2 considers the forces that helped to unify ERS in the first decade 
of the 21st century, which arose from a specifically  transhumanist or 
 techno-utopian world view. Section 3 explores a second paradigm, 
connected with a significant expansion of both interest in and support 
for this field, related to the growth of the “Effective Altruism” (EA) 
movement after 2009 and its promotion of ethical  longtermism. Section 4 
examines a third paradigm, which has emerged in recent years both 
within certain centres of ERS research and among the scientists from 
other fields who are beginning to engage with it, that focuses more on 
global systems and is comparatively less interested in  ethics. Finally, 
Section 5 offers some speculation about the possible future trajectories 
of ERS and the developments that will drive them: increased scrutiny 
and public attention, the growing list of existential threats to humanity, 
and the  diversification of the field.

In breaking down the paradigms of ERS into successive waves we 
do not claim that these represent cohesive social groups or schools 
of thought; it is notable that many individual scholars have passed 
between many of them and would not necessarily identify any strong 
change of mindset in doing so. Nor do we mean to imply that successive 
waves have succeeded or replaced each other. However, we do claim 
that roughly combining the work of scholars into these waves tells 
an interesting and useful story that helps to illustrate and explain the 
development of the field of ERS. Even more importantly, we hope that 
it helps to identify how the seemingly disparate and even contradictory 
claims of scholars can be understood as offering complementary 
perspectives on a common problem, and thus that our work will help 
to ensure that ERS remains a coherent field of study as it continues to 
 diversify.
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Section 1: The Prehistory of ERS

People in many cultures throughout history have speculated about 
the possibility of global  catastrophes, up to and including the 
“apocalypse” or “end of the world”. Indeed the first story ever to 
have been written down may well have been the Mesopotamian 
“flood myth”, which tells of a flood that wiped out all but two 
humans and is familiar to most in the west through its  inclusion in 
the Bible as the story of Noah.2 However, such speculation has largely 
been bound up with religious beliefs and invariably ends with the 
survival of humanity, either on Earth, in an afterlife or via an eternal 
cosmic cycle of rebirth.3 In contrast, the notion of existential risk is 
both absolute (humanity’s  extinction or ruination is both total and 
irreversible) and naturalistic (the fate of humanity is to be brought 
about in accordance with scientific laws of  nature). Concern about 
this kind of  catastrophe has been far less common. Indeed, the very 
idea of human  extinction is a recent invention. The four primary 
reasons4 for this are that:

1. The scientific community largely rejected the possibility 
that species could go extinct until the French zoologist 
Georges Cuvier (1769–1832) demonstrated that elephantine 
bones unearthed in Siberia and North America belonged to 
mammoths and mastodons. 

2. The belief that an ontological gap separates humans from 
nature, which was prominent at least until Charles Darwin’s 
On the Origin of Species,5 convinced the scientific community 
that evolution is a fact about the history of all Earth-originating 
life, metaphysically integrating humanity into the natural 
order.

3. Religious eschatologies monopolised thinking about the fate 
of humanity until the 19th century; it wasn’t until the 1960s 
that the “Age of Atheism” commenced, to borrow a term from 
Gerhard Ebeling.6

4. There was no agreement within the scientific community 
about the existence of potential kill mechanisms (other than 
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the second law of thermodynamics) that could annihilate 
humanity until the second half of the 20th century.

Yet, over the past two centuries, several historical precedents for the 
modern field of ERS have emerged, and it is worth considering these 
before turning to the history of this field.

Speculative fiction

Some of the earliest thinking about human  extinction in a naturalistic 
sense are found among artists in the early 19th century. For example, 
in works by Lord  Byron (1788–1824), the infamous romantic poet 
and father of computer pioneer Ada Lovelace. Lord  Byron is reported 
to have been interested in  comets and concerned that humanity 
would someday perish as a result of a  comet impact, while his 1816 
poem “Darkness” imagines a future in which Earth becomes lifeless 
(probably inspired by the after-effects of the 1815 eruption of Mount 
 Tambora).7 Mary Shelley (1797–1851), Byron’s friend and the founder 
of science fiction, published The Last Man in 1826.8 This tells the story 
of Lionel, who witnesses the death of all other human beings in the 
last few decades of the 21st century from a series of apocalyptic events, 
most notably a worldwide plague, and must come to terms with the fate 
of the world.  Shelley was likely influenced by the loss of her husband 
(Percy) and many friends, including Lord  Byron, in the preceding 
years. However, she may also have been influenced by the work of her 
parents, William Godwin and Mary Wollstonecraft, who envisioned 
utopian futures of social equality and progress, which Mary’s own 
life had often failed to realise.  Shelley’s novel was not the first of its 
kind, though, and indeed it was part of a literary genre concerning 
the fate of “the last man”, originating with the 1805 publication of an 
identically titled work by Jean-Baptiste Cousin de Grainville,9 which 
described a future in which the human  population dwindles because 
of infertility.

The discovery of the second law of thermodynamics in the early 
1850s inspired new thoughts about human  extinction among both 
 science fiction writers and working scientists. For example, in his 1870 
book Sketches of Creation,10 the American geologist Alexander Winchell 
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describes an “awful  catastrophe which must ensue when the last man 
shall gaze upon the frozen Earth, when the planets, one after another, 
shall tumble, as charred ruins, into the sun, when the suns themselves 
shall be piled together into a cold and lifeless mass, as exhausted 
warriors upon a battle-field, and stagnation and death settle upon the 
spent powers of nature.”11 Similarly, the 1895 novel The Time Machine 
by H. G.  Wells (1866–1946) tracks the adventures of an anonymous 
time-traveller who ventures 30 million years into the future, where 
he found the world cold, dark and nearly lifeless; now tidally locked 
with an expanding, cooling sun.12 Other writers considered the future 
of humanity from an evolutionary perspective. For example, in First 
and Last Men,13 Olaf Stapledon traces the future evolution of humanity 
over two billion years. He identifies eight successive species of humans 
during this time, the first of which is our own. The second arises from 
Homo sapiens, after the global  population dwindles to 35 people who 
split into two groups. Although our evolutionary lineage persists, Homo 
sapiens does not.

Many of the earliest novels about human  extinction focused on 
natural causes of disaster, although fears about science going wrong 
can be traced back at least to Shelley’s Frankenstein.14 The first novel 
to mention a  technological accident destroying the world may have 
been Jules Verne’s Five Weeks in a Balloon,15 in which one character 
 states: “I sometimes think that the end of the world will come when 
some immense boiler, heated to three thousand atmospheres, blows 
up the earth”, while the first mention of a  catastrophe caused by 
autonomous machines can be found in Samuel Butler’s 1863 essay 
‘Darwin Amongst the Machines’.16 By the end of World War II, the 
theme of scientists harnessing the sacred powers of  nature to wreak 
unprecedented destruction had become relatively common (though 
they were first described in Wells’ 1914 story The World Set Free).17 
Prominent examples of this genre include Nevil Shute’s novel On the 
Beach,18 Stanley Kubrick’s film Dr Strangelove or: How I Learned to Stop 
Worrying and Love the Bomb,19 Raymond Briggs’ graphic novel When 
the Wind Blows20 and Gudrun Pausewang’s children’s book The Last 
Children of Schoenborn.21
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Writers of speculative fiction were also among the first to consider 
possible means of preventing global  catastrophes. For instance, Lord 
 Byron was reported to have mused with friends about the possibility of 
an early form of  planetary defence:

Who knows whether, when a  comet shall approach this globe to destroy 
it, as it often has been and will be destroyed, men will not tear rocks from 
their foundations by means of steam, and hurl mountains, as the giants 
are said to have done, against the flaming mass?22

Similarly, William Hope Hodgson’s The Night Land depicts humanity 
surviving, after the sun has burned out, in huge pyramids that are 
geothermally heated with crops grown underground in hydroponic 
rooms,23 while the 1923 novel Nordenholt’s Million, written by Alfred 
Walter Stewart under the pseudonym J. J. Cunnington, tells the story 
of a plutocrat who creates a refuge in Scotland after an engineered 
“denitrifying” bacteria causes the food supply to collapse.24 Finally, 
human survival and recovery after global  catastrophes is also a 
common literary theme. While much of this genre is not strictly 
concerned with  existential risk, because the survival of the human 
species is either not in question or is not its primary focus, many works 
— such as E. M Forster’s The Machine Stops,25 Walter M. Miller Jr.’s 
A Canticle for Leibowitz,26 Ursula K. Le Guin’s Always Coming Home,27 
Octavia Butler’s Parable of the Sower, Cixin Liu’s The Dark Forest28 and 
Emily St. John Mandel’s Station Eleven29 — remain of interest to ERS 
scholars.

Central themes of this body of literature include the plight of “the 
last man”, the inevitability of some future disaster, and the folly of 
human hubris. According to W. Warren Wagar,  science fiction was also 
instrumental in establishing the academic field of Futures Studies,30 
with H. G.  Wells’ 1901 book Anticipations of the Reaction of Mechanical 
and Scientific Progress Upon Human Life and Thought providing its 
foundational text,31 followed by his Royal Institute lecture titled “The 
Discovery of the Future”.32 Wells argued that humanity should use 
the scientific method to understand how the future might unfold — in 
contemporary scholarly parlance, to map out the possible, probable, 
and preferable futures. In his words:
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And if I am right in saying that science aims at prophecy, and if the 
specialist in each science is in fact doing his best now to prophesy within 
the limits of his field, what is there to stand in the way of our building up 
this growing body of  forecast into an ordered picture of the future that 
will be just as certain, just as strictly science, and perhaps just as detailed 
as the picture that has been built up within the last hundred years of the 
geological past?

 Wells also wrote two non-fiction essays about the topic of human 
 extinction, “On Extinction”33 and “The Extinction of Man”,34 though 
both clearly draw as much on his literary imagination as his scientific 
method. Similar themes were also raised by other  science fiction 
authors, including Arthur C. Clark, William Gibson and David Brinn. 
These themes are an especially noted feature of the writings of Isaac 
 Asimov (1920–1992), a professor of biochemistry as well as a prolific 
popular science and  science fiction author, as in his Foundation series 
concerning the predicted collapse and recovery of galactic civilisation.35 
Indeed,  Asimov wrote the first book-length non-fiction treatment 
of possible existential  catastrophes, A Choice of Catastrophes: The 
Disasters That Threaten Our World (1979).36 Many of the science fiction 
authors who have had the deepest impact on ERS have frequently 
crossed between  science fiction and science journalism or non-fiction. 
However, a special mention also needs to be made for the works of 
pure journalism that have helped to build the field. Notable examples 
of this include Winston Churchill’s “Shall We All Commit Suicide?” in 
Nash’s Pall Mall Magazine,37 Jonathan Schell’s “The Fate of the Earth” in 
The New Yorker,38 and the anonymously written “Sui Genocide” in The 
Economist.39

Yet, the scientific value of this work is constrained by its commitment 
to storytelling and literary success. It thus focuses on apocalyptic and 
 catastrophe narratives that readers would find engaging rather than 
the most plausible or realistic scenarios. Nick  Bostrom has called this 
the “good-story bias” and warns that “if we are not careful, we can be 
[misled] into believing that the boring scenario is too far-fetched to be 
worth taking seriously”.40 Nonetheless, speculative fiction undoubtedly 
played a role in focusing scientific and public attention on the long-term 
challenges facing humanity in a hostile universe, and an early  exposure 
to this genre of literature has also undoubtedly been a strong personal 
influence on many scholars in the field.
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Concerned scientists

Another important contribution to the development of ERS arose from 
scientists who became concerned about trends and developments in 
their fields, which they felt might significantly harm humanity and 
which they wished to draw to the attention of politicians and the public. 

Worries about the risk of a global  catastrophe first gained major 
scientific attention after World War II, in response primarily to 
 nuclear weapons. The earliest of these appears to have related to 
whether they might ignite the Earth’s atmosphere, although these 
were quickly dismissed.41 Far greater attention was given to the risk 
that “radioactive particles” could contaminate the environment, 
potentially causing a global  catastrophe. This theory drew from 
the work of Hermann Muller, who discovered that radiation can 
induce genetic mutations and received the first post  war Nobel Prize 
in physiology for this work in 1946. Muller, together with Bertrand 
 Russell, Albert  Einstein and other prominent scientists of the day, 
came to write in what came to be known as the Russell- Einstein 
manifesto in 1955, according to which:

No one knows how widely such lethal radioactive particles might be 
diffused, but the best authorities are unanimous in saying that a  war 
with H-bombs might possibly put an end to the human  race… sudden 
only for a minority, but for the majority a slow torture of disease and 
disintegration.42

An important consequence of this manifesto was the establishment of 
the  Pugwash Conferences on Science and World Affairs, which was 
awarded the 1995 Nobel Peace Prize for their “efforts to diminish 
the part played by nuclear arms in international politics and, in the 
longer run, to eliminate such arms”. The first of these was initiated in 
1957 by  Russell and Joseph Rothblatt, a physicist who worked on the 
Manhattan Project. 

Other Manhattan Project scientists established the  Bulletin of the 
Atomic Scientists (The Bulletin) in 1945, because they were concerned 
about the consequences of their work. Two years later, the bulletin 
created the iconic “ Doomsday Clock” to:
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[warn] the public about how close we are to destroying our world with 
dangerous technologies of our own making. It is a metaphor, a reminder 
of the perils we must address if we are to survive on the planet.43

Thus, in response to world events, The Bulletin’s Science and Security 
Board moved the minute hand toward or away from midnight, which 
represents global destruction. The clock was initially set to seven 
minutes to midnight, but in 1949 moved to five minutes to midnight 
and then to two minutes to midnight in 1953, after the United States 
and Soviet Union detonated the first thermonuclear weapons. This 
was the latest the clock was ever set until 2020, when the bulletin 
decided to move it to 100 seconds to midnight; the furthest away 
it has been to midnight was 17 minutes in 1991, following the end 
of the  Cold War. Other academics had also continued working on 
the possibility of human  extinction, such as the philosopher John 
Somerville, who founded the “International Philosophers for the 
Prevention of Nuclear Omnicide” in 1983 to “apply the resources of 
philosophy, in its widest sense of the term, to prevent and eliminate 
nuclear and other threats to global existence; create an enduring 
world peace; develop a just social, economic and political basis for 
peace and human well-being”.

Worries about environmental  catastrophes also emerged after the 
Second World War, although an awareness of humanity’s profound, 
and potentially dangerous, impact on our environment can be traced 
back at least as far as the late 18th century.44 Some of the earliest book-
length studies of the potential for  civilisational collapse, including 
William Vogt’s Road to Survival45 and Fairfield Osborne’s Our Plundered 
Planet,46 sounded an alarm about population growth, soil erosion and 
environmental pollution while also dripping with racial prejudice 
and colonial interests in the survival of “The West”. Another pivotal 
early work was Rachel  Carson’s Silent Spring, which not only echoed 
these earlier concerns but significantly increased their scientific  rigour 
and added a crucial policy edge by raising public awareness about 
the danger from chemical pesticides, such as DDT, chlordane and 
heptachlor.47 Carson (1907–1964) was a marine biologist, nature writer 
and pioneering conservationist who became concerned about the 
ecological effects of indiscriminate overuse of pesticides, which she 
called “biocides”. As she wrote in the book:
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Along with the possibility of the  extinction of mankind by nuclear  war, 
the central problem of our age has … become the contamination of man’s 
total environment with such substances of incredible potential for harm 
— substances that accumulate in the tissues of plants and animals and 
even penetrate the germ cells to shatter or alter the very material of 
heredity upon which the shape of the future depends.

In 1968, Paul (1932–) and  Anne (1933–)  Ehrlich, a husband and wife 
pair who trained as biologists but came to work predominantly in 
ecology and  population studies, were commissioned to write The 
Population Bomb,48 which received wide public attention. It warned 
about the catastrophic impacts of overpopulation, which the Ehrlichs 
claimed could lead to “hundreds of millions” of deaths from starvation. 
In 1972, the Club of Rome, an organisation of scientists, economists, 
diplomats, government officials, and other influencers from around 
the world, published a similar report called The Limits to Growth.49 This 
developed the first global  systems models to investigate the long-
run impacts of trends in  population, consumption, environmental 
degradation, and  technology. Its conclusions were stark: “If the present 
growth trends in world  population, industrialization, pollution, food 
production, and resource depletion continue unchanged, the  limits to 
growth on this planet will be reached sometime within the next one 
hundred years”.

By the early 1980s, some scientists had become worried that the 
greatest threat posed by nuclear conflict was not radioactivity but 
the massive firestorms that could inject soot into the stratosphere, 
blocking incoming solar radiation and causing global agricultural 
failures and perhaps even human  extinction. The result would be what 
the atmospheric scientist Richard Turco called “ nuclear winter”. One 
of the most prominent scientists who warned about  nuclear winter 
was the cosmologist, planetary physicist and exobiologist Carl  Sagan 
(1934–96). Sagan had gained significant scientific prominence through 
his research, especially in the search for extraterrestrial life, and had a 
preeminent reputation as a science communicator through his books 
and TV programmes such as Dragons in Eden50 and Cosmos.51 Sagan 
and four other scientists published an influential study  modelling 
this possibility in the journal Science.52 However, Sagan also took the 
decision to pre-empt this publication with more popular works and 
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media appearances to increase the potential impact of the research on 
politicians and the public. For instance, he wrote the cover story for 
the October 30th 1983 edition of Parade, in which he argued that, if a 
nuclear conflict were to occur:

Many species of plants and animals would become  extinct. Vast numbers 
of surviving humans would starve to death. The delicate ecological 
relations that bind together organisms on Earth in a fabric of mutual 
dependency would be torn, perhaps irreparably. There is little question 
that our global civilization would be destroyed. The human  population 
would be reduced to prehistoric levels, or less. Life for any survivors 
would be extremely hard. And there seems to be a real possibility of the 
 extinction of the human species.

In another article, on the policy implications of nuclear  war for Foreign 
Affairs,  Sagan argued that “the central point of the new findings is that 
the long-term consequences of a nuclear  war could constitute a global 
climatic catastrophe”.53 Sagan and Paul Ehrlich went on to co-organise 
a two-day conference and co-author the 1984 book on the “long-term 
biological consequences of nuclear war”, The Cold and the Dark.54 While 
controversial, this scientific  activism seems to have had a significant 
impact. For example, the Soviet Premier Mikhail Gorbachev told Ronald 
Reagan in 1988 that  Sagan was “a major influence on ending [nuclear] 
proliferation”.55

Research on the  nuclear winter phenomenon was spurred in 
part by a study published in 1980 by Luis and Walter Alvarez.56 This 
hypothesised that the non-avian dinosaurs went  extinct because an 
 asteroid struck Earth. The impact threw dust into the stratosphere, 
blocking out sunlight and compromising photosynthesis. The “Alvarez 
hypothesis”, as it became known, was ground-breaking because it 
threatened the then-dominant paradigm that global  catastrophes do not 
occur and the appearance of  mass extinctions in the fossil record is an 
artefact of their incompleteness — a paradigm that had reigned since 
at least the 1850s. As Trevor Palmer notes, even into the late 1980s, “it 
was still far from clear whether  mass extinctions were real events, rather 
than artefacts of the fossil record”.57 This changed dramatically with the 
(re)discovery of the Chicxulub crater on the Yucatan Peninsula in 1990, 
which provided sufficient evidence to convince the scientific community 
that global  catastrophes have occurred in the past and, by implication, 
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could occur in the future. During the 1980s, studies of  volcanoes also 
suggested that major eruptions could also catapult particles into the 
stratosphere that block out incoming light. The realisation that natural 
 catastrophes can induce  mass extinctions in this way was integral to 
the widespread belief that anthropogenic factors, like nuclear conflict, 
could have similarly devastating effects.

By the early 2000s, scientists had already identified many other 
threats to human survival, including threats associated with artificial 
intelligence,58 biological weapons,59 nanotechnology60 and high-
energy physics experiments.61 All these diverse threats were explored 
by Martin  Rees (1942–) in his 2003 book, Our Final Century: Will 
the Human Race Survive the Twenty-First Century?  Rees, a celebrated 
cosmologist who became the UK’s Astronomer Royal in 1995, offered 
a “scientist’s warning” that humanity faces unprecedented challenges 
in the 21st century.62 Rees came to the gloomy conclusion that the 
probability of civilisation surviving the next 100 years is perhaps 50%. 
Although we believe that this is of little scientific or academic value, it 
nonetheless attracted both public and scholarly attention to  existential 
risk issues.

Central themes of the work of concerned scientists have included 
the real possibility of human  extinction, the risks associated with 
scientific and  technological progress and the consequent moral 
responsibility of scientists for what is done with their work. Many of 
these scientists have also called for the creation of a form of world 
government, or at least for much greater government involvement in 
the operation of the market and the applications of scientific research. 
For example, in a “message to the world congress of intellectuals”, 
 Einstein declared that “mankind can only gain protection against 
the danger of unimaginable destruction and wanton annihilation if a 
supra-national organization has alone the authority to possess these 
weapons”.63 Others emphasised the role of scientists in informing the 
public about global risks. The Bulletin and the  Pugwash Conferences 
exemplify this view, as does the Union of Concerned Scientists, which 
was founded by students and faculty at the Massachusetts Institute of 
Technology in 1969, to counteract the “misuse of scientific and technical 
knowledge presents a major threat to the existence of mankind”.
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However, the theoretical frameworks within which scientists work 
are usually relatively simplistic and tend to be useful only for linking 
discrete  exogenous shocks with catastrophic effects; for instance, by 
considering a simple causal chain from nuclear conflict to firestorms 
to stratospheric soot to famine. We can call this the “etiological 
approach” to ERS. Furthermore, concerned scientists have often 
tended to oppose measures to reduce our collective  vulnerability and 
 exposure to the  hazards they believe science might produce (such 
as famine relief, civil defence or geoengineering) and suggest that 
there is a strong trade-off, or potential for moral  hazard, between 
such measures and reducing the risks from scientific research. This 
arose in part from (justifiable) worries that these measures might be 
ineffective, although it also seems to reflect a desire that science in 
general, or at least their research in particular, should only be used 
for beneficial rather than harmful ends. While an admirable position 
from which to campaign and raise awareness, this may offer an 
unnecessarily limited view for the purposes of risk assessment and 
risk management.

Section 2: Transhumanism, Utilitarianism and the  
Birth of ERS

While many people’s work contributed to the foundation of the field 
of ERS, most notably John Leslie and Rees;64 we date the beginning of 
Existential Risk Studies as a unified field of research to the 2002 paper 
“Existential Risks: Analyzing Human Extinction Scenarios and Related 
Hazards” by Nick Bostrom (1973–),65 who trained in philosophy and 
computer science before establishing the  Future of Humanity Institute 
within the University of Oxford’s philosophy department in 2005. This 
work solidified a number of step-changes in thinking about  existential 
risk and the long-term future of humanity. Whereas previous work had 
tended to focus on specific  catastrophe scenarios or threats,  Bostrom’s 
work approached  existential risk in a holistic way. Furthermore, whereas 
previous work focused on human  extinction and  civilisational collapse, 
 Bostrom focused on  catastrophes that would prevent humanity from 
fulfilling its potential to flourish. Human  extinction is the most obvious 
way this could happen, but it is not the only one. For instance, if human 
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civilisation collapsed to a  state in which we could not recover culturally, 
economically or technologically this may be almost as bad as if we went 
 extinct completely; even if we were to continue developing but plateau 
prematurely, before our peak, this could also entail a significant loss of 
potential for our species. Such considerations led  Bostrom to define an 
 existential risk as “one where an adverse outcome would either annihilate 
Earth-originating intelligent life or permanently and drastically curtail 
its potential”,66 which remains perhaps the most canonical definition of 
the term to date.

Maximising future value

 Bostrom’s novel perspective, as he presents it in the literature, is based 
on two normative views. The first is utilitarianism — in particular, 
a “totalist” interpretation of it. This maintains that an act is morally 
right if and only if it increases the total net well-being in the universe. 
If people have lives worth living, then the larger the  population, the 
greater the well-being. Hence, totalist utilitarianism implies that 
humanity should not only strive for happiness, but create as much well-
being as possible, including through the creation of as many humans 
with net-positive amounts of well-being as possible. This conclusion 
was first articulated by Henry Sidgwick, who was also the first to note 
that human  extinction would be “the greatest of conceivable crimes 
from a Utilitarian point of view”.67 However, it is important to note 
that this principle is not universally shared, even among utilitarians; 
for instance, the philosopher Jan Narveson famously counters that 
utilitarians “are in favor of making people happy, but neutral about 
making happy people”.68

But just how many humans could we create? Carl  Sagan calculated 
that if humanity survives on earth for another 10 million years, there 
could come to exist some 500 trillion future people.69 Transcending 
the boundaries of our planet, the Serbian astrophysicist Milan 
 Ćirković (1971–) estimates that “the number of potentially viable 
human lifetimes lost per century of postponing of the onset of galactic 
colonization” is approximately 1046 — or 10,000,000,000,000,000,000,0
00,000,000,000,000,000,000,000,000.70 Bostrom built on this idea in his 
2003 paper Astronomical Waste, in which he conjectures that, if the Virgo 
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Supercluster contains 1013 stars and the habitable zone of an average 
star can sustain ~1010 biological humans, an incredible 1023 biological 
people per century could live in the Virgo Supercluster alone. Yet if our 
technologically advanced descendants opt to convert entire exoplanets 
into computer hardware (so-called computronium), and if this could 
be used to simulate human minds that would be just as valuable as our 
own, then some 1038 simulated beings with worthwhile lives could exist 
per century in our supercluster,  Bostrom estimates. Given that there 
could be 10 million additional superclusters in the visible universe, it 
follows that the future could contain truly astronomical quantities of 
well-being.

Achieving humanity’s potential

The second normative view,  transhumanism, concerns a qualitative, rather 
than merely quantitative, element to humanity’s potential future value. 
This is the view that humanity should not be limited by our biological 
 nature (which  transhumanists call bio-conservatism) but transcend it. 
The central tenet of  transhumanism is that we should use what Mark 
Walker dubs “person-engineering technologies” to radically enhance 
our core biological features,71 such as cognitive capacity, emotionality 
and healthspan, potentially resulting in the genesis of one or more 
species of posthumans.72

Although  transhumanist themes can be found dating back to 
the very dawn of civilisation (they are a key theme of the Epic of 
Gilgamesh, written c. 2,000 BCE), it wasn’t until the late 1980s and 
1990s, facilitated by the internet, that a community of  transhumanists 
formed.73 In his 2003 paper “Transhumanist Values”,74 Bostrom writes 
that the “core value” of  transhumanism is “having the opportunity 
to explore the transhuman and posthuman realms,” since this could 
hold the key to “realiz[ing] our ideals” in ways that are presently 
impossible given “our current biological constitution”. However, 
the phrase “realize our ideals” is deceptively critical as many 
 transhumanists would see the goal of  transhumanism as ushering in 
a  techno-utopian milieu in which people become capable of realizing 
ideals that at present we cannot imagine. Consider  Bostrom’s “Letter 
from Utopia”, in which he plays the role of a future posthuman 
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penning a “love letter to humanity”, as it were, that time-travels back 
to the 21st century. As the letter’s author puts it, “how can I tell you 
about Utopia and not leave you mystified? With what words could I 
convey the wonder?”:

My mind is wide and deep. I have read all your libraries, in the blink of 
an eye. I have experienced human life in many forms and places.… You 
could say I am happy, that I feel good. That I feel surpassing bliss and 
delight. Yes, but these are words to describe human experience. They are 
like arrows shot at the moon. What I feel is as far beyond feelings as what 
I think is beyond thoughts. Oh, I wish I could show you what I have in 
mind! If I could but share one second with you!75

Along similarly utopian lines, the inventor, futurist, and Google’s 
Director of Engineering, Ray Kurzweil anticipates the exponential 
development of  technology bringing about a history-rupturing event 
known as the technological “Singularity”.76 Similar views have been 
expressed by the  AI Researcher Eliezer  Yudkowsky (1979–), who 
founded the Machine Intelligence Research Institute (originally the 
Singularity Institute for  AI Research) in 2005. Kurzweil and  Yudkowsky 
were part of a conspicuously optimistic version of  transhumanism called 
“singularitarianism” that “believes that the Singularity is possible, 
that the Singularity is a good thing, and that we should help make it 
happen”.77 In Kurzweil’s words, this event is “a future period during 
which the pace of  technological change will be so fast and far-reaching 
that human existence on this planet will be irreversibly altered”. Driven 
by “the sudden explosion in machine intelligence and rapid innovation 
in the fields of gene research as well as nanotechnology”, humanity and 
machine, organism and artifact, will merge into one, yielding a “world 
where there is no distinction between the biological and the mechanical, 
or between physical and virtual reality”. 

However, this is problematic because much of the risk facing 
humanity in the 21st century stems from precisely the technologies 
needed to achieve the goals of  transhumanists and singularitarians, 
making these technologies “dual-use”, in that they have the power to 
both benefit and harm. For example, CRISPR/Cas9 based techniques 
for gene-editing could potentially halt and even reverse  ageing, but 
could also empower malicious agents to synthesise unnaturally 
dangerous pathogens. Similarly, hypothetical future devices called 
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“nanofactories” could usher in an age of unprecedented super-
abundance, but could also open the door changing almost any object 
into any other object at very low cost. Finally, some  AI experts have 
become increasingly concerned that a  superintelligent machine could 
bring about the total annihilation of humanity. As  Bostrom, echoing 
ideas from  Yudkowsky, worried in 2002:

When we create the first  superintelligent entity, we might make a mistake 
and give it goals that lead it to annihilate humankind, assuming its 
enormous intellectual advantage gives it the power to do so. For example, 
we could mistakenly elevate a subgoal to the status of a supergoal. We 
tell it to solve a mathematical problem, and it complies by turning all the 
matter in the solar system into a giant calculating device, in the process 
killing the person who asked the question. 78

As Bill Joy eloquently warned in the famous 2000 WIRED article 
“Why the Future Doesn’t Need Us”, the dangers associated with 
emerging technologies may be so profound that we ought “to limit 
development of the technologies that are too dangerous, by limiting 
our pursuit of certain kinds of knowledge”. He goes on to suggest 
that instead of a “ technological utopia” of some sort, we should 
instead aim for a society “whose foundation is altruism”, in which 
we “conduct our lives with love and compassion for others” and 
where  states “develop a stronger notion of universal responsibility 
and … interdependency”.79 Yet the only way to achieve the goals 
of utilitarianism and  transhumanism may be to develop these very 
technologies. Thus, there is a need for a unified and  rigorous study 
of how to develop these dangerous, but apparently necessary, 
technologies safely and beneficially. By focusing on the potential 
benefits of emerging technologies in the late 1990s, the potential 
harms gradually, and frightfully, came into focus.

The methodologies of the first wave

This, then, is the intellectual firmament out of which ERS coalesced. 
If one believes that the future could contain astronomical numbers of 
super-enhanced posthumans in a galaxy-spanning  techno-utopian 
paradise, then one should care about every possible event that could 
preclude humanity from achieving that goal. As  Bostrom notes,  wars, 
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epidemics,  volcanic eruptions, famines, genocides and so on may 
ultimately be “mere ripples on the surface of the great sea of life” since 
“they haven’t significantly affected the total amount of human suffering 
or happiness or determined the long-term fate of our species”.80 All that 
really matters are scenarios like  technological stagnation, irreversible 
 civilisational collapse and  extinction. This differs significantly from 
previous concerns, which focused on the process of going  extinct and 
the loss of human life, and, to account for this difference,  Bostrom 
proposes a four-part  classification of existential risks according to their 
outcome. These are:

1. Bangs — Earth-originating intelligent life goes  extinct in 
relatively sudden disaster resulting from either an accident or 
a deliberate act of destruction

2. Crunches — The potential of humankind to develop into 
posthumanity is permanently thwarted although human life 
continues in some form

3. Shrieks — Some form of posthumanity is attained but it is an 
extremely narrow band of what is possible and desirable

4. Whimpers — A posthuman civilisation arises but evolves in 
a direction that leads gradually but irrevocably to either the 
complete disappearance of the things we value or to a state 
where those things are realised to only a minuscule degree of 
what could have been achieved.81

In every case, humanity fails to attain  technological maturity in a 
“stable” manner, or one that would enable us to exploit our full cosmic 
potential. It is this novel emphasis on potentiality that leads  Bostrom 
to formulate a heuristic to guide impersonal altruism known as the 
Maxipok rule, that is to: “Maximize the probability of an okay outcome, 
where an ‘okay outcome’ is any outcome that avoids existential 
disaster”.82

The next question for the field of ERS to consider was how this 
can be achieved. Here,  existential risk scholars largely fell back on 
the methods of their predecessors among concerned scientists (a 
few of whom, most notably Eric Drexler, became fully part of the 
ERS community). We referred to this as the “etiological approach” 



42 An Anthology of Global Risk

to understanding existential risks, its central feature being the 
individuation of  existential risk types according to their primary 
causes. Example causes include  supervolcanic eruptions,  asteroid 
impacts, gamma-ray bursts, solar flares, bioengineered pandemics, 
ecological  mass extinctions,  climate change, geoengineering, self-
replicating nanobots, extraterrestrial invasions and artificial general 
intelligence, among others. By mapping out the links from cause 
to  catastrophe, one can devise intervention strategies to disrupt 
these causal chains, thereby modulating the effects. One finds 
this approach in both Leslie and Bostrom,83 and it constitutes the 
organising principle of  Bostrom and Ćirković’s edited collection 
Global Catastrophic Risks, which consists of three main sections: (i) 
risks from  nature, (ii) risks from unintended consequences, and 
(iii) risks from hostile acts.84 This etiological approach offered ERS 
a well-defined research program for scholars to pursue: investigate 
the routes to disaster from triggers, and then root out the triggers 
to stop the disasters. Yet, this only works if there is one, or at least a 
relatively small number, of causal pathways that could bring about 
such a disaster, and if these can be modelled in a simple enough way 
as to allow for solutions or alternatives to be engineered. In practice, 
humanity has a relatively poor track record of engineering specific 
solutions to complex problems, although early ERS scholars like Nick 
 Bostrom seem not to have been put off by this.85

Another methodological feature of this paradigm is the use of 
anthropic reasoning to obtain new information. This concerns how one 
should reason about one’s location in space and time to gain insights 
into epistemically closed fields of interest, such as predicting the future 
and understanding other universes. One form of this reasoning is the 
“doomsday argument”, which seeks to assess how long humanity will 
survive. In The End of the World, Leslie offers the most detailed defence 
to date of this argument.86 He asks the reader to reason as if they are a 
random sample of all humans that will ever live. Given that there have 
existed between 60 and 100 billion people so far (7.8 billion of which are 
currently alive), the hypothesis that there will be, say, 200 billion in total 
is much more probable than the hypothesis that there will be 100 trillion, 
since it is more likely that we are near the middle of human history rather 
than at one extreme end or the other. Thus, the doomsday argument 
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concludes that we are systematically underestimating the probability of 
human  extinction in the near future.  Bostrom later developed these ideas 
further, arguing in one case that “the doomsday argument is alive and 
kicking”.87 Anthropic reasoning also motivated Bostrom’s “ simulation 
argument”, which purports to narrow down the space of future (and 
metaphysical) possibility to three scenarios: (i) humanity goes  extinct 
relatively soon, (ii) humanity creates advanced technologies that enable 
us to run a large number of simulated universes but we choose not to do 
this, and (iii) we are almost certainly living in a computer simulation.88 
This has a number of real implications for humanity’s long-term survival. 
For example, studies showing that we might not exist in a simulation 
(or that narrow down the plausible ways that we could be simulated) 
reduce the probability of (iii), thereby raising the probability of (i), all 
else being equal. While widely accepted within ERS, these arguments 
are generally sceptically received by outsiders.

Central themes of this paradigm thus include transcending human 
limitations, maximising value in the long run, building a  techno-utopia, 
and attaining  technological maturity. A primary limiting factor for 
this strand of research has been its commitment to  transhumanism 
and totalist utilitarianism, which are not widely shared. If the aim of 
ERS is to subjugate  nature, maximise economic productivity, explore 
the posthuman realm, and create on the order of 1046 future people, 
most people (members of the public and academics alike) are likely to 
conclude that the field is absurd, since they do not share these goals. 
While not necessarily undermining the truth of its claims, this limits both 
the scope of inquiry of researchers in this wave — which has focused 
predominantly on a small number of  technology-focused risks — and 
the opportunities to cooperate and engage with wider communities.

Section 3: Effective Altruism, Longtermism, and the 
Growth of ERS

The second paradigm in ERS built on these foundations, while 
incorporating insights from the emerging Effective Altruism (EA) 
movement, which came to be embraced by the vast majority of researchers 
from the first wave as well as introducing many new people to the field. 
The EA movement is closely associated with a number of online blogs 



44 An Anthology of Global Risk

such as Overcoming Bias (founded in 2006 by Eliezer  Yudkowsky and 
Robin Hanson) and Marginal Revolution (founded in 2003 by Tyler 
Cowen and Alex Tabarrok). It began to take a more substantial form 
after the Oxford philosopher Toby  Ord co-founded Giving What We Can, 
which quickly developed chapters around the world.  Ord established 
Giving What We Can after being inspired by the work of Derek  Parfit, 
Peter  Singer and others to make a personal decision to give a significant 
proportion of his income to charities that would most increase well-
being, and receiving many enquiries from others interested in doing the 
same thing.

Doing the most good

The EA movement differs from the first wave of research into 
 existential risk in having no a-priori commitment to  transhumanism or 
 transhumanist values. However, it is still strongly embedded within 
maximising the amount of value in the world (usually understood 
in utilitarian terms). Following Peter  Singer’s influential line of 
argument that helping someone who lives 10,000 miles away is no 
less ethically obligatory than helping someone drowning in a lake 
right in front of you,89 the movement sees it as vitally important to 
find out how to do as much good as possible, regardless of whose 
good it is. Within EA this problem is known as “cause prioritisation”, 
and it has traditionally been tackled via the ‘NTI framework’, first 
developed by the Open Philanthropy Project, which considers three 
factors: 

i. How Neglected is the issue? 

ii. How Tractable is the issue? and 

iii. How Important is the issue? 

Initially, the movement focused on researching and then fundraising 
for effective ways of alleviating global poverty (as  Singer’s argument 
suggested), most notably by fighting tropical diseases, such as malaria. 
However, as it developed, members raised concerns over whether this 
really was the most effective way to create value, and so this cause 
was joined by the elimination of factory farming (along with other 
sources of animal suffering), shaping the far future (to maximise 
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future well-being), and most recently tackling mental illness (especially 
among the poor). The reason many  effective altruists decided to focus 
on shaping the far future is that if one wants to improve the lives of as 
many people as possible, and if most people who will ever exist will 
live in the future, then one should focus on the future. This position 
was most extensively articulated in the philosophy PhD thesis of Nick 
Beckstead, who called it “ longtermism”.90 As Nick Beckstead, Peter 
 Singer and Matt Wage write:

One very bad thing about human  extinction would be that billions of 
people would likely die painful deaths. But in our view, this is, by far, not 
the worst thing about human  extinction. The worst thing about human 
 extinction is that there would be no future generations … We believe that 
future generations matter just as much as our generation does. Since 
there could be so many generations in our future, the value of all those 
generations together greatly exceeds the value of the current generation.91

Let’s break down this line of reasoning in more detail. 
First, there is hardly a debate that the long-term future is neglected, 

both by business, governments and academics. Even more than a 
century after H. G.  Wells first called for a serious consideration of what 
the future might hold, most people struggle to think about what will 
happen more than a few years in the future. Indeed, in the past three 
decades far more scholarly papers have been published about dung 
beetles than human  extinction ( Bostrom, 2013b).

Second, there are at least some reasons for thinking that improving 
the long-term future is tractable. The most obvious way to affect the far 
future of humanity is to reduce the probability of  extinction, thereby 
ensuring that we at least have a future, and strategies to do this are 
readily available. Previous work using the etiological approach to risk 
management already discovered many potentially worthwhile risk 
management strategies. However, the EA-driven second paradigm 
expanded its focus from these “targeted” strategies, as Beckstead called 
them, to more indirect “broad” strategies for altering the developmental 
trajectory of civilisation. These include “improving  education, improving 
parenting, improving science, improving our political system, spreading 
humanitarian values, or otherwise improving our collective wisdom as 
stewards of the future”.92 
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Third, reducing the level of  existential risk is clearly extremely 
important from the perspective of many different value systems. 
For example, every mainstream ethical theory seems to imply that 
causing (and indeed even allowing) human  extinction to occur 
would constitute a profound moral wrong, although most do not 
give these wrongs the same weight that traditional utilitarianism 
does. Although one need not be a utilitarian to be an  effective altruist, 
most are utilitarians or at least “most sympathetic to utilitarianism”.93 
Indeed, Toby  Ord has argued that utilitarianism, along with the 
Scientific Revolution and Enlightenment, has “greatly contributed 
to the upbringing of  effective altruism”, while the name Effective 
Utilitarian Community was seriously considered as an alternative 
name for it.94

Whatever the exact prevalence of utilitarianism within EA, the 
basic idea finds expression in the long-term value thesis (LTVT), which 
undergirds  longtermism. Here the focus is broader than utilitarianism; 
it concerns maximising whatever one values in the world, be it art, 
music, poetry, science, sports, romance, and so on.95 Since the future 
could be really big, it could contain a lot more value, and “the bigger you 
think the future will be, and the more likely it is to happen, the greater 
the value”.96 Yet, as Benjamin Todd writes, even “if you’re uncertain 
whether the future will be big, then a top priority should be to figure out 
whether it will be — it would be the most important moral discovery 
you could make”.

The NTI framework can also be used to determine which of the drivers 
of  existential risk ERS scholars ought to focus on, implying that the 
biggest may not always be the best. This has led many EA longtermists 
to prioritise solving the “control problem” in  AI safety: the problem 
of how to build a machine  superintelligence whose value system is 
properly  aligned with human values. This is not necessarily because 
EAs believe that this is the most likely way for a global  catastrophe to 
occur, but because its combination of tractability and neglectedness 
(especially compared to other drivers of risk such as nuclear security and 
 climate change) makes it an area in which the community’s resources 
can be used most effectively. Another area in which the EA movement 
has tended to judge more resources were needed is global catastrophic 
biological risks, an area that had been paid relatively little attention by 
previous paradigms of ERS. 



 471. Ripples on the Great Sea of Life

Decision theory, Bayesian reasoning and the methods of the 
second wave

Apart from the NTI framework, the EA community has also been greatly 
influenced by Expected Value Theory (EVT) and  Bayesian probability, 
which together are seen as encapsulating the notion of applied 
rationality: making decisions that will maximise long-term value when 
one is  uncertain about what to do or how things will turn out.

EVT is the most influential “ decision theory” for helping agents to 
choose between actions that lead to  uncertain outcomes. It  states that 
rational agents should choose the action with the greatest expected 
value, which is calculated by averaging the probability-weighted value 
of every outcome that an action could produce. To quote Nick  Bostrom, 
if 1054 subjective life-years could come to exist in the future, then “a 
mere 1% chance of [this estimate] being correct” implies that “the 
expected value of reducing  existential risk by a mere one billionth of 
one billionth of one percentage point is worth a hundred billion times as 
much as a billion human lives”.97 While claims such as this tend to be 
repeated uncritically within the EA community, their counterintuitive 
implications have not gone unnoticed. For instance, considerable 
discussion has been given to a thought experiment known as “Pascal’s 
mugging” (after the famous Pascal’s wager argument) that involves an 
individual who claims to be able to create immense amounts of well-
being or suffering if we do, or fail to do, what they ask. Even if one 
were quite convinced that this individual is lying, the extremely small 
chance that she or he is being truthful should lead one to comply as a 
precaution.98

In 2015, Owen Cotton-Barratt and Toby  Ord proposed a definition 
of  existential risk in terms of Expected Value Theory, which differs 
markedly from  Bostrom’s canonical definition from the first wave that 
was based around the concept of  technological maturity. They argued 
that  Bostrom’s definition failed to adequately capture  catastrophes like 
a global totalitarian  state that oppresses its citizenry for a period of 
time but then collapses, thus enabling humanity to continue its quest 
to maximise value. On their view,  existential risk should refer to any 
“event which causes the loss of a large fraction of expected value”. 
This definition also introduces the related concept of an “existential 
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hope”, an event that causes a large gain in expected value; the authors 
borrow a neologism from J. R. R. Tolkien when referring to the latter 
events as eucatastrophes.99 Examples of existential hopes include 
designing a value- aligned machine  superintelligence or becoming 
multi-planetary.100

This switch to expected value also encouraged a shift away from 
focusing on the avoidance of  extinction events, with a growing 
number of EAs — most notably those affiliated with the now-defunct 
Foundational Research Institute (FRI) — arguing that we need to give 
considerable attention to the avoidance of s-risks, which are risks of 
outcomes that would be worse than  extinction, because they contain 
negative values, like suffering, “on an astronomical scale, vastly 
exceeding all suffering that has existed on Earth so far”.101 For example, 
imagine a future in which our progeny become posthuman, colonise 
the universe, and attain a stable  state of  technological maturity, thus 
creating vast amounts of well-being. On  Bostrom’s view it appears to 
be an OK outcome that we should work towards if we can. However, 
there is an important datum missing: how much suffering exists in this 
universe? If the answer is that the amount of suffering greatly exceeds 
the amount of well-being then our progeny will have realised an s-risk. 
Although the suffering-focused approach remains a minority position 
within EA, it gestures at an important insight. Many people have noted 
that it is difficult to adumbrate a version of utopia that anyone would 
actually want to live in. Yet there is probably wide agreement about 
what would count as dystopia: pervasive and intense pain, misery, 
dejection, anguish, unfulfilled desires, ignorance, loneliness, insecurity, 
violence, oppression,  war, and genocide. One could therefore argue that 
we should focus on avoiding hell rather than, as the  transhumanists do, 
reaching heaven.102

 Bayesian probability is the view that probabilities, including those 
required to perform EVT, are subjective matters of belief, rather than 
objective facts about the universe, so agents can always assign a 
probability to any possible outcome, no matter how little information 
they have about it, and update these probability estimates to take 
account of new information. The rules of  Bayesian probability require 
that no outcome, no matter how outlandish, should ever be assigned 
a probability of 0, because within the theory that would imply that no 



 491. Ripples on the Great Sea of Life

quantity of evidence, no matter how great, could ever persuade us to 
change our mind about it.

Much of the influence of  Bayesian probability on ERS has been 
cultural, as it permits, and even encourages, the precisification of 
belief and the use of evidence, even very limited evidence, over more 
purely rationalist considerations such as the doomsday argument. 
However, it has also informed a number of interesting studies that 
seek to assess particular kinds of  existential risk. These include the 
use of surveys that bring together expert opinions as a basis for 
improving risk assessments and predictions,103 as well as toy models 
that assume a simple causal pathway or fixed damage distribution for 
different kinds of event to estimate their overall likelihood,104 but also 
individual subjective judgements that simply present evidence and 
conclude with the author’s current best guess for a given probability.105 
These methods all have a long history, but came to the fore in ERS 
during this second wave.106

As of this writing, a large portion — maybe a significant majority 
— of ERS scholars are  effective altruists with  longtermist convictions. 
However, perhaps the most significant contribution of EA to the field 
of ERS has been the influx of resources, which have significantly 
contributed to the movement’s reputation, both academically and in 
popular culture. This has included providing support, both financial 
and intellectual, to scholars and institutions already working in the field 
of ERS (such as FHI and the Machine Intelligence Research Institute, 
MIRI), helping to found new research centres (such as the  Centre for 
the Study of Existential Risk (2012), the Future of Life Institute (2014) 
and the Centre for Human Compatible  AI (2016)), and supporting 
the work of relevant policy think tanks (such as the Nuclear Threat 
Initiative, the Centre of Health Security and the Centre for Security and 
Emerging Technologies). Of particular note has been the establishment 
of the Global Priorities Institute in 2018 by the Oxford Philosopher 
Hilary Greaves, who transitioned from researching the Philosophy 
of Physics to Moral Philosophy in order to increase her impact on the 
world. While nominally interested in all aspects of cause prioritisation, 
a key aspect of this centre’s work has been using tools from philosophy 
and economics to address the epistemic, ethical and decision-theoretic 
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challenges of trying to influence the long-term future of humanity to 
maximise value.

This influx of resources and talent into the field saw it expand 
dramatically. However, the paradigms of EA also constrain this 
research in several respects. For instance, many people, including most 
philosophers, reject the impersonalism that underlies effective altruism.107 
What we should care about, critics say, is not the potential well-being 
of currently non-existent (and possibly never-existent) possible future 
people, but people who exist right now. As the philosopher Amia 
Srinivasan writes:

What is required [by EA] is impersonal, ruthless decision-making, 
heart firmly reined in by the head. This is not our everyday sense of the 
ethical life; such notions as responsibility, kindness, dignity, and moral 
sensitivity will have to be radically reimagined if they are to survive the 
scrutiny of the universal gaze [that utilitarianism demands]. But why 
think this is the right way round? Perhaps it is the universal gaze that 
cannot withstand our ethical scrutiny.108

Relatedly, instead of accepting Expected Value Theory and then 
concluding that  existential risk reduction is very important, it is 
possible to reinterpret the argument that tiny reductions in  existential 
risk are tantamount to saving huge numbers of current people as a 
reduction-ad-absurdum of the  longtermist approach itself. Once again, 
this is not to say that the views held by most  effective altruists are 
wrong, only that they are not so widely shared outside of the 
community, and this has impacted what  existential risk researchers 
have come to see as important, neglected and tractable, as well as 
their ability to engage constructively with others to allocate resources 
to these causes. Unfortunately, it could also mean that criticisms of 
EA and ERS may have been self-censored out of a fear that it will 
lead to resources being allocated elsewhere.109 Nonetheless, the 
second paradigm has clearly offered much to the development of 
our understanding and management of existential risks, although 
it remains to be seen whether  longtermism has intellectual staying 
power.
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Section 4: Systemic Complexity, Ethical Pluralism and 
the Diversification of ERS

Recent years have seen the emergence of a new, third wave research 
paradigm within ERS. Its most salient features have been its 
rejection of the “etiological approach” of identifying and assessing 
risks according to their principal direct cause, and its embrace of 
more substantive principles of ethical pluralism. The approach has 
centred on understanding the conditions and contexts within which 
 existential risk is emerging, and on gaining a better overview of the 
factors that contribute to it by working with a wide range of expertise. 
It is thus typified by the  diversity of viewpoints on issues like how 
to classify existential risks, what the best methods for studying them 
are, and how to evaluate different possible outcomes. Underlying this 
mosaic of opinion is a general emphasis on the complex systematicity 
of existential risks; that is, seeing  existential risk as a phenomenon 
emergent from  complex systems characterised by  non-linear changes 
and feedback loops. This marks a shift away from focusing on 
existential  hazards to considering humanity’s  vulnerabilities and 
 exposure as well. This new paradigm was fostered in part by the 
success of the growth of ERS in attracting researchers from other 
fields, such as the life and earth sciences, disaster studies and public 
policy.

An early example of this kind of thinking can be found in a 2014 
paper co-authored by Seth Baum (1980–), a risk scholar who founded 
the Global Catastrophic Risk Institute in 2011, and the earth system 
modeller Itsuki Handoh. This paper seeks to integrate the influential 
“ planetary boundaries” framework,110 proposed by scholars at the 
Stockholm Resilience Centre, with concepts from ERS. It yields a novel 
risk concept called the “Boundary Risk for Humanity and Nature” 
(BRIHN) framework that focuses specifically on the risk “of crossing a 
large and damaging human system threshold”, where: 

crossing such a threshold could involve abrupt and/or irreversible 
harms to the human system, possibly sending the human system into 
a completely different  state. The new  state could involve significantly 
diminished populations and levels of development, or even outright 
 extinction.111
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Their framework is based around the twin concepts of “resilience” 
(humanity’s ability to adapt to changes in the global systems that 
surround us) and its “probabilistic threshold” (the degree of 
change over which the risk of our resilience being insufficient to 
avoid an irreversible loss moves from a near impossibility to a near 
certainty). This important framework remains underdeveloped and 
only informally applied. However, it constitutes an early attempt 
within ERS to redirect the spotlight of scholarly attention away from 
epistemically neat scenarios and analyse how disasters could unfold 
from a perspective more grounded in “systems theory”.112 This 
willingness to engage with  systemic complexity has helped to launch 
a renewed interest in catastrophic environmental risks, like  climate 
change and loss of  biosphere integrity. However, it has also had an 
impact on our perception of other kinds of risk. For instance, earlier 
waves of ERS tended to focus exclusively on the most dramatic “long-
term” risks associated with the development of Artificial General 
Intelligence, such as the control problem. However, researchers 
have recently also uncovered a range of “medium-term” risks that 
stem from the multi-dimensional interaction between increasingly 
powerful  AI systems and society, including concerns about the 
malicious use of AI.113

Diverging ethical approaches

Alongside efforts to more complex kinds of  existential risk, this 
emerging group of systems thinkers have also pushed back against 
some canonical normative ideas within previous paradigms. For 
example, the assumption that developing dangerous dual-use 
technologies is inevitable as encapsulated by  Bostrom’s “ technological 
completion conjecture”, which  states that “if scientific and  technological 
development efforts do not effectively cease, then all important basic 
capabilities that could be obtained through some possible  technology 
will be obtained”.114 If the “default outcome” of making a value-
 misaligned  superintelligence is “doom”, then why wouldn’t humanity 
be able to put a stop to such research (as we have been able to prevent 
human  extinction through an act of collective suicide or a refusal to 
procreate)?115 Another idea that has been scrutinized in recent years 



 531. Ripples on the Great Sea of Life

is that  space colonisation constitutes an “existential panacea” that 
will vastly decrease the probability of  extinction. For instance, Émile 
P. Torres (formerly Phil Torres) has argued that there are strong 
reasons for believing that venturing into space could have catastrophic 
consequences, likely causing something like an s-risk.116 Because of these 
doubts, researchers of the third wave of ERS have tended to pay less 
attention to what the future of humanity may be like or how to ensure 
human “flourishing”, and have instead focused more on avoiding the 
present risks facing humanity.

Thus, perhaps the most prominent indication that a new paradigm 
is forming in ERS is the growing number of researchers who are not 
committed to, or may even actively oppose, the notion that one should 
maximise future value (i.e., utilitarian  ethics). One notable starting 
point for understanding this shift is Karin  Kuhlemann’s discussion of 
“sexy” and “unsexy” risks.117 Kuhlemann (1979–), who is a practising 
lawyer and an active campaigner on  population issues as well as a 
researcher in philosophy and public policy, observes that scholarship in 
ERS has so far focused almost entirely on risks with “a characteristically 
polarised profile: a low probability of crystallisation, perhaps very 
low, but should they ever crystallise, the most salient scenario — the 
existential outcome — has about the highest possible severity and 
magnitude”. Such “ sexy risks” exhibit three properties: first, they 
are epistemically neat, making it easy to identify which disciplines are 
best-suited for studying them ( asteroid impacts, global pandemics, 
artificial intelligence, and so on). Second, they have a sudden onset in 
that they “crystallise abruptly, with obviously catastrophic outcomes 
from as little as a few hours to, at most, a few short years”. And third, 
they are technologically driven and, as such, “have a close relationship 
with rather flattering ideas about human ingenuity and intellectual 
prowess”.

 Kuhlemann argues that focusing on these risks is wrongheaded. 
Scholars within ERS need to also consider “ unsexy risks” as well. 
She defines these as dangerous scenarios that could produce an 
existential outcome, but also have a “high probability of sub-existential 
outcomes”.118 The three properties of unsexy risks are: first, they are 
epistemically messy, meaning that they “resist precise definition and do 
not … map well onto traditional disciplinary boundaries or institutional 
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loci of governance”. Investigating the relevant causal factors and 
mitigation strategies thus requires “the combination of perspectives 
from multiple wildly different disciplines, which is a daunting prospect 
to many researchers and a poor match to how centres of research tend 
to be organised and funded”. Second, they build up gradually and hence 
“play out in slow motion — at least as perceived by humans”. This 
tends to “[obscure] the extent and momentum of accumulated and 
latent damage to collective goods, while shifting baselines tend to go 
unnoticed, misleadingly resetting our perception of what is normal”. 
And finally, they are behaviourally and attitudinally driven in the sense 
that their primary causes are “the procreative and livelihood-seeking 
behaviours constitutive of  population growth and economic growth”; 
these behaviours being “supported by attitudinal predispositions 
to oppose the kind of regulation of individual freedoms that could 
address the [risks] while curbing free riding”. Examples include 
phenomena like “topsoil degradation and erosion, biodiversity loss, 
overfishing, freshwater scarcity, mass un- and under- employment, fiscal 
unsustainability, and … overpopulation”.

This emphasis on  unsexy risks is motivated in part by the 
rejection of the futurist perspective that was an integral part of all 
previous paradigms of ERS and can be characterised as embracing 
“a techno-progressivist or  transhumanism-inflected version of total 
utilitarianism”. In contrast,  Kuhlemann advocates a “normative 
perspective” according to which an existential  catastrophe would be 
bad not because of the resultant opportunity cost — that is, the lost 
value from Being Extinct — but because of “the anticipated extent and 
severity of the harm to living, breathing human beings” that Going 
Extinct would entail.119 When one switches from the futurist to the 
normative perspective, the gulf between existential and sub-existential 
risks collapses, which justifies a broader focus on a range of global 
catastrophic risks that include, but are not exhausted by, threats of an 
existential character.

The ethical paradigms of this third wave in ERS have also helped 
inspire more nuanced conceptions of cause prioritisation, which 
abandon the simplistic notion of importance from EA’s NTI framework 
due to its value-ladenness in favour of a more descriptive account 
of what kinds of challenges most need attention. On one account, 
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the importance of a cause is a function of three properties, namely 
its significance, urgency and ineluctability. The first refers to the 
spatiotemporal scope of the risk and who will be affected by it: the 
more global and transgenerational its consequences, the greater the 
significance. The second refers to its probable timeline of actualisation: 
 climate change, for example, is occurring right now, whereas it 
seems unlikely that the  technology required to create self-replicating 
nanobots will arrive in the next few decades (hence,  climate change 
is more urgent). The third refers to the ostensible unavoidability of 
confronting the risk given the current trajectory of civilisational 
development. The idea is that some “risk A” that civilisation will 
almost certainly have to neutralise to survive should take precedence 
over some “risk B” that could occur but might not. Considering all 
three properties offers a useful methodology for quantifying a risk’s 
importance, which renders the NTI methodology more robust. It 
also highlights the greater relevance of environmental and political 
challenges that are contemporary and unavoidable for our civilisation 
over potential other drivers of risk which, while neglected and 
tractable, are also further off, speculative and avoidable.

Risk classification and the methods of the third wave

Reflecting the lack of a single, discipline-defining, ethical perspective 
the third wave of ERS scholarship has tended to be less precise in its 
use of definitions than the previous wave. While  Bostrom’s canonical 
definitions remain popular, many now seem satisfied to refer to specific 
scenarios, such as “human  extinction” and “civilisation collapse”. Where 
the term  existential risk is used it sometimes carries a rather different, 
more fuzzy meaning. For instance, Adrian Currie has described the 
term as follows:

At base, an  existential risk (X-risk) is a threat to some thing’s existence…. 
Where many risks — catastrophic risks for instance — are understood in 
terms of scale (perhaps measured in terms of lives lost, or financial cost), 
existential risks are indexed to the set of things under that risk. Typically, 
the study of  existential risk focuses on a narrow band of these risks, at 
the upper-end of the bell curve where we meet either human  extinction 
(a species-level threat) or the loss of crucial aspects of civilization (a 
culture-level threat).120
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Others have chosen to fall back on the broader concept of a Global 
Catastrophic Risk (GCR). This has been defined variously as: having 
“the potential to inflict serious damage to human well-being on a 
global scale”;121 risks that cause “significant harm” to “the entire 
human population or a large part thereof”;122 “possible event[s] 
or process[es] that, were [they] to occur, would end the lives of 
approximately 10% or more of the global  population, or do comparable 
damage”;123 and “scenarios that could, in severe cases, take the lives of 
a significant portion of the human  population, and may leave survivors 
at enhanced risk by undermining global resilience systems” (Avin et 
al., 2018). Some have even gone so far as to tailor their definitions for 
specific kinds of GCR; for instance, Schoch-Spana et al. define Global 
Catastrophic Biological Risks as “events [which] could lead to sudden, 
extraordinary, widespread disaster beyond the collective capability 
of national and international governments and the private sector to 
control”.124

In order to better study these phenomena, scholars have drawn 
on the important early work of Baum and Handoh125 to propose 
increasingly sophisticated risk assessment concepts that seek to 
more fully explore the space within which global  catastrophes could 
occur and classify their salient features. The first such scheme was 
articulated in a 2018 paper by a highly interdisciplinary group at 
the University of Cambridge’s  Centre for the Study of Existential 
Risk. Shahar Avin (a philosopher of science), Bonnie Wintle (an 
ecologist), Julius Weitzdörfer (a disaster layer), Seán Ó hÉigeartaigh 
(a computational geneticist), William Sutherland (a conservation 
biologist) and Martin  Rees (a cosmologist) begin by noting that 
“to date, research on global catastrophic risk scenarios has focused 
mainly on tracing a causal pathway from catastrophic event to global 
catastrophic loss of life”. What is needed, then, is an exploration of 
“the interplay between many interacting critical systems and threats, 
beyond the narrow study of individual scenarios that are typically 
addressed by single disciplines”. Hence, Avin et al. propose a 
comprehensive framework that identifies three primary contributory 
factors for global  catastrophes:
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1) One or more critical systems, demarcated by “safety boundaries” 
that a potential threat could breach. The authors recognise 
seven levels of critical systems, each of which depends on the 
systems “below” it in a hierarchy: sociotechnological, ecological, 
whole organism, anatomical, cellular, biogeochemical and physical. 
Within each level, they identify numerous critical components, 
such as “stable space/time”, “complex organic molecules”, 
“viable radiation levels”, and “viable temperature range” 
within the category of the physical. Similarly, the category of 
sociotechnological systems govern “climate control”, “food”, 
“health”, “resource extraction”, “security”, “shelter” and 
“utilities”. 

2) One or more global spread mechanisms that enable threats 
to “spread globally and affect the majority of the human 
population”. Consider the obvious but important point that 
the failure of a critical system, such as a regional famine, need 
not pose a threat to humanity if its effects are sufficiently 
circumscribed. As the authors write, “this separate focus on 
global spread allows us to identify relevant mechanisms (and 
means to manage or control them) as targets of study meriting 
further attention, and highlights interesting commonalities”. 
Avin et al. identify three classes of spread mechanism: natural 
global scale, anthropogenic networks and replicators. An example 
of the former would be “air-based dispersal”, which could 
enable debris from volcanic supereruptions, asteroids, comets 
and urban firestorms (following a nuclear conflict) to blot out 
the sun, thus causing worldwide crop failures. The replicators 
category includes not just biological entities like pathogenic 
viruses, but computer malware and even deleterious “memes” 
that hop from mind to mind across the cultural landscape.

3) Finally, one or more failures to prevent or mitigate either of 
the previous factors. This concerns our capacity to manage 
risk in an effective, and effectively holistic, manner. Avin et 
al. once again adumbrate a hierarchy of factors. First, there is 
the individual level, which includes phenomena like cognitive 
biases, empowerment, motivation and values. Second, there is the 
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interpersonal level, which subsumes communication, conflict 
resolution, connection and trust. Third, there is the institutional 
level, which encompasses phenomena like adaptability, decision 
making, ethics and resources. And fourth, there is the “beyond 
institutional” level, which pertains to coordination, diversity, 
good governance and representation.126

Another prominent classificatory scheme has been proposed by 
Nick  Bostrom, which relates to different kinds of “civilizational 
 vulnerabilities” that arise from our “semi-anarchic default condition”.127 
He defines this as a world order characterised by a limited capacity 
for preventive policing, a limited capacity for global governance, and 
 diverse motivations among  state and  non- state actors. Under these 
conditions,  Bostrom argues that our civilisation faces two classes of 
 vulnerability (each of which can be split into two further sub-classes). 
However, he clearly retains the  hazard-centric perspective of previous 
waves of ERS, and indeed labels each with an imagined  technology that 
he feels we might be  vulnerable to rather than keeping his definitions 
focused on the  vulnerabilities themselves. The  vulnerabilities he 
describes relate to the following scenarios:

1) Technology makes it too easy for individuals or small groups 
with the appropriate motivation to cause mass destruction, so 
that it is either:

a) extremely easy to cause a moderate amount of harm 
(very easy nukes); or

b) moderately easy to cause an extreme amount of harm 
(moderately easy bio-doom).

2) Technology strongly incentivises actors to use their powers to 
cause mass destruction, so that either:

a) powerful actors can produce civilisation‐devastating 
harms and face incentives to use that ability (safe first 
strike); or

b) a great many actors face incentives to take some slightly 
damaging action such that the combined effect of 
those actions is civilisational devastation (worse global 
warming).
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There is also a third class of  vulnerability (referred to as type-0), which 
stems not from the semi-anarchic default condition of global society, 
but rather from our epistemic position of engaging in scientific and 
 technological research with an imperfect understanding of what its 
results might be. This relates to the following scenario:

 0) A  technology carries a hidden risk such that the default 
outcome when it is discovered is inadvertent civilisational 
devastation (surprising strangelets).

This scheme was clearly influenced by a renewed interest in the 
various kinds of  state and  non- state actors who would either willingly 
(terror) or accidentally (error) destroy the world if only the means 
were available.128 This concern clearly predates the modern field of 
ERS; however, it has been largely ignored during its formative period. 
For instance, Leslie considered a cluster of “risks from philosophy”, 
as he idiosyncratically calls them, such as anti-natalism and negative 
utilitarianism.129 This attentiveness to ideology was lost with 
 Bostrom’s 2002 publication, which fixated — unsurprisingly, given 
 transhumanism’s obsession with  technology — almost exclusively on 
what we can call technogenic rather than agential threats.130 In recent 
years, though, ERS scholars have once again concentrated on the 
agent side of the agent-artifact dyad, given that dangerous dual-use 
technologies (a) require agents or users to cause harm, and (b) are 
becoming not only more powerful but more  accessible to  non- state 
actors like small groups and even single individuals. The first such 
scholar to propose this was Émile P. Torres, who proposed the term 
“ agential risk” to denote “the risk posed by any agent who could 
initiate an existential  catastrophe in the presence of sufficiently 
powerful dual-use technologies either on purpose or by accident”.131 
There are five basic categories of individuals/groups that give rise to 
 agential risks, including (i) apocalyptic  terrorists, (ii)  ecoterrorists and 
neoLuddites, (iii) omnicidal moral actors, (iv) idiosyncratic actors and 
(v) value-misaligned machine superintelligence.132 Thus, the question of 
“what type of individual/group would willingly push an existential-
 catastrophe-causing ‘doomsday button’ if one were within finger’s 
reach?” has become a topic of serious scholarship only since 2017. This 
has further expanded the disciplinary perimeter of ERS.
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Other important classificatory schemes seek to combine concepts 
and ideas from global catastrophic risk with those from other relevant 
disciplines. For instance, three scholars of disaster law and policy 
at the University of Copenhagen — Hin-Yan Liu, Kristian Cedervall 
Lauta and Matthijs Maas — combine the  classification of Global 
Catastrophic Risk with lessons from the field of disaster studies to 
produce a framework for governing boring apocalypses.133 This focuses 
on two crucial factors that have long concerned the field of disaster 
studies:  vulnerabilities and  exposures. The first refers to “propensities 
or weakness inherent within human social, political, economic, or 
legal systems, that increase the likelihood of humanity succumbing 
to pressures or challenges that threaten existential outcomes”. The 
second refers to “the ‘reaction surface’ — the number, scope, and 
 nature of the interface between the  hazard and the  vulnerability”. In 
other words,  hazards are what destroy us (a  supervolcanic eruption), 
 vulnerabilities are how we perish (global agricultural failures), and 
 exposures are the links between the  hazards and  vulnerabilities 
(reduced incoming solar radiation around the world). However, it is 
not enough to merely add in these components as it can still suggest 
that the “existential” part of “ existential risk” is associated with and 
only with the  hazard component, which need not be the case. They 
thus observe that “historical studies of civilizational collapses indicate 
that even small  exogenous shocks can destabilise a  vulnerable system”. 
It follows that there could be existential risks that are triggered by non-
existential  hazards but unfold as a result of “existential  vulnerabilities” 
and/or “existential  exposures”.

In a similar vein, Nathan Sears has combined  existential risk studies 
with security studies to formulate a concept of “existential security… 
which takes ‘humankind’ as its referent object against anthropogenic 
existential threats to human civilization and survival”.134 Finally, Cotton-
Barratt, Daniel and  Sandberg use public policy analysis to classify 
different opportunities for preventing human  extinction (and other 
global  catastrophes). These include:

1) Prevention — ensuring that events that could precipitate 
a global  catastrophe do not occur, by identifying  hazards, 
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understanding their dynamics, and fostering cooperation on 
matters of safety through dedicated institutions or beneficial 
customs. 

2) Response — ensuring that such events do not precipitate 
global catastrophes, by detecting them early, reducing the 
time lag between detection and response, ensuring that 
planned responses won’t be stymied by cascading impacts, 
and identifying leverage points to maximise their impact.

3) Resilience — ensuring that the worst effects of global 
catastrophes are avoided, by maintaining and increasing the 
diversity of human settlements and livelihoods, preparing 
large-scale evacuation and recovery infrastructure, and 
planning late-stage response measures to deploy under worst-
case scenarios.135

Two important lessons emerge from these various frameworks. The first 
is that focusing only on existential  hazards, while ignoring how we are 
 vulnerable or why we are  exposed to them, could actually increase the 
overall threat, because mitigating existential  hazards could produce an 
illusion of security. As Liu, Lauta and Maas put it:

Defeating a global pandemic, or securing mankind from nuclear  war, 
would be historic achievements; but they would be hollow ones if we 
were to succumb to social strife or ecosystem collapse decades later. 
By proposing alternative paths that lead to existential outcomes, our 
 taxonomy can recalibrate the calculus and reduce the prospect of an 
existential outcome.136

The second lesson is that ERS needs to expand its menu of strategies to 
address all the different causal factors that would be involved in bringing 
about an existential  catastrophe. This implies that: (a) ERS should work 
to further  diversify the academic backgrounds of researchers within the 
field and (b) the field should establish more effective interfaces with 
other disciplines that can illumine the relevant social, political, economic 
and  technological issues.
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Section 5: The Future of ERS

How might ERS evolve in coming years or decades? Here we offer a few 
rough-hewn thoughts.

First, the topic of  existential risk will almost certainly become both 
less neglected by scholars and more widely known by the public, if 
only because of increasingly frequent environmental, biological, 
 technological and security disasters like extreme weather, wildfires, 
pandemics, coastal flooding, nuclear standoffs, cyberterrorism, 
desertification, food supply disruptions,  state shifts in the global 
ecosystem, economic collapse, social upheaval, political instability, 
cultural and religious clashes, globally orchestrated terrorism, and so 
on. As researchers in the field of ERS, we have seen the subject shift 
from being seen as crazy and outlandish to garnering mainstream 
attention, over just the past five years alone. As interest in the topic 
grows, even more media outlets will cover the day’s news and, in doing 
so, consult with experts who may have stumbled upon the concept of 
 existential risk and perused the corresponding literature, especially if 
the field successfully spreads into other disciplines. Already, Vox Media 
has a vertical, Future Perfect, that provides significant  exposure for 
global catastrophic and  existential risk research, while the authors of 
this work have also had their work reported on by (amongst others) 
the BBC, The Washington Post, Vice, Quartz, The Huffington Post and New 
Scientist. Mass movements like “Extinction Rebellion” and “Skolstrejk 
för Klimatet” could also make human  extinction and  civilisational 
collapse increasingly visible to the public, thereby amplifying public 
interest.

Second, novel  existential risk scenarios could appear on the threat 
horizon. Consider the fact that risks associated with nuclear  war, 
engineered pandemics,  superintelligence and so on were the stuff of 
 science fiction prior to the mid-20th century. It is likely that the majority 
of these new risks will relate to new  technological, cultural and political 
developments from humanity itself. However, we certainly should 
not close our minds to the possibility of new kinds of natural disaster 
that we simply never thought about before; as Anders  Sandberg, Jason 
Matheny, and  Milan Ćirković observe, supervolcanism “was discovered 
only in the last 25 years, [which suggests] that other natural  hazards 
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may remain unrecognized”.137 If more existential risk scenarios are 
either actively created (“ontological risk multiplication”) or discovered 
by science (“epistemic risk multiplication”), then the ranks of ERS 
could further swell.138

Third, ERS has been dominated until quite recently by a small, and 
relatively homogeneous, group of researchers (in terms of factors like 
ethnicity,  gender, cultural background and social class). It is beyond 
question that the community is still overwhelmingly white, male, able-
bodied, and English speaking and clustered around research institutes 
at a small number of wealthy elite universities in the USA, UK and 
Scandinavia (both authors of this chapter fit part of this profile), 
yet claims to be working for the benefit of, or even on behalf of, all 
humanity. This has resulted in certain issues being foregrounded more 
or less than they otherwise might have been if the field had been 
more  diverse in terms of ideology,  race,  gender,  disability and so on. 
For example, many marginalised peoples throughout the world do 
not have the luxury of engaging in armchair speculation about the 
astronomical value of the far future once our posthuman descendants 
subjugate  nature, colonise the universe, and maximise economic 
productivity. They may even feel that it is callous for scholars steeped 
in the same traditions of European imperialism that already did these 
things to other lands and cultures, who were thus responsible for the 
dismal plight of so many through colonisation and slavery, to promote 
themselves as saviours of the human  race. They may rather agree more 
with the sentiments of Audre Lorde’s poem A Litany for Survival with 
its assertion that:

For those of us
who were imprinted with fear
like a faint line in the center of our foreheads
learning to be afraid with our mother’s milk
for by this weapon
this illusion of some safety to be found
the heavy-footed hoped to silence us
For all of us
this instant and this triumph
We were never meant to survive139
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Thankfully, there may be early signs that the field is diversifying, 
and the potential changes this  diversification might bring should not 
be understated. With respect to  gender representation, for instance, 
a meta-analytic reanalysis of 40 studies published in 2015 found that 
“men showed a stronger preference for utilitarian over deontological 
judgments than women when the two principles implied conflicting 
decisions”.140 This suggests that a more gender-diverse field might 
drift away from methodological habits like plugging numbers into 
decision-theoretic algorithms and be more interested with engaging a 
wider range of ethical views. Similarly, a divergence in the ethnicity and 
cultural background of the field may well see a return to a greater role 
for  science fiction as an aspect of thinking about  existential risk, through 
Afro/Asian futurisms like those of Butler (1993) and Liu (mentioned 
above),141 as well indigenous futurisms, such as Daniel Wilson’s 
(2012) Robopocalypse or Alexis Wright’s The Swan Book.142 Perhaps this 
 diversification of thought will  expose ways of thinking about  existential 
risk that are not even conceivable to contemporary ERS scholars such as 
the authors of this work.

To say these things will invariably come across as criticising those 
who are already in this field, and of course in one sense that is what it 
is. However, it is not meant as a personal attack on anyone. The systems 
that have led to the field of ERS developing as it has are far larger than the 
individuals involved. Those who first imagined human  extinction, like 
Lord  Byron, Alexander Winchell, and H. G.  Wells (a noted eugenicist) 
were deeply enmeshed within the racist hierarchy of the 19th century; the 
scientists who first warned about human  extinction were doing so at a time 
when their countries were involved in political contests to determine who 
would dominate the world; and the scholars who were first able to unify 
the field of ERS into a coherent whole were, almost by necessity, those 
who could most easily access the financial and reputational resources of 
elite academic institutions. However, these arguments do strongly imply 
that the field not only needs to accept and embrace  diversification as it 
naturally occurs, but that it should actively seek to  diversify itself and 
to be a champion for a fairer and more equitable global order. While we, 
as ERS scholars, may have benefited hugely from the global order as it 
stands, it is hard to make the case that this order is in the interests of our 
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species as a whole, and indeed it is clear that it has created institutions 
that are as poorly  aligned with human values as any  superintelligent  AI 
that many of us fear. 

Conclusion

Systematic investigation of humanity’s future from a secular 
perspective is disappointingly novel in history. The past two decades, 
though, have witnessed the formation of a new field of scientific and 
philosophical inquiry focused on existential risks. This chapter has 
attempted to sketch out the historical evolution of this field from roughly 
2002 until the present, with brief descriptions of the older intellectual 
traditions that preceded it. It argues that the field’s development can 
be understood in terms of distinct paradigms, or waves, of research. 
Our aim in doing this was to add clarity to the question of why ERS 
took shape when it did, and how different approaches have striven to 
elucidate the field’s central topic. At present, the two dominant, but in 
many ways incompatible, paradigms in this field are EA  longtermism 
— which traces its genealogy to the futurist model — and analyses 
of catastrophic risk from a more systems-theoretic perspective. This 
chapter is written by scholars who see themselves squarely within 
the most recent paradigm. However, our contention is that, given the 
incipiency of ERS, both paradigms offer valuable insights about how 
we should understand, classify, and study existential risks, as well as 
why we should care about the topic in the first place.
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2. Democratising Risk:  
In Search of a Methodology to 

Study Existential Risk

 Carla Zoe Cremer and Luke Kemp 

Highlights:

• Existential Risk Studies is currently dominated by a Techno-
Utopian Approach (TUA) that defines existential risk, not in 
terms of human extinction, but in terms of the loss of very large 
quantities of value predicated on a utilitarian, transhumanist, 
and longtermist set of ethical assumptions.

• The  TUA is not representative of the values of most human 
beings. This is philosophically tenuous, given that the field 
often speaks of humanity as a whole, and also languorously 
undemocratic, given its alignment with the interests of elites 
who are also contributing to existential risk.

• Defining  existential risk in relation to the loss of value 
invariably ties the field to a particular group’s value system. 
To avoid this, we should separate the study of existential and 
global catastrophic risk from both extinction ethics (what is 
good or bad about human extinction) and existential ethics 
(what is good or bad about different societal forms).

• The  TUA also presents methodological limitations including 
an apparent commitment to technological determinism, 
simplistic, threat-based models of risk assessment, and 
expected value-based approaches to decision-making under 
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uncertainty. These are hard to justify and push the field 
away from best practise in related fields such as disaster risk 
reduction and climate science.

• Given the above, Existential Risk Studies currently poses 
a high level of “response risk”, i.e. it could recommend 
responses that are net harmful to humanity, with many 
historical precedents for how this can happen. To prevent this 
existential risk, scholars should transparently acknowledge 
the moral and empirical assumptions used in risk analyses; 
critically embrace the latest advances in risk assessment from 
other fields; diversify the field’s approaches and assumptions; 
and democratise its judgement.

The importance of democracy in the governance of Existential Risk 
research is also discussed in Chapter 16, while mechanisms for 
engaging with the democratic process in policy making are discussed 
in Chapter 22.

1. Introduction

Over the past two decades, scholars have begun to methodically study 
human  extinction and global  catastrophes. This field of “Existential 
Risk Studies” (ERS) aims to (i) identify existential and catastrophic 
risks; (ii) map out the potential causes of existential  catastrophes; (iii) 
understand the ethical implications of such calamities and (iv) devise 
effective strategies for mitigation and prevention.

Although the field is relatively small, it has expanded considerably, 
especially over the past 10 years.1 It is also of increasing public interest: 
several popular trade-books have been published.2 The ideas have 
been integrated into vision-setting reports from the UN Secretary 
General.3 Institutions focusing on existential risk have received 
hundreds of millions of dollars in philanthropic funding.4 It is a field 
on the rise.

It is commendable and overdue that the study of human  extinction is 
receiving greater academic engagement and public attention. However, 
this field needs to be held to high standards: it is ambitious, could affect 
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the lives of many and attracts scholars who seek to change the trajectory 
of global society.

The field faces daunting challenges. How can it be  inclusive of the 
 diversity of human preferences and visions of the future? How can 
researchers avoid baking their subjective assumptions into  risk analyses 
that might affect those who do not share their values? How do they 
conduct complex risk assessments? How do they deal with  uncertainty? 
How do they compare risks with different quantities of evidence and 
degrees of plausibility? How do they ensure that the  catastrophes the 
field studies are not misused to justify dangerous actions?

The field has not yet established the answers to such questions and 
we are not the first to be aware of this.5 Throughout this chapter we 
will point to the scholars who we know have raised similar questions. 
The historically dominant Techno-Utopian Approach (henceforth 
the “ TUA”) played an important role in establishing the field and 
drawing attention to the significance of studying human  extinction. 
It is time to examine this approach with a critical eye. We do this to 
identify weaknesses, areas for further investigation and the need to also 
explore alternative approaches. The  TUA, which relies heavily on total 
utilitarianism,  transhumanism, and (strong)  longtermism, is too morally 
unrepresentative, methodologically flawed, and risky an approach to 
rely on. It is time to  diversify the definitions, tools, and frameworks of 
ERS. We need to develop an ERS methodology that addresses the core 
questions of ERS and avoids the problems of the  TUA.

The question we raise is: what should the study of human futures 
and  catastrophe look like under moral  uncertainty? We suggest some 
solutions: a  diverse range of approaches,  deliberative democratic 
processes, and the separation of the study of  catastrophe and  extinction 
from the  ethics of human existence and  extinction.

We proceed in Section 2 by outlining the moral assumptions of the 
 TUA. In Section 3 we give reasons why the  TUA is not representative of 
wider human preferences and why representation matters to the goals 
of ERS. Section 4 explains how moral and empirical assumptions are 
often masked by abstract and ambiguous definitions and tools. Moral 
and empirical assumptions are important because they can distort the 
results of our work, whether it be in how we conceive of risks, which 
risks we prioritise, or what policies we recommend. In Section 5 we 
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focus on how studying  existential risk could backfire by growing other 
sources of catastrophic risk. In Section 6 we suggest a democratic, risk-
averse approach.

2. The Techno-Utopian Approach to ERS

We focus on the Techno-Utopian Approach to  existential risk for 
three reasons. First, it serves as an example of how moral values 
are embedded in the analysis of risks. Second, a critical perspective 
towards the Techno-Utopian Approach allows us to trace how this 
meshing of moral values and scientific analysis in ERS can lead to 
conclusions, which, from a different perspective, look like they in 
fact increase catastrophic risk. Third, it is the original and by far most 
influential approach within the field.

2.1 Definitions and history

2.1.1 The influence of the TUA

The  TUA is a cluster of ideas which make up the original paradigm within 
which the field of ERS was founded. We understand it to be primarily 
based on three main pillars of belief:  transhumanism, total utilitarianism 
and strong  longtermism. More precisely: (1) the belief that a maximally 
technologically developed future could contain (and is defined in terms 
of) enormous quantities of utilitarian intrinsic value,6 particularly due 
to more fulfilling posthuman modes of living;7 (2) the failure to fully 
realise or have capacity to realise this potential value would constitute 
an existential catastrophe;8 and, (3) we have an overwhelming moral 
obligation to ensure that such value is realised by avoiding an existential 
 catastrophe,9 including through exceptional actions.10

Not all publications that make use of the  TUA explicitly support 
every element of the approach, but the most widely read publications 
incorporate a significant number of  TUA elements and share its visions 
of the long-term future.11 The most popular definitions of existential 
risk are still the initial  techno-utopian definitions by  Bostrom and 
more abstract, but very similar versions based on expected value (see 
Section 4.1). The few attempts to put forward alternative frameworks12 
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are not nearly as widely cited, known, or used.13 Importantly, they do 
not offer alternative definitions of what an  existential risk is. Despite the 
increase in size and  diversity in the field of ERS there appears to still be 
no coherent alternative to the  TUA.

The impact of the ideas of the  TUA can be seen across the field, 
characterising its most cited and best-known publications. Beard and 
Torres trace the beginning of the existing field of ERS to the early 
publications by Bostrom.14 It was Bostrom’s work in the early 2000s that 
first aimed to formalise the concept of an  existential risk, notably via 
his 2002 paper “Existential Risks: Analyzing Human Extinction Scenarios 
and Related Hazards”15 and the 2013 article “Existential Risk Prevention as 
Global Priority”,16 which have been cited a combined 1,046 times.17 These 
two papers articulate the canonical definitions of “ existential risk” and, 
along with Bostrom’s 2003 paper “Astronomical Waste”18 present the 
clearest distillation of the  TUA.

The  TUA also characterises almost every  existential risk text 
with significant public profile. This includes trade-books such as 
Superintelligence,19 The Precipice,20 Life 3.0,21 and What We Owe the Future.22 
Several culturally influential ideas such as a technological singularity23 
and longtermism24 are influenced by the TUA. The techno-utopian 
worldview also appears to resonate with key funders. For example, Holden 
Karnofsky, the co-founder and co-chief executive of Open Philanthropy, 
strongly echoes the TUA in his “Most Important Century” series.25

The TUA we describe should be understood as an ideal type:26 both 
the texts and thinkers under it may vary in specifics but converge in 
their broad vision. This is not an issue: despite many national variations 
we can speak of capitalism in general and recognise particular countries 
as being capitalist.27

2.1.2 Defining existential risk under the TUA

 Bostrom provides two general formulations of  existential risk. He 
initially defined it as “where an adverse outcome would either annihilate 
Earth-originating intelligent life or permanently and drastically curtail 
its potential”.28 Later, he provided a more refined definition: “one that 
threatens the premature  extinction of Earth-originating intelligent life 
or the permanent and drastic destruction of its potential for desirable 
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future development”.29 The latter paper provides a further typology of 
existential risks as:

i. Premature  extinction of humankind before reaching 
technological maturity;

ii. Failure to reach  technological maturity due to an unrecovered 
collapse, recurrent collapse, or plateauing;

iii. Technological maturity being realised in an irredeemably 
flawed manner; or,

iv. Ruination of Earth-originating intelligent life after 
technological maturity is reached but before its full potential 
can be realised.

According to this typology, the core feature of an existential  catastrophe 
is a failure to attain a stable  state of  technological maturity, maintained 
for as long as is physically possible.  Bostrom specifies this as a level 
of  technological development, resource acquisition, and resource 
efficiency that allows for the highest feasible level of “economic 
productivity and control over nature”.30 Failure is anything but the full 
exploration of possible options and the full exploitation of available 
matter.

A recent definitional reworking of this approach is the formulation 
of an existential  catastrophe as “an event which causes the loss of a large 
fraction of expected value”31 or less technically as a risk that “threatens 
the destruction of humanity’s longterm potential”.32

2.2 Transhumanism: Humans as a stepping stone

 Transhumanism is the moral position that there is value in exploring 
posthuman and transhuman modes of being.33 The results are to be 
beings — modified biological humans, cyborgs, androids, or digital 
simulants — whose lives are considered more valuable than current 
ones.34 Transhumanists argue that these beings could achieve far longer, 
richer lives marked by net positive experiences.35

Achieving such lives would depend on further technological progress.36 
We would need three fundamental transformations: (i) protecting life; 
(ii) expanding cognition, and (iii) elevating well-being.37 This can, for 
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example, take the form of achieving immortality,  superintelligence, and 
a greater capacity for pleasure.

Although transitioning to a posthuman stage could of course entail 
the  extinction of Homo sapiens,  Bostrom contends that “the permanent 
foreclosure of any possibility of this kind of transformative change of 
human biological nature may itself constitute an existential catastrophe”.38 
Preventing  existential risk is not primarily about preventing the suffering 
and termination of existing humans; it is focused on preserving humans 
so that they may give rise to a posthuman species that contains more 
value. 

2.3 Total utilitarianism: Humans as containers

Total utilitarianism identifies moral rightness with the maximisation 
of well-being. Well-being could be interpreted in hedonistic, desire-
satisfactionist, or objective-list theory terms.39 People thus carry some 
unit of value, and the greater this value, the better. Total utilitarianism 
therefore demands that we maximise the total amount of value in the 
universe, with as many people coming to exist as possible, each person 
living an overall happy (i.e., net-positive) life, regardless of where 
or when these people come into existence. This equivalence in moral 
patient-hood between different “containers” of value here relies on the 
“impersonalist” or “non-identity” perspective, in which it is not relevant 
who is affected, only that someone is affected.

The utilitarian argument that the future should be an overwhelming 
moral priority relies on an assumption that the number of intelligent 
beings who could come to exist could be unimaginably large. Matheney, 
for example, estimates a low-range figure of 1016, assuming we remain 
Earth-bound.40 Bostrom argues that if our descendants colonised as 
much of the universe as quickly as possible and converted celestial 
bodies into “computronium” for running simulations, this could 
result in some 1038 simulated conscious beings per century in Earth’s 
supercluster alone.41 Assuming wider interstellar exploration then we 
could even produce 1058 happy simulations.42 If we are alone in the 
universe and computations are run at colder temperatures towards the 
end of the heat death of the universe then even more could be achieved.43 
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The posthuman calculus, or the “astronomical value” thesis, is that 
the future could hold far greater value than the present due to the 
teeming masses of beings with higher levels of happiness than organic 
mortals can achieve. Homo sapiens is eclipsed by the towering shadow of 
the  techno-utopian future.

2.4 Strong longtermism: The present in the shadow of the 
future

The third philosophical foundation is strong  longtermism. Considering 
future generations as moral patients is by no means new. Notions of 
intergenerational  justice, equity and fairness across the deep future 
have been extensively discussed for decades.44 Strong longtermism goes 
a step beyond this and suggests that for some situations we may have an 
ethical imperative to select the choices expected to have the best effect 
on the long-run future,45 and usually relies on a utilitarian calculus to 
justify this.

The best choice is often equated with the choice that has the 
highest expected value.46 Expected value is calculated by multiplying 
the value of an outcome by the probability of it occurring. A calculus 
that numerically favours strong  longtermist actions, such as reducing 
 existential risk, rather than saving millions of today’s people, often 
relies on the assumption of continued  technological development, 
happy future people, and interstellar settlements.47 Thus, ensuring 
 technological progress and maximising the quantity and expected 
quality of hypothetical future lives may be deemed more important than 
protecting current lives. We have no principled guidance about when 
and why a strong longermist should prioritise living humans of today.

 Transhumanism, total utilitarianism, and strong  longtermism 
are a coherent, re-enforcing and complementary set of beliefs. Some 
versions of  longtermism might be compatible with multiple theories of 
value,48 but this is an ongoing area of study.49 It is unclear how different 
those versions would be and what this would practically imply.50 The 
reasons put forward for why other moral theories should care about 
 existential risk include to cultivate civilisational virtues and/or to meet 
intergenerational obligations.51 These reasons explain why different 
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moral theories should be concerned about human  extinction, but not 
why they would support strong  longtermism. 

The non-utilitarian case for strong  longtermism is, for now, weak. 
There have been too few attempts to understand whether different 
moral positions can support the belief that the vast majority of value 
lies in the future. There is countering evidence that this is not the case.52 
While it may be the case that a wide range of moral positions support 
caring about the future in a broad sense, it is not necessarily the case that 
each of these views yield the same practical implications. Hence, it is not 
appropriate to argue that the implications of strong  longtermism follow 
from a  diverse range of moral positions.

3. Representation and Existential Risk

3.1 The TUA as a non-representative view

The  TUA is not representative of what most humans alive now believe. 
Relying on the  TUA, which is unrepresentative of many people’s moral 
views today, can distort the analysis of  existential risk. Representativeness 
itself says nothing about whether its philosophical pillars are wrong or 
right, but it is risky to rely exclusively on one unrepresentative approach 
given moral, political and empirical  uncertainty. Theoretical work in 
ERS should be paired with and constrained by empirical studies that 
capture the range of existing intuitions about human  extinction and 
 longtermism. We must know the moral intuitions of the public, and 
when experts dismiss their moral intuitions as incorrect, they must have 
strong arguments to do so. 

There is no consensus among philosophers on moral theory. 
Utilitarianism is not the most commonly held view In one of the few 
surveys in the area less than a quarter (23.6%) of philosophers identified 
with consequentialism.53 An even smaller number will be utilitarian, 
and a small number still will be total utilitarian.  Techno-utopia offers 
futures of pleasurable, often virtual experiences, in which commonly 
valued attributes like purpose, virtue, love, and  justice do not play a 
central role.
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 Transhumanism, too, is a niche perspective, and surveys reveal that 
those who identify as  transhumanists come from a narrow demographic. 
The most recent high-quality survey, one that collected 760 responses 
from members of the World Transhumanist Association (now called 
Humanity+) in 2007, found that 90% of the respondents were male 
with a median age of 30–33 years old.54 It is unknown how many people 
of the wider  population would accept all or some of the premises of 
 transhumanism if they were surveyed.

The implications of the  TUA definition of  existential risk also appear 
to be unrepresentative. According to the original definition of  existential 
risk (a failure to attain  technological maturity)  technological plateauing 
— or a failure to spread beyond Earth — is an  existential risk. Both near-
term  extinction due to nuclear  war and a future in which humans persist 
sustainability and equitably for the next billion years without major 
 technological progress are seen as existential risks: worst-case outcomes 
for humanity. Equating these outcomes as morally equivalent is likely 
unintuitive to many.55 

The perspective that potential future lives are morally equivalent to 
existing lives may also be unintuitive to many. It is an active area of 
theoretical debate between philosophers, and we need more surveys that 
empirically query the moral intuitions of a wider  population. Caviola et 
al.56 find context-dependent support for adding future people. Schubert 
et al.57 find context-specific overlap between surveyed intuitions of 
lay-persons and theoretical arguments by experts in ERS, although 
this depends heavily on survey framing. These are a commendable 
start. However, far more work is needed to understand what the wider 
 population of the world wants from the far future. Ideally, this should 
be built not just on surveys, but also more  deliberative practices (see 
Section 6).

The  techno-utopian vision of the future, which combines three 
rather uncommon positions ( transhumanism, total utilitarianism, and 
strong  longtermism) and considers  technological stagnation to be an 
 existential risk, is likely a rare view among the global  population. It may 
rise in popularity in the future, but presently it appears to be a fringe 
position.
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3.2 The risk of a non-representative view

Tying the study of a topic that fundamentally affects the whole 
of humanity to a niche belief system championed mainly by an 
unrepresentative, powerful minority of the world is undemocratic 
and philosophically tenuous. Landemore defines the term “elite” as 
a group of people that would not likely be selected at random from 
its wider population and that is granted decision-making powers.58 
Under this definition, the field of  existential risk is decidedly elitist 
at present. There are ways to mitigate against elitist research projects: 
diversifying the field and thus its policy recommendations, and 
democratising the evaluation of policies that are proposed by the field 
(see Section 6).

An obvious retort here would be that these are scholars, not decision-
makers, that any claim of elitism is less relevant if it refers to simple 
intellectual exploration. This is not the case. Scholars of  existential risk, 
especially those related to the  TUA, are rapidly and intentionally growing 
in influence. To name only one example noted earlier, scholars in the 
field have already had “existential risks” referenced in a vision-setting 
report of the UN Secretary General. Toby  Ord has been referenced, 
alongside existential risks, by UK Prime Minister Boris Johnson. 
Dedicated think-tanks such as the Centre for Long-Term Resilience have 
been channelling policy advice from prominent  existential risk scholars 
into the UK government.59

The field also appears to be elitist in the more common-sense 
notion of being representative of a small stratum of people with 
disproportionate economic and political power. The main research 
centres are clustered in a few of the most elite universities in the 
world, with most of the field located in Oxford, Cambridge, or the San 
Francisco Bay Area. As noted earlier, the field is disproportionately 
supported by billionaires and millionaires. They not only hold financial 
power, but often advisory positions as well. The ideas of the  TUA also 
closely echo popular Silicon Valley ideology.60 Indeed, in 1995 Barbrook 
and Cameron referred to the  techno-utopian ideas of the “Californian 
Ideology”, which distinctly echoes the  TUA. The Californian Ideology 
began in Silicon Valley during the tech boom of the 90s and was 
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underpinned by a commitment to  technological determinism and 
neoliberal economics.61 

The point is a broader one: it is highly risky to grant privileged 
influence over the fate of Homo sapiens to a tiny minority. This is true 
for the study of  existential risk, but more so for the implementation 
of policies that are meant to reduce  existential risk, which will need 
to balance trade-offs between different interests. An attempt to reduce 
elitist interference in the study and implementation for  existential risk 
mitigation is important due to moral uncertainty.62 For every moral 
theory, there exist recommendations which fail to match our intuitions.63 
It is thus all the more important to know what choices would empirically 
be preferred by widening the range of people that are allowed to decide 
what risks are worth and not worth taking.

Some scholars associated with the  TUA have written about moral 
 uncertainty. This is excellent and should continue. They advance 
theories such as expected moral value (ranking alternative axiologies by 
their expected value,64 or expected moral choice-worthiness (weighting 
moral theories by credence and combining them)65 to navigate moral 
 uncertainty. Issues remain for these approaches, including whether 
moral theories are comparable in this manner, whether empirical and 
moral  uncertainty are equivalent, how such approaches are scaled 
up to collectives, as well as technical problems.66 Using the suggested 
approaches tends to lead to total utilitarian perspectives outweighing 
others once large populations in the future are assumed.67 There is 
room for considerably more research, and approaches to dealing with 
moral  uncertainty have yet to be consistently and practically applied to 
 existential risk.

3.3 Existential risk: Who is threatened?

The original definition of the  techno-utopian paradigm is not concerned 
with humans per se. Instead, it is focused on Earth-originating intelligent 
life, and enhanced posthumans. This is a different inquiry to studying 
human  extinction, and it is not obvious that it should be conducted 
under the banner of  existential risk. The existing species Homo sapiens 
can be approached empirically, offering the opportunity to develop a 
science of  existential risk; by taking an interest in the future of Homo 
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sapiens, scholars can approach  existential risk reduction as a communal 
project, able to engage with the subject of inquiry — existing humans 
— and consider their individual preferences and visions of what a good 
future would look like.

4. Flawed Definitions, Frameworks and Tools: How 
Ambiguity and Unverified Assumptions Undermine 

Research into the Apocalypse

4.1 Ambiguous definitions

This section will look at the problem of defining  existential risk. We look 
at three definitions that can be considered part of the  TUA, where an 
 existential risk is one that:

a) “threatens the premature  extinction of Earth-originating 
intelligent life or the permanent and drastic destruction of its 
potential for desirable future development”;68

b) “threatens the destruction of humanity’s long-term potential” 
(through extinction, unrecovered collapse, or permanent 
dystopias);69

c) “causes the loss of a large fraction of expected value”.70

The three definitions share a core feature: they are all fixated on 
future value. The tragedy to be averted is not the suffering or loss of 
existing humans, but rather the loss of future value or potential. All 
the definitions are motivated by future, long-term value. There are also 
some differences. In his extended typology (see Section 2.1)  Bostrom’s 
definition enshrines a particular moral view by specifying desirable 
futures as  technological maturity. The other two definitions are, at least 
in theory, more abstract and value-agnostic.

By leaving “value” and “potential” undefined, these latter definitions 
theoretically avoid the charge of  existential risk as being a project of a 
niche philosophical view. According to  Ord, our potential should be the 
entire set of possible futures. He suggests that we should first reduce 
existential risks to a minimum level to achieve “existential security” 
before undertaking a “Long Reflection”: a patient, collective discussion 
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of what exactly humanity’s potential is. There are significant problems 
with this approach.

First, in practice, value is still expressed in  techno-utopian terms. 
For example, the last chapter of The Precipice expands on a vision of 
humanity’s potential:  transhumanist space expansion receives ample 
attention and adoration. Unrecoverable  civilisational collapse (a  state 
in which  technological progress is not ensured) is described as an 
 existential risk. Here, “ civilisational collapse” refers to a permanent 
reversion back to non-agricultural ways of living. It is not explained 
why the presence of agriculture, or many of the commonly assumed 
trappings of “civilisation”, such as urbanism, writing, and  states 
(although these rarely came as a coherent package; see Graeber and 
Wengrow)71 would increase the likelihood of reaching our potential. 
For a  techno-utopian, it does. For others who value virtue, freedom, or 
equality, it is unclear why a long-term future without industrialisation 
is abhorrent: it all depends on one’s notion of potential. The definition 
is seemingly agnostic in the abstract, but in practice there are numerous 
signals that it expresses the same commitment to total utilitarianism 
and  transhumanism.

Secondly, we need to define what our potential is before we can 
identify threats to it. How else would we know which risks to address? 
This is an inherent tension within The Precipice since we are supposed 
to achieve existential security before undertaking the Long Reflection. 
It is difficult to know if we have achieved existential security if we 
haven’t defined what an  existential risk is, since we haven’t undertaken 
the Long Reflection to define our potential. A reasonable counter could 
be that, in theory, there are certain futures that almost no one would 
like to live in (such as  nuclear winter), and that there may be certain 
risks (for instance, an  asteroid strike) that would take lots of plausibly 
good options off the table. Extinction may indeed be an outcome which 
we could assume most people would agree we should avoid. Beyond 
this point of convergence, there may be far more disagreement on what 
futures are worth protecting.

Indeed, agreement on the badness of  extinction and disagreement 
over our potential is evident in wider philosophical debates. 
Philosopher Elizabeth Finneron-Burns argues that  extinction is wrong 
due to the suffering and psychological traumas it could cause, not 
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due to the prevention of millions or billions of people yet to be born.72 
Similarly, an intrinsic end value of humanity can be grounds to want 
to ensure the long-term survival of humanity, but not the potential for 
many additional future lives.73 Others have argued that the badness of 
 extinction is a generation-centred issue and neither the future masses 
or appeals to the natural lifespan and shape of humanity (there isn’t 
one) provide sufficient grounds.74 There is a strong case that different 
value theories should be concerned about  extinction. There is not a 
compelling case that many are compatible with  longtermist concerns 
about the deep future. 

Third, the “Long Reflection” and  Ord’s definition assumes we 
can reduce risks to humanity’s potential without choosing between 
conflicting values. This is almost certainly not the case. Maybe  Ord 
means that we should reach existential security without closing off any 
possible futures, but retaining option value is presumably restricted 
to future options that are morally valuable. Indeed, the very notion of 
 existential risk presumes that certain futures, such as dystopias, are to 
be avoided. We must define what is morally valuable to identify what 
is dystopian, and we cannot wait until a “Long Reflection” to do so.

Beyond the simpler domain of  extinction, things get far murkier. 
Different plausibly good futures will often involve trade-offs against 
each other. Steering the world through an age of perils will involve 
difficult choices. Choices that will frequently have divergent answers 
depending on one’s values. Look no further than the COVID-19 
pandemic to see how comparatively smaller crises lead to clashes in 
values and understandings of what defines a good society. The field 
should provide clear delineations between risks that were identified 
as threatening across a broad swathe of value assumptions, and risks 
that are only threatening given a particular notion of potential. Some 
scholars may choose to stick with studying  extinction risk, rather than 
trying to specify all possible good futures and the existential threats to 
them.

Deciding what risks are worth taking and which risks should be 
taken seriously will need to be a matter of reflection and collective 
decision-making if it is to respect moral  uncertainty and  diverse 
preferences. 



90 An Anthology of Global Risk

 Ord writes: “If we steer humanity to a place of safety, we will have 
time to think”,75 but who is “we”? What appears a risk worth accepting 
to some will not be considered a risk worth taking by others. For 
instance, slowing  technological progress is a risk to a  transhumanist 
who sees our potential in overcoming human biological limitations, 
but accelerating  technological progress may be perceived as a risk 
by others. In the following sections, we will list several examples of 
proposed mitigation efforts which show that judgements of strategies 
to mitigate risk depend on subjective notions of value. Generally, it is 
easier to identify universal  extinction risks than universal existential 
risks.

Fourth, in practice the attempt at neutrality can end up masking 
rather than eliminating values from the analysis. Explicit commitments 
to  transhumanist values in  Bostrom’s definition of  existential risk have 
the advantage of transparency. It is easier to reject or counterbalance a 
researcher’s perspective when their underlying values are clear. Abstract 
definitions can end up implicitly incorporating moral assumptions. This 
can happen unbeknownst to the researcher.

Fifth, the definitions are sufficiently ambiguous to render them unfit 
for use in a  rigorous or replicable risk assessment. If we conceptualise an 
 existential risk as the “permanent and drastic destruction” of desirable 
future development,76 human potential,77 or expected value,78 then how 
severe does the destruction need to be? How significant must be the loss 
of human potential or expected value? How high does the likelihood of 
its permanency need to be? Even if a risk is judged sufficiently impactful, 
how large does the probability of the risk occurring need to be, before 
it can be considered as a legitimate  existential risk? How should we 
compare such risk being incurred by some action against potential 
benefits of said action? Should risks based on speculation or thought 
experiments or naive  technological extrapolation be treated seriously 
(see Section 5.2)? These decision-relevant ambiguities have not yet been 
clarified.

These are not minor, theoretical quibbles. Empirical and moral 
assumptions determine what is considered an  existential risk and 
what mitigation efforts are recommended. Whether or not these 
choices are considered reasonable doesn’t depend on a replicable 



 912. Democratising Risk

framework. Instead, it relies on whether the judge shares the same 
assumptions.

An example: Ord79 considers Artificial Intelligence (AI) to be 
the biggest contributor to  existential risk within the next 100 years. 
The author’s probability estimate relies on a survey of  machine 
learning researchers,80 a study with questionable methodological 
value for determining whether AI is an existential risk.81 The policy 
recommendations for mitigating such risks in The Precipice support R&D 
into  aligned Artificial General Intelligence ( AGI), instead of delaying, 
stopping, or democratically controlling AI research and deployment.82 
These policy recommendations were echoed in the “Future Proof” 
report by the Centre for Long-Term Resilience,83 which was aimed 
at UK policymakers. This recommendation seems to assume a kind 
of  technological determinism (see below), or an implicit advocacy 
for building advanced  technology for instrumental purposes. Either 
explanation echoes the  TUA and leads to recommendations that support 
a particularly existentially risky course of action: developing advanced 
 AI. Despite an explicit acknowledgment that  AI could be a major 
contributor to risk and that slowing, delaying or halting development 
can help avoid the risk, the book recommends R&D, rather than e.g., 
citizen surveys, moratoria, or transparency measures.

What appears to be a risk worth accepting to some will appear 
to be a risk not worth taking to others. Take, for example,  Bostrom’s 
“Vulnerable World Hypothesis”,84 which argues for the need for 
extreme, ubiquitous surveillance and policing systems to mitigate 
existential threats, and which would run the risk of being co-opted by 
an authoritarian state.85 It is a solution that some may find appealing 
and others appalling. Without a deliberation between different moral 
views, it should not be assumed that this risk is acceptable. Given 
disagreements about risk-taking, the field needs to ask who gets to put 
forward recommendations and who gets to choose between them (see 
Section 6).

Many definitions face the challenge that they are too abstract to 
allow for robust, replicable analysis, but the  TUA’s definitions of 
 existential risk are particularly faulty. These definitions conflate the 
study of global  catastrophe or human  extinction with that of the 
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 longtermist  ethics of  existential risk. The question of what futures are 
worth taking which risks for will always rely heavily on a notion of 
value. For this reason, we suggest scholars consider separating the 
following areas:

• Extinction Ethics: the study of the  ethics of human  extinction; 
the badness or goodness of human extinction given different 
ethical considerations. 

• Existential86 Ethics: the study of the ethical implications of 
different societal forms. This includes not just our potential in 
the deep future, but also how societies should be structured 
in the present. This in turn provides ground for defining what 
would constitute what the field currently calls an existential 
risk. An easier initial step here may be to specify dystopias 
that most value theories wouldn’t want, rather than develop a 
widely shared notion of potential. 

• Catastrophic Risks: the study of contributors to the occurrence 
and probability of global catastrophic events.

• Extinction Risks: the study of contributors (which include 
global catastrophic events) to the probability of human 
extinction. 

While each inquiry can have both empirical and theoretical elements, 
the latter two lend themselves to scientific  risk analyses, while the 
former two are more philosophical inquiries by  nature. All the 
existing definitions currently conflate all of these. For many analyses, 
this is unnecessary and counterproductive. The media repeatedly 
makes the mistake of equating  Ord’s estimated one in six chance of 
existential catastrophe with extinction risk,87 but these are meant to be 
drastically different concepts.88 The study of extinction and existential 
(or  longtermist)  ethics does not need to be resolved to scientifically 
study risks, and it requires a different set of skills and procedures (see 
Section 6). There will be some necessary and fruitful areas of overlap. 
For instance, ensuring that measures to prevent and mitigate risks are 
proportional and not dangerous, we will need to have some debate on 
existential  ethics.
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Risk analysis will always be at least partly subjective and value-
laden. Yet, it can be made more objective and scientific through precise 
definitions, the transparent statement of assumptions, and where 
possible, separating risk assessment from the study of  extinction and 
existential  ethics.

4.2 Arbitrary categorisations

ERS currently lacks a framework or methodology to categorise 
risks consistently, comprehensively, and rigorously. The  TUA does 
not provide such a framework. It purports to distinguish between 
existential and catastrophic risks, but the distinction is hazy and 
arbitrary.

ERS currently distinguishes between existential risks and “global 
catastrophic risks”. All existential risks are global catastrophic risks, 
but not all global catastrophic risks are existential risks. Definitions 
of global catastrophic risks proposed in the literature vary but tend 
to focus on a significant global loss of human life (such as a loss of 
10%).89 Most include the great catastrophes of the past, such as the 
Black Death.

Under the earliest  TUA definition, a  catastrophe that does not 
jeopardise the attainment of  technological maturity is assigned 
comparatively little moral consideration. This is due to the belief that 
such disasters have not influenced our long-term fate, and thus do not 
constitute existential risks,90 and that limited resources would be wasted 
if they were directed towards global  catastrophes that did not threaten 
 technological maturity.91 This extreme prioritisation of existential risks 
downgrades the importance of addressing other global  catastrophes. 
What under  Bostrom’s view would plausibly be considered “feel-
good projects of suboptimal efficacy”, and what falls short of “efficient 
philanthropy”,92 could in fact very much be worth the attention of those 
who study human  extinction.

 Ord93 presents a more moderate version of this original TUA 
framework. He considers it justified to spend some resources on large 
 catastrophes, because those  catastrophes could indirectly amplify (but 
not directly cause)  existential risk. His framework still draws clear 
distinctions between existential and catastrophic risks framing some 
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as direct “risks” and others as indirect “risk factors”, prioritising the 
reduction of direct risks.

We lack the necessary understanding of how human society and 
the Earth system operate to make such neat, surgical distinctions. 
Whether a single global  catastrophe can or would fundamentally alter 
the trajectory of humanity is one of the great unanswered questions of 
history. For now, we struggle with forecasting GDP even a year ahead94 
and in fact reliably make incorrect  forecasts about  population growth, 
despite knowing all essential variables.95 In a complex adaptive system 
it may be impossible to  forecast how small changes will affect the longue 
durée. Neat distinctions between GCRs and existential risks presume a 
level of systemic knowledge and certainty we currently do not possess. 
The  TUA thus far does not offer the tools to make any fine-grained, 
credible separation between existential and non-existential global 
 catastrophes. It has not offered explanations of how such events affect 
 extinction and  existential risk.

This is not to say that some persistent, long-term, societal trends 
cannot be identified and understood. For instance, the historian Walter 
Scheidel has put forward a compelling empirical case that (intra-
country) wealth inequality increases inexorably until a great leveller 
(a  state collapse, pandemic, revolution, or mass mobilisation warfare) 
resets the playing field.96 Investigating these trends will be critical to 
foreseeing how catastrophic risks are produced and could unfold deep 
into the future. Such an analysis does not require or justify the crude 
split between global  catastrophes and  extinction risks. 

Under the  TUA, an  existential risk is understood as one with the 
potential to cause human  extinction directly or lead us to fail to reach our 
future potential, expected value, or  technological maturity. This means 
that what is classified as a prioritised “risk” depends on a threat model 
that involves considerable speculation about the mechanisms which 
can result in the death of all humans, their respective likelihoods, and 
a speculative and morally loaded assessment of what might constitute 
our inability to reach our potential.

Imagining pathways to human  extinction (kill mechanisms) 
invariably requires some creativity and speculation. This has meant that 
some areas of risk (e.g.  AI) which are not as empirically constrained 
are often prioritised above others for which we have far more empirical 
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data (e.g.  climate change). This has led some (non-peer-reviewed) 
publications (including a Google Doc) to conclude that  climate change 
is not an existential risk.97

This is the wrong question to ask. Adding up the predicted impacts of 
a selection of  hazards and asking “Will the total of these kill everyone?” 
is a simplistic and ineffective way of conducting  risk analysis. This is not 
how risk unfolds in reality:  hazards interact with networks of societal 
 vulnerabilities and responses as well as each other, and can trigger 
cascading failures.98 We need to consider different pathways and ways 
in which  climate change (or any other source of risk) can contribute to 
the overall level of extinction or catastrophic risk we face.99 The question 
of “Is this an  existential risk?” is naive. We should instead ask: in a 
given world- state (with structure,  vulnerabilities, and the capacity for 
change) how much will a given process or event increase the overall 
likelihood of human extinction, and what are the plausible100 pathways 
for it to contribute to  extinction risk?

A field looking for the one  hazard to kill them all will end up writing 
 science fiction. More speculative risks are prioritised because a seemingly 
more complete story can be told and speculative mechanisms by which 
 AI could kill every human can seemingly not yet be ruled out.

In practice this could be addressed by lowering the threshold of what 
risks should be treated as relevant to  extinction and include more of 
what  Ord calls “risk factors”, such as those commonly thought of as 
Global Catastrophic Risks (GCRs). Global  catastrophes and responses 
to GCRs can give vital insight into  vulnerabilities that should be mended 
and resilience factors that should be enhanced.

The distinction between “direct” and “indirect” risk factors also 
depends on speculation. Direct risks appear to be those for which 
we can tell a story about how they might “directly” (presumably 
limited to third or fourth order effects) lead to the  extinction of Homo 
sapiens. Unaligned  AI, for example, is often considered a direct risk, 
but the story about extinction from AI is far from complete.101 Strong 
expert disagreement regarding risks from AI102 is testament to how 
debatable the empirical foundations of “direct” risk pathways of  AI 
still are. Additionally, risks originating from  AI could come in many 
forms, each relying on speculation about different kill mechanisms and 
assumptions about the  nature and use of a system that has never been 
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built. Surely, not all these pathways are equally direct, and yet  AI is 
prioritised as a seemingly homogenous  hazard-cluster across key texts 
within ERS.103

A risk perception that depends so strongly on speculation and 
yet-to-be-verified assumptions will inevitably (to varying degrees) 
be an expression of researchers’ personal preferences, biases, and 
imagination. If collective resources (such as research funding and 
public attention) are to be allocated to the highest priority risk, 
then ERS should attempt to find a more evidence-based, replicable 
prioritisation procedure.

4.3. Simplistic risk models

4.3.1 Complex vs. crude risk assessments

Risk assessment has evolved dramatically in past decades. Scholars now 
commonly analyse  systemic risk (the ability for a single disruption to 
 cascade into systems failures),104 how risks can cascade across borders 
and sectors,105 and how failures in critical systems can synchronise 
and reinforce each other.106 This has led to new forms of complex risk 
assessment, particularly in climate science and  disaster risk reduction. 
The Intergovernmental Panel on Climate Change (IPCC) sees risk 
as composed of  vulnerabilities,  hazards, and  exposures, as well as 
 response risks.107 Similarly, others have suggested that a complex 
risk assessment needs to consider four determinants of risk ( hazard, 
 vulnerability,  exposure, response) as well as how risks link and  cascade. 
Understanding the common drivers across each of these determinants is 
critical to mitigation efforts.108

How we assess risk is fundamental to what we consider as an 
existential or catastrophic risk. For instance,  Ord focuses on super 
 volcanoes as a potential existential  catastrophe. However, lower 
magnitude  volcanic eruptions could have catastrophic impacts 
due to their cascading effects and the  vulnerable  nature of critical 
 infrastructure systems.109 Similarly, stratospheric aerosol injection110 
does not appear to pose direct risks that would classify it as a global 
catastrophic threat. Yet, this depends on how it is deployed, the world 
in which it operates, and the level of warming it is masking. If another 
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calamity, such as a  volcanic eruption, solar flare, or nuclear  war, 
destroys the mitigation system for a prolonged period, the ensuing 
“ termination shock” (rapid global warming over a short timeframe) 
would likely result in catastrophic effects.111 A more complex risk 
assessment will be more difficult to do, but it will be more accurate, 
realistic, and informative. 

Most  existential risk texts take a simpler,  hazard-centric approach. 
They tend to focus on a few selected  hazards: biologically engineered 
pandemics, Artificial General Intelligence ( AGI), nuclear  war,  climate 
change, and asteroid strikes.112 As currently framed, TUA equates risk 
with  hazard and ignores the wider literature on risk assessment in 
fields such as  disaster risk reduction. It is also unclear how the  TUA 
suggests systematically clustering, prioritising, or analysing these 
 hazards: current attempts rely on simplistic categories of “Natural”, 
“Anthropogenic”, and “Future” hazards113 or presenting the selected 
 hazards as the ones worth discussing without explanation. There have 
been some recent attempts to provide alternative frameworks114 but 
these have found little application thus far, and still do not consider 
 response risks and many other relevant areas. Research efforts are often 
split across the lines of these different  hazards. Working across them as 
part of a more complex risk assessment could offer novel insights. 

4.3.2 Technological determinism

The choice to structure risk assessment this way has not been 
explained or defended. It may have been chosen due to an implicit 
techno-determinist threat-model: the  TUA often appears to assume 
an  exogenous threat model in which existential  hazards naturally and 
apolitically arise from inevitable and near-autonomous  technological 
progress. The  TUA rarely examines the drivers of risk generation. 
Instead, key texts contend that regulating or stopping  technological 
progress is either deeply difficult, undesirable, or outright impossible.115 
 Bostrom proposed a “Technological Completion Conjecture”: if 
 technological developments do not cease, then all important, basic 
 technological capabilities will be obtained in the long run.116 Others offer 
a more sophisticated view, in which military-economic competition 
exerts a powerful selection pressure on  technological development. 
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This “military-economic adaptionism” constrains sociotechnical 
change to deterministic paths. Technologies that gift a strong strategic 
advantage will almost certainly be built.117 Many in the related Effective 
Altruism community disregard controlling  technology on the grounds 
of a perceived lack of tractability.118 

Whether it is  technological determinism, the more nuanced military-
economic adaptationism model, or concerns around tractability, the 
result is the same: regressing, relinquishing, or stopping the development 
of many technologies is often disregarded as a feasible option.

The proposed alternative is “differential  technological development”: 
speeding up and slowing down different technologies to ensure 
they occur in the safest order possible. Why this is more tractable or 
effective than bans, moratoriums, and other measures has not been fully 
explained and defended (see Section 5.1 for further discussion). This 
could be interpreted as hard-nosed pragmatism, an argument that we 
can stop technologies from being built, but it will not be an efficient 
or prudent use of resources. Again, a compelling analysis has not been 
made for why this is the case, and in practice this ends up looking 
identical to  technological determinism. The irony is that if the world 
is locked into the development of dangerous technologies, then we are 
already in a “lock-in scenario” so dreaded by many within the TUA.119 In 
the eyes of the  TUA, the range of future options available to humanity is 
already greatly restricted.

It is unclear whether  technological determinism in the  TUA is 
descriptive or prescriptive. It could be a genuine belief that controlling 
 technology is infeasible. It could also be that under the  TUA unabated 
 technological progress is vital to achieve  technological maturity and 
avoid  existential risk.

In any case, the assumption of  technological determinism leads 
scholars to focus on  hazards, rather than, say,  exposure, maybe 
because there appears to be no point in trying to reduce humanity’s 
 exposure to a  technology since the development of the  technology is 
assumed inevitable. It is then merely a question of whether benevolent 
technologies are built first. Attempts to change political or economic 
drivers of different risks get less attention. This unstated threat model 
leads to sharp divergence from modern developments in  risk analysis 
towards a crude  hazard-centrism.
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Importantly, assumptions around  technological determinism are 
highly contested. Indeed,  technological determinism is largely (for 
better or worse) derided and dismissed by scholars of science and 
 technology studies.120 We have historical evidence for collective action 
and coordination on  technological progress and regress. One example 
is weather modification. Early attempts were made by the US during 
the Vietnam War to use weather modification technologies to extend the 
monsoon season and disrupt enemy supply chain.121 The introduction of 
the 1976 Convention on the Prohibition of Military or Any Other Hostile 
Use of Environmental Modification Techniques (ENMOD Convention) 
seems to have successfully curtailed further research into the area.122 The 
assumptions on  technological progress must be thoroughly examined, 
empirically and theoretically, before they should be used to determine 
policy and mitigation actions.

There are enough exceptions to doubt that any strategically 
powerful  technology will be due to competition between (largely) 
rational actors (usually  states). Many important technologies such 
as glass and steam engines were used for ceremonial purposes 
for centuries before being redirected towards practical purposes.123 
During the early industrial revolution, water mills were more reliable 
and efficient than coal-fired steam engines. The latter were adopted 
not because of their inherent superiority, but because they could be 
located in urban areas with a large and desperate  population, which 
appealed to early capitalists.124

Any approach to  existential risk will struggle to find frameworks that 
are comprehensive yet elegant and practical. It will need to be transparent 
about its empirical assumptions, including on how risks are created. For 
now, the  hazard-centrism and opaque  technological determinism of the 
 TUA provides a framework that is overly simplistic, unduly curtails the 
available mitigation options, and provides no compelling method to 
understand or address the common drivers behind risk determinants. It 
is inadequate for the grand challenge of understanding and mitigating 
 extinction risks.

There is room for different empirical worldviews, different 
frameworks, and different moral positions to be considered in the study 
of existential risks. We do not at all recommend that  hazards should no 
longer be studied. Similarly, speculation will always be a part of assessing 
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unseen risks, but a science of  extinction should adopt frameworks which 
minimise the need for this aspect. Different frameworks will make 
different predictions about what policy and research efforts appear to 
plausibly reduce risk.

4.4 Inappropriate translations of theory into practice

Mitigating  existential risk requires decision-making under 
 uncertainty. Decision theory in the context of ERS and  longtermism 
is an active area of research. For now, we want to caution against 
applying idealised decision-theoretic results to the evaluation of risky 
choices in practice. This is because empirical  uncertainty can affect 
the applicability of results that hold in theory and because expressing 
subjective notions of risks and benefits numerically can provide a 
false sense of certainty.

Take Expected Value (EV), defined as the value of the outcome 
multiplied by the probability of it occurring. The  TUA extensively 
uses Expected Value calculations to justify its own approach and 
prioritisations. For example,  Bostrom argues that  existential risk 
mitigation should be prioritised over other altruistic acts: if there is 
just a 1% chance of 1054 people coming to exist in the future, then “the 
expected value of reducing  existential risk by a mere one billionth of 
one billionth of one percentage point is worth a hundred billion times 
as much as a billion human lives”.125 According to Bostrom, “even the 
tiniest reduction of  existential risk has an expected value greater than 
that of the definitive provision of any “ordinary” good, such as the 
direct benefit of saving 1 billion lives”.126 Elsewhere, Millett and Snyder-
Beattie use EV to argue for reducing risks from biological pathogens.127 

While EV is a useful theoretical tool in a range of contexts, in practice, 
it is hard to apply rigorously when working with the generally low and 
highly  uncertain probabilities characteristic of existential risks. The  TUA 
applies expected value theory to the very areas where it faces the most 
pitfalls, that is, situations of deep  uncertainty and low information about 
probabilities.128 Ord attempts to estimate probabilities of existential 
 catastrophes caused by various  hazards for communicative purposes, 
most notably the aforementioned one in six figure.129 While this has 
been successful in terms of public communications (the estimate has 
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been widely reported in the press), it is unclear how to evaluate the 
accuracy of these estimates or whether his methodology for arriving 
at them is sufficient to warrant the sense of scientific credibility that 
numbers inevitably imply to the lay person. In addition, to evaluate the 
EV of mitigating an event, one must decide upon a particular conception 
of value. Thus, personal intuitions and non-representative moral 
preferences are at risk of being captured and made to appear objective 
by numbers. How can policy recommendations be considered robustly 
good and replicable if they are evaluated on subjective assessments of 
probabilities and hidden ethical assumptions? EV is still unsuitable to 
be relied upon in practice for estimating human impact on the value of 
the long-term future.130

Furthermore, EV and decision theories more widely are affected by 
Pascal’s Mugging,131 as well as what has been called fanaticism.132 We 
know of no pragmatic and consistent response to those challenges yet. 
Fanaticism describes how we may be required to put considerable effort 
into mitigating terrible events with an arbitrarily miniscule probability 
of occurring. Similarly, Pascal’s Mugging describes how vast or near-
infinite quantities of value can overwhelm even the most minuscule 
probabilities: the term comes from a thought-experiment in which 
Pascal is conned by a self-proclaimed wizard who promises to magically 
grant 1,000 quadrillion happy days in exchange for his wallet.133 The 
probability that the grifter is a powerful wizard is infinitesimally 
low, but not zero, and outweighed by the expected  utility of so many 
happy days. The Pascal’s Mugging problem arises when applying EV 
to existential risks as defined within the  TUA. Any risk that could 
prevent  technological maturity, no matter how small, should be taken 
seriously and acted on due to the sheer amount of expected value at 
stake. Scholars have suggested that Pascal’s mugger returns to swindle 
another unsuspecting victim, but this time using  existential risk studies 
and longtermism.134 

Both these challenges are usually evaded by claiming that  hazards 
like  AGI have an unambiguously high enough probability of occurring 
this century to merit considerable action.135 This only side-steps the 
question in the case of  AGI in particular (assuming that these doubtful 
estimates can be trusted) and does not tell us whether highly unlikely or 
speculative risks should be acted on. There are good reasons to defend 
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fanaticism136 and further theoretical work might resolve the challenges 
presented here, but while the integration of theory and empirical work 
is still ongoing, we should consider drawing pragmatic lines between 
mere speculation and risks humanity should significantly focus on. For 
instance, a simple threshold or plausibility assessment137 could protect 
the field’s resources and attention from being directed towards highly 
improbable or fictional events. 

5. The Risks of Studying Existential Risk

How could the study of global risks and  longtermism contribute 
to  catastrophe? The worst-case outcome is not that  existential 
risk remains unaffected, or that resources are wasted on incorrect 
speculations (although these are problems). Instead, it is that these 
risks are aggravated by research into them. This issue must be 
addressed for any approach to ERS. Unfortunately, the  TUA appears to 
be particularly prone to both ignoring  response risks and aggravating 
them.

5.1 A risky road to safety

Mitigating risks incurs a risk of its own. As noted earlier, this is a 
fundamental part of sophisticated risk assessments, including those 
used by the IPCC.138 Not all approaches incur the same risks. While we 
will not compare the  techno-utopian approach against alternatives in 
this chapter, we think the  TUA is prone to an especially high level of 
 response risk.

The zealous pursuit of  technological development, according to 
proponents of the  TUA, accounts for the vast majority of risk over the 
coming centuries. The risk of human  extinction from natural  hazards is 
likely low, with an upper-bound of less than one in 14,000139 and a best 
guess of around 0–0.05% per century.140 In contrast, several scholars 
of  existential risk place the likelihood of an existential  catastrophe 
far higher at 1/6,141 or >1/4142 over the coming century. Rees puts the 
chance of collapse or extinction by 2100 at 1/2.143 This discrepancy is 
mainly due to anthropogenic risks arising from  climate change,  nuclear 
weapons,  synthetic biology, and artificial intelligence ( AI).
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If the lion’s share of  extinction risk stems from emerging 
technologies, why do we rarely ask how to stop dangerous 
developments? This option is usually considered infeasible,144 or 
outright impossible.145 This may be due to the exogenous threat 
model and  technological determinism of the  TUA. Since halting the 
 technological juggernaut is considered impossible, an approach of 
differential technological development is advocated.146 This involves 
trying to develop beneficial and protective technologies ( aligned 
Artificial Intelligence147 is often used as an example) first, before 
proceeding to riskier options.

It is not clear how scholars plan to reliably determine which non-
existing technologies will be more or less risky years or decades in 
advance. Even if we did have such a refined vision of the future, it is 
unclear why a precise slowing and speeding up of different technologies 
(which are interlinked and presumably require a set of fine-tuned 
regulatory tools) across the world is more feasible or effective than the 
simpler approach of outright bans and moratoriums.

More importantly, in the  TUA the stark choice between one of only 
two destinies —  technological maturity or existential  catastrophe — is 
a fait accompli. The path to  techno-utopia appears to be the only one 
available, despite its risks. From a  techno-utopian perspective, a failure 
to build these dangerous, powerful technologies is an  existential risk. 
 Bostrom, aware of the tension arising from recommending the (albeit 
careful) development of technologies, warns: “We should not blame 
civilization or  technology for imposing big existential risks. Because 
of the way we have defined existential risks, a failure to develop 
 technological civilization would imply that we had fallen victims of an 
existential disaster. […] Without  technology, our chances of avoiding 
 existential risk would therefore be nil”.148 The TUA dramatically restricts 
the options available for avoiding existential  catastrophe.

Furthermore, pursuing a  techno-utopian future is dangerous 
and may come with considerable cost. It has already been noted that 
the attempt at colonising space and an expansion of  technological 
capabilities could end in  catastrophe if it foments a new arms  race and 
large-scale warfare.149 Upgrading the human body could construct a 
biological caste system, where, an enhanced, genetic elite could oversee 
a subjugated, unenhanced, “inferior” class.150 These are not far-flung 
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speculations. Researchers already actively monitor, evaluate and debate 
near-term bio-engineering enhancements and their ethical implications.151 
Enhanced inequality would not only be unjust, but also amplify many 
social ills.152 Similarly, a horizon scan under the WHO Science and 
Research Division has noted that the pursuit of advances in the life-
sciences could produce many technologies that could be easily misused 
to cause harm. These range from using bioregulators for the delivery 
of bioweapons to the use of deep learning algorithms to identify novel 
biological pathogens.153

Existential risk does not need to be defined in reference to 
 technological maturity, nor does it need to be accompanied by 
these  response risks of accepting or even speeding up disruptive 
technologies. A different vision for a good future could lead to 
dramatically different policy recommendations. A less determinist 
view of  technological change and pessimistic view of political change 
would open up a plethora of other interventions. A democratic 
approach to ERS will provide ample room for different moral and 
empirical assumptions to affect the assessment, discussion, and 
 negotiation of collective risk-taking. Other paths and approaches may 
be more risk-averse and must be explored if humanity wants to safely 
reduce  existential risk.

5.2 High stakes: Existential exceptions and a risk-averse 
approach to existential risk

5.2.1 The Stomp Reflex

There is a long history of security threats being used to enable draconian 
emergency powers. Emergency powers are intended to be conservative: 
to protect existing legal and political structures in a period of tumult. 
The logic is that drastic times call for drastic measures. To protect 
institutions, emergency powers allow governments to disregard 
existing laws and exempt themselves from judicial or democratic 
restrictions and oversight. Rather than protect, such measures are 
often abused to erode and transform fundamental political structures; 
when trying to centralise and extend  state powers, fear is a powerful 
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justification. The larger the fear, the easier it is to justify more potent 
emergency powers. If the perceived threat is human  extinction, then 
the measures could be extreme.

Recent examples abound. The Patriot Act, adopted by the US 
just 45 days after the 9/11 attack, allowed for a range of draconian 
actions, including indefinite detainment of migrants without criminal 
prosecution. The provisions broadly underpin the current US 
surveillance network, most notably through the NSA’s PRISM program, 
which Edward Snowden  exposed in 2013. The War on Terror became 
a useful cover for the creeping power of the US security apparatus. 
This despotic drift is not a purely historical threat. Clauses for  states 
of emergency have spread over past decades154 and 2020 marked the 
highest ever use of such measures.

The prolific use of emergency powers can lead to the creation 
of a  state of exception in which the sovereign transcends the regular 
rule of law. Temporary measures become permanent, and spill into 
the operation of the legal system.155 The transition from the Roman 
Republic to the  Roman Empire, the fall of the Weimar Republic in the 
1920s and 1930s into the Nazi  regime, and many other political declines 
were underpinned by the normalisation of emergency powers.156

The irony is that emergency powers rely on an inaccurate 
understanding of human  nature and disaster risk. Emergency powers 
inevitably empower those atop hierarchies, despite abundant evidence 
from  disaster risk reduction and other fields that while mass panic is 
a myth, the risk of elite panic and elite co-option of  catastrophes is 
real.157 There is even evidence that such a response worsens crisis. 
One study of natural disasters found that the larger the number of 
emergency provisions used by an executive, the higher the fatalities 
(controlling for disaster severity and size).158 This is a “Stomp Reflex”: 
governments using emergency powers to reassert and veil systems 
of authority. Such a response is counter-productive and ultimately 
shifts power into the shadows, away from transparency and public 
accountability.159

Existential risk is the perfect excuse for enacting the Stomp Reflex. 
Indeed, catastrophic  hazards such as  nuclear weapons have already 
been used to justify anti-democratic shifts. In the US, the accumulated 
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nuclear stockpile and threat of sudden  war justified a profoundly 
autocratic move: a single individual — the President — was given the 
ability to launch nuclear attacks. Richard Nixon once boasted “I can go 
into my office and pick up the telephone and in twenty-five minutes 
seventy million people will be dead”. As sociologist Elaine Scarry has 
argued, the nuclear decision-making apparatus violates constitutional 
rights, the  deliberative  nature of democracy, and any social contract. 
The world lives in the shadow of a “thermonuclear monarchy” rather 
than a democracy.160

Nuclear weapons also saw a revolution in secrecy in the US. The 
threat of thermonuclear  war was used as a justification to construct 
unprecedented levels of secrecy in the military and intelligence 
communities. These were of dubious efficacy in preventing the 
spread of  nuclear weapons, but they did have the effect of eroding 
transparency and democratic control over the military industrial 
complex.161

The best empirical example of policy responses to an existential threat 
do not inspire confidence. In the US at least, the threat of thermonuclear 
 war spurred dramatic reforms that made for a less democratic and open 
 state, but not necessarily a safer one.

5.2.2 Survival through security, surveillance and suppression

Any approach to understanding and mitigating existential risks runs 
the risk of becoming securitised. Securitisation refers to a discursive 
manoeuvre that moves an issue from the arena of normal politics to that 
of national security, making it more likely to permit emergency powers 
and be placed under the control of unelected military and intelligence 
officials. Moves towards thermonuclear monarchy and elevated secrecy 
were largely underpinned by neorealist foreign policy and game theory 
developed in such a context.162 This is not to say that all securitisation 
approaches are equally dangerous; some are far more likely to enable 
authoritarian responses.

There are reasons to expect that the  TUA is particularly  vulnerable 
to misuse. As philosophers such as Peter  Singer and Phil Torres 
have noted, if the world is viewed from the  TUA’s lens of  existential 
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risk, then we run the risk that almost any action is justified if it is 
believed to improve our chance of surviving to expand beyond Earth.163 
Problems which are not considered to be an  existential risk dwindle 
into irrelevance, as other values are sacrificed on the altar of expected 
astronomical value.

This is not to say that most believers of the  TUA are intent on using it 
to justify morally abhorrent actions, nor that they are unaware of these 
weaknesses. Rather, we argue that the basic logic of protecting a high-
tech future of astronomical value could be easily co-opted. Marx never 
intended for communism to justify brutal dictatorships. Nonetheless, it 
was easily twisted by Stalin and others to do so.

Scholars of  existential risk have already shown some proclivity 
for invoking security, whether it be for “existential security”164 or 
“epistemic security”.165 Extreme emergency responses have also 
been raised. Bostrom’s “Vulnerable World Hypothesis”166 identified 
the combination of ubiquitous surveillance, preventative policing, 
and global governance (understood to be “a world government; a 
sufficiently powerful hegemon or a highly robust system of inter- state 
cooperation”)167 as a comprehensive agenda to protect against possible 
 technological  hazards that could devastate civilisation. He proposes 
a typology of four potential threats: “easy nukes” (readily  accessible 
and easy to use  weapons of mass destruction), “safe first strike” (the 
ability to safely destroy others with impunity), “surprising strangelets” 
(experiments that could harbour an unforeseen, or foreseen but 
low-probability  catastrophe); and those in which the accumulation 
of minor damages by individuals eventually accumulate into global 
 catastrophe.

 Bostrom’s preferred solution — extreme preventative policing 
and widespread surveillance — could involve the mandatory use of 
ironically-named “freedom tags” fitted with multiple cameras and 
microphones to continuously track individual behaviour. These would 
be distributed to all citizens and monitored by  state employees — 
“freedom officers” who themselves are watched by artificial intelligence 
to prevent misuse — who can order preventative interventions using 
 drones or police.168



108 An Anthology of Global Risk

Both the journal paper (published in the journal Global Policy), as 
well as public-facing spin-off articles169 about the Vulnerable World 
Hypothesis feature clear policy recommendations. A box in the 2019 
paper titled “Policy Implications” includes the recommendations that 
dealing with “black balls” ( technological innovations that by default 
destroy the world) would require “a system of ubiquitous real-time 
worldwide surveillance. In some scenarios, such a system would need 
to be in place before the technology is invented”.170 The public-facing 
article from 2021 asks: “If you find yourself in a position to influence 
the macroparameters of preventive policing or global governance, you 
should consider that fundamental changes in those domains might be 
the only way to stabilise our civilisation against emerging  technological 
 vulnerabilities”. It is not difficult to foresee how such ideas could provide 
grounds for aspiring autocrats to subvert democratic institutions in the 
face of global threats. 

 Bostrom171 also includes a discussion of pre-emptive strikes. He 
describes the responsibility and need for nations to (on some occasions) 
enact pre-emptive, unilateral infringements of sovereignty. If  extinction 
threatening technologies (he imagines  biosphere-destroying nanobots) 
are not controlled under international treaties, “the mere decision to 
go forward with development of the hazardous  technology […] must 
be interpreted as an act of aggression” and would justify pre-emptive 
infringement of national sovereignty.172

There is a clear danger in authoritative recommendations based on 
speculative thought experiments. Scholars using the  TUA providing 
recommendations for surveillance and pre-emptive measures in the 
name of avoiding  catastrophe could contribute to birthing the very 
dystopias they fear.

There is little evidence that the push for more intrusive and 
draconian policies to stop  existential risk is either necessary or effective. 
It is empirically dubious to think that we cannot halt or delay the 
development or spread of dangerous technologies. Nor is it convincing 
that surveillance measures would prove effective. We have little to 
no evidence that the use of mass surveillance has been effective at 
preventing terrorist attacks in the US.173 Moreover, the main creators 
of such  hazards — the Agents of Doom — are often the very people 
who control the surveillance apparatus: military industrial complexes, 
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enormous technology firms, and powerful states.174 At worst, the knee-
jerk reaction of surveillance and preventative policing to prevent a 
speculative calamity could simply create one of its own: entrenched 
authoritarianism.

The obvious option to discontinue certain  technological 
developments — if we assume that the Vulnerable World Hypothesis 
is true — is considered “hardly realistic” and “extremely costly, to 
the point of constituting a catastrophe in its own right”.175 Ord, too, 
warns of so-called “desired dystopias”, in which an ideology (or 
manipulation and surveillance) has corrupted our choices to the extent 
that, for example, we “completely renounce further  technological 
progress”.176

Under the  TUA we appear to be trapped. We either develop 
technologies which carry immense risk, such that ubiquitous 
surveillance becomes necessary, or we cease  technological 
development only to manifest the  existential risk of failing to reach a 
technologically mature utopia. This trap is an idiosyncratic feature of 
the  TUA.

There are more options for humanity than merely picking between 
two highly risky paths.  Ord confidently asserts that ceasing any further 
 technological development would “ensure our destruction at the hands 
of natural risks”,177 but we have seen no convincing analysis that shows 
we could not safeguard our survival with current technologies and 
re-directed resources. Indeed, it is unclear why we cannot develop 
 technology to address threats from  asteroids and  supervolcanoes 
without indulging in the entire range of dangerous inventions. The 
opinion that all  technological progress must continue at all costs is a 
dangerous one.

Scholars of  existential risk need to be vigilant to  response risks, and 
risk-averse in their own suggested interventions. This means we must 
be truthful about  uncertainty, consider the worst-case outcomes of 
our actions, and verify the acceptability of proposed interventions by 
subjecting them to democratic oversight.
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6. Democratising Risk

There is an intimate and neglected relationship between  existential risk 
and democracy. Democracy must be central to efforts to prevent and 
mitigate catastrophic risks. It is also an antidote to many of the problems 
manifest in the  TUA. Do those who study the future of humanity have 
good grounds to ignore the visions, desires, and values of the very 
people whose future they are trying to protect? Choosing which risks to 
take must be a democratic endeavour.

We understand democracy here in accordance with Landemore 
as the rule of the cognitively  diverse many who are entitled to equal 
decision-making power and partake in a democratic procedure that 
includes both a  deliberative element and one of preference aggregation 
(such as majority voting).178 Decision-making procedures are not either 
democratic or non-democratic, but instead lie on a spectrum. They can 
be more or less democratic,  inclusive, and  diverse.

We posit three reasons for why we should democratise research and 
decision-making in  existential risk: the  nature of collective decision-
making about human futures, the superiority of democratic reason, and 
democratic fail-safe mechanisms.

Avoiding human  extinction, or crafting a desirable long-term future, 
is a communal project. Scholars of  existential risk who take an interest 
in the future of Homo sapiens are choosing to consider the species in its 
entirety. If certain views are excluded, the arguments for doing so must 
be compelling.

Democracy will improve our judgments in both the governance and 
the study of existential risks. Asking how our actions today influence the 
long-term future is one of the most difficult intellectual tasks to unravel, 
and if there is a right path, democratic procedures will have the best 
shot at finding it. Hong and Page179 demonstrate both theoretically and 
computationally that a  diverse group of problem-solving agents will 
show greater accuracy than a less  diverse group, even if the individual 
members of the  diverse group were each less accurate. Accuracy gains 
from  diversity trump the gains from improving individual accuracy. 
Landemore180 builds on this work to advance a probabilistic argument 
that  inclusive democracies will, in expectation, make epistemically 
superior choices to oligarchies or even the wise few. This is supported 
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by promising results in  inclusive,  deliberative democratic experiments 
from around the world.181 In the long run, democracies should commit 
fewer mistakes than alternative decision-making procedures. If this is 
true, it should improve the accuracy of research efforts and decision-
making. We are more likely to make accurate predictions about the 
mechanisms of  extinction, probable futures, and risk prevention if the 
field invites cognitive  diversity, builds flat institutional structures, and 
avoids conflicts of interest.

There are many ways to consider the interests of the many. 
Democratic assemblies could allow global citizens to deliberate about 
the futures they prefer, citizens could be surveyed, and the field of 
ERS itself could be  diversified. At the moment, the field is, as many 
academic disciplines are, unrepresentative of humanity at large 
and variably homogenous in respect to income, class, ideology, age, 
ethnicity,  gender, nationality, religion, and professional background. 
The latter issue is particularly true of  existential risk, which, despite 
being an inherently interdisciplinary endeavour, is at the highest levels 
dominated by analytic moral philosophers. We need to be vigilant to 
what perspectives are not represented in the study of  existential risk. 
An awareness of bias will go some way towards mitigating its negative 
effects. To get close to replicating the cognitive  diversity found among 
humans, we must begin by inviting different thinkers with different 
values and beliefs into the field.

Democracies can limit harms. Any approach to mitigating existential 
threats could create  response risks, and the  TUA seems particularly 
 vulnerable to this. Despite good intentions and curiosity-driven research, 
it could justify violence, dangerous  technological developments, or 
drastically constrain freedom in favour of (perceived) security. If we 
hope to explore ideas but minimise harms, democracies can be used 
to moderate the measures taken in response to harmful ideas. It seems, 
for example, vanishingly unlikely that a  diverse group of thinkers or 
even ordinary citizens would entertain the idea of sacrificing one billion 
living, breathing beings for an infinitesimal improvement in reaching 
an intergalactic  techno-utopia. In contrast, the  TUA could recommend 
this trade-off.

The democratic constraint of extreme measures may simply be a 
form of collective self-interest. Voters are unlikely to tolerate global 
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catastrophic risks (GCRs), which incur the death of a sizeable portion of 
the electorate, if they know they themselves could be affected. We expect 
that scholars who do not support sacrificing current lives in the name of 
abstract calculations, but would still like to explore the use of expected 
value theory in  existential risk, will be in support of democratic fail-safe 
mechanisms.

Empirically, this fail-safe mechanism seems to work. Even deeply 
imperfect democracies, like the ones we inhabit now, often avert 
detrimental outcomes. Democracies prevent famines182 (although 
not malnutrition).183 They make war — a significant driver of GCRs 
— less likely.184 The inclusion of diverse preferences in democracies, 
such as those achieved through women’s suffrage, further decreases 
the likelihood of violent conflict.185 Citizens often show a significant 
risk aversion in comparison to their government. While surveys are 
notoriously difficult to collect and interpret, existing data suggest that 
the public has little support for nuclear weapons use,186 but strong 
support for action against climate catastrophe.187 We can further show 
that when citizens deliberately engage with the subject at hand, their 
concern and readiness for action often increases.188 For example, citizen 
assemblies on  climate change have recommended widespread policy-
changes across sectors, amendments to incentive structures and laws 
against ecocide to reach emissions targets.189 Indeed, many lament that 
when it comes to genetically modified organisms and nuclear power, 
citizens are far too risk-averse.190 The problem is not that the public is 
riddled with cognitive biases that make them unconcerned about global 
 catastrophes. 

Democratic debate cannot be an afterthought. Navigating humanity 
through crises will involve many value-laden decisions under deep 
 uncertainty. Democratic procedures can deal with such hard choices. 
Greater cognitive  diversity should be represented amongst scholars 
of ERS. Recommendations on policies that would reduce risk should 
be passed through  deliberative assemblies and await the approval of 
a wider pool of ordinary citizens, as they will be the ones who will 
bear this risk. A homogenous group of experts attempting to directly 
influence powerful decision-makers is not a fair or safe way of traversing 
the precipice.
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7. Conclusion

The case for the importance of studying  existential risk has been made. 
ERS must now converge on a trustworthy methodology.

The general problems in ERS we identify are that (i) an  inclusive 
definition of existential or  extinction risk will require some ambiguity, 
(ii) any categorisation of risks will be at least partly arbitrary, (iii) any 
risk assessment will not be entirely comprehensive, and (iv) any study 
of existential risks and proposed interventions could also increase risk. 
This field of study is inseparable from a moral inquiry. Definitions of 
what are catastrophic or desirable futures are inextricably intertwined 
with questions of value. Dealing with risk is not restricted to  risk 
analysis but includes the question of what risks are worth taking. We 
believe these challenges are not insurmountable and are worthy of our 
attention.

The original and influential Techno-Utopian Approach (the 
 TUA) faces specific, daunting problems. These include idiosyncratic 
and non-representative moral visions of the future, and the use of 
definitions that are excessively ambiguous and founded on opaque, 
questionable assumptions. The categorisation problem is exacerbated 
by combining the study of  catastrophe with  longtermist  ethics. The 
frameworks are crude and do not include recent advances in risk 
assessment, or even basic knowledge from directly relevant fields. The 
 TUA does not yet consider  response risks and at times advocates for 
risky policies. It is susceptible to being misused to justify exceptional 
emergency actions.

We suggest some initial, modest steps for improving the field. First, 
 extinction risks should be analysed separately from  extinction  ethics and 
existential ethics. Some research questions will still require combining 
these inquiries, but the attempt to separate the science of risk from the 
moral evaluation of risk will benefit each endeavour. Second,  existential 
risk scholars should transparently acknowledge the moral and empirical 
assumptions used in  risk analyses. Third, we must critically embrace 
the latest advances in risk assessment from other fields, such as climate 
science and  disaster risk reduction. Fourth, and most importantly, 
 existential risk must be cognitively  diversified, and the judgement of 
its recommendations democratised. We can’t afford to wait for a “Long 
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Reflection”. Open democracy and collective deliberation need to be 
central to reducing  existential risk and navigating the future.

We encourage existing scholars to enrich the  diversity of available 
frameworks by revising or abandoning the  TUA. We encourage 
researchers to find entirely new approaches and take a more  inclusive, 
participatory approach to thinking about and shaping our responses to 
potential  catastrophes. To have good judgement, represent the interests 
of the  vulnerable, and avoid dangers, the study of  existential risk needs 
to be democratised. 
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Highlights:

• This chapter presents a novel  classification framework for 
Global Catastrophic Risk scenarios according to critical 
system affected, global spread mechanism, and prevention 
and mitigation failure.

• Extending beyond existing work that identifies individual 
risk scenarios, the classification system highlights convergent 
risk factors that merit prioritisation, and uncovers potential 
knowledge gaps.

• The classification system can structure an ongoing, dynamic 
process of knowledge aggregation and horizon scanning.

• Its proposed methodology has policy implications for 
research agendas and provides an interdisciplinary structure 
for mapping and tracking the multitude of factors that could 
contribute to Global Catastrophic Risks.

This chapter reproduces a paper first published in Futures in 2018 that 
has provided a conceptual and methodological framework for much of 
 CSER’s research. There are other taxonomies and methods of assessing 
the general characteristics of extreme global risks, and the policies put 
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in place to address them, throughout this volume — for example, in 
Chapter 20, which presents a cartography of GCR governance.

1. Introduction

In our  uncertain times it is good to have something we can all agree 
on: global  catastrophes are undesirable. As our science advances we 
gain a better understanding of a broad class of Global Catastrophic 
Risk (GCR) scenarios that could, in severe cases, take the lives of a 
significant portion of the human  population, and may leave survivors 
at enhanced risk by undermining global resilience systems.1 Much 
progress has been made in identifying individual GCR scenarios, 
and in compiling lists of the scenarios of greatest concern, but there 
is currently no known methodology for compiling a comprehensive, 
interdisciplinary view of severe Global Catastrophic Risks. While a 
fully complete list of GCRs may remain beyond reach, we present here 
a  classification framework designed specifically to draw on as broad 
a knowledge base as possible, to highlight commonalities between 
risk scenarios and identify gaps in our collective knowledge regarding 
Global Catastrophic Risks.

To date, research on Global Catastrophic Risk scenarios has 
focused mainly on tracing a causal pathway from a catastrophic event 
to global catastrophic loss of life.2 Such research has been fruitful in 
identifying and assessing a range of such GCR scenarios. Some severe 
GCR scenarios have posed a persistent threat to humanity since our 
emergence as Homo sapiens (e.g. impact by a 10 km astronomical object, 
or a  volcanic super-eruption of 1000 km3 of tephra). Other scenarios have 
increased in likelihood following human  population expansion and the 
accompanying increase in resource demands (e.g. natural pandemics or 
ecosystem collapse). In addition, novel GCR scenarios can accompany 
new technologies: some of these are relatively well established (e.g. 
“ nuclear winter” or an engineered pandemic); others are more 
speculative (e.g. accidents in or weaponisation of advanced artificial 
intelligence, or environmental shocks from ill-judged geoengineering 
efforts aimed at mitigating  climate change). 

However, compiling a comprehensive list of plausible GCR scenarios 
requires exploring the interplay between many interacting critical 
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systems and threats, beyond the narrow study of individual scenarios 
that are typically addressed by single disciplines. The  classification 
framework presented here breaks down the analysis of GCR scenarios 
into three key components: (i) a critical system (or systems) whose 
safety boundaries are breached by a potential threat, (ii) the mechanisms 
by which this threat might spread globally and affect the majority of 
the human  population, and (iii) the manner in which we might fail to 
prevent or mitigate both (i) and (ii). For example, a major astronomical 
impact may lead to a global  catastrophe if we lack the  technology to 
deflect it (mitigation failure), and it raises a cloud of dust that spreads 
around the world (global spread mechanism), and that cloud of dust 
blocks sunlight for a sufficient length of time to undermine the global 
food system in a manner that we cannot overcome (critical system 
affected). Other scenarios will have different combinations of one or 
more mitigation failures, one or more global spread mechanisms, and 
one or more critical system breaches. 

In order to gain a holistic picture of potential global  catastrophes, 
knowledge about each of the three system components needs to be 
explored and shared. By first constructing a  classification from the 
broad range of known critical systems, global spread mechanisms, 
and prevention and mitigation failures, and then by classifying 
known GCR scenarios according to these dimensions, we aim to: 
(i) showcase the GCR relevance of a variety of scientific disciplines, 
(ii) highlight how commonalities between threat scenarios have 
research and policy implications, and (iii) highlight areas where 
there are potential gaps in our knowledge of global catastrophic risks. 
We also propose concrete steps for coordinating the broad-based, 
interdisciplinary research required to meet the challenges highlighted 
by the framework.

2. Critical Systems

We define a “critical system” as any system or process that, if 
disturbed beyond a certain limit or scale, could trigger a significant 
reduction in humanity’s ability to survive in its current form (see 
Figure 1).
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Building on the “life support systems” outlined in the research 
on so-called  planetary boundaries (many of which appear in our 
biogeochemical group),3 and their potential links to GCRs,4 we identify 
critical systems and processes that, if disrupted, would affect human 
ability to survive. While we aim for comprehensiveness and minimal 
overlap, we acknowledge that different systems overlap. For example, 
while the processes affecting ocean acidity have direct effects on 
ecosystem stability and thus human life, there is significant overlap 
(causally, structurally and academically) with the global water cycle, 
carbon cycle and sulphur cycle systems.

In our  classification framework, critical systems are grouped at 
different levels in a hierarchy, such that “higher-level” systems rely on 
the functioning of those at a “lower level”. Thus, the framework builds up 
from the stability of life-supporting physical systems, through cellular and 
other systems, right up to species-wide ecological and sociotechnological 
systems. “Lower-level” systems are directly linked to human survival 
(which relies on functioning anatomical systems, which in turn relies 
on cellular systems, etc.). “Higher-level” systems, especially  technology-
enabled ones such as the food and health systems, help maintain the 
human  population at its current size, and provide resilience. If these 
“higher-level” systems were to be disturbed significantly in some 
scenario — e.g. through a severe and prolonged disruption to utilities 
networks (such as water and electricity), or through shock effects (such 
as social unrest) — these could cause more harm than the system 
disturbance itself.

Identification of critical systems, and their cross-links, could 
also come from historical and archaeological study of more limited 
instances of human  population collapse. For instance, the collapse of 
the  Easter Island civilisation shows how excessive resource extraction 
(of palms for the making of canoes) led to ecological degradation, 
undermining primary production and food chains, which in turn led to 
failure of the Easter Island society’s food system.5 Further study of each 
critical system requires specialised expertise, often in more than one 
domain, as there is no one-to-one mapping from scientific disciplines 
to critical systems. Future work, conducted with collaboration with 
the wider scientific community, could lead to the demarcation of safe 
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operating bounds for each critical system, following the example of 
Rockström et al.6

  Fig. 1: Classification of critical systems aimed at identifying Global Catastrophic 
Risk scenarios. Systems are grouped at different levels, arranged from “lower 
level” to “higher level” in a clockwise fashion starting with the “physical” group 

on the top right.

3. Global Spread Mechanisms

For many critical systems, a failure of some instances of the system, e.g., 
regional crop failure, would fall far short of posing a GCR. In severe 
GCR scenarios, the failure of critical systems is coupled with some 
mechanism by which this failure spreads globally, thus potentially 
threatening the majority of the human  population. In the framework, we 
separate the analysis of global spread mechanisms from the analysis of 
critical systems (Figure 2). This separate focus on global spread allows 
us to identify relevant mechanisms (and means to manage or control 
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them) as targets of study meriting further attention, and highlights 
interesting commonalities.

A critical system failure can spread globally without human 
intervention: some astronomical objects or events are sufficiently 
massive to have direct global effect, while other threats can spread 
through the dynamic systems of the natural environment, such as 
the air- and water-based dispersal systems. Dust and toxins could be 
spread naturally even if they do not replicate, though of course a self-
replicating threat (e.g. a virus that affects multiple species of fish) 
could couple with a dynamic system (e.g. ocean currents) to achieve 
much faster spread.

In addition to natural spread, many risk scenarios, and especially 
emergent risk scenarios, rely on the highly connected  nature of our 
species, both materially and conceptually. A modern pandemic can 
spread through airports and other mass-transit hubs of the globe-
encompassing transit network, thus coupling a biological replicator (this 
might be, e.g., a bacterium itself, or a biological vector, e.g. a mosquito) 
to a highly connected anthropogenic network. A  cyber attack can  cascade 
through global critical systems at the speed of digital communication, 
shutting down health and security systems, and undermining resource 
extraction and utilities by disrupting mines and power plants (a digital 
replicator, such as a computer worm, could speed up the spread rate and 
reach). 

Access to information can play a more abstract, but no less 
important, role in the spread of critical system failure. The 
widespread, and growing, access of individuals and groups across 
the globe to ideas, schematics, and manufacturing capabilities (e.g. 
Do-It-Yourself, or DIY, biology) through digital and cultural exchanges 
(e.g. online fora), enables novel hypothetical GCR scenarios. Such 
a scenario could start with, say, the accidental or malicious release 
of a home-grown pathogen, or the one-sided deployment of 
geoengineering efforts in an attempt to mitigate  climate change. Some 
ideas encourage their own spread, e.g. schematics for communication 
devices, or ideas that encourage further sharing of those ideas (e.g. 
ideologies or viral videos), coupling cultural replicators with human 
interaction networks. 
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 Fig. 2: Classification of global spread mechanisms relevant to Global  
Catastrophic Risk.

Table 1. Classification of hypothetical global catastrophic risk scenarios 
by global spread mechanisms and critical systems affected. Letters 

represent eight examples of risk scenarios:  asteroid impact (a),  volcanic 
super-eruption (v), pandemic (natural) (p), ecosystem collapse (e), 
nuclear  war (n), bioengineered pathogen (b), weaponised artificial 
intelligence (w), geoengineering  termination shock (g). Cell colour 

represents number of catastrophic scenarios potentially compromising 
the critical system globally via the spread mechanism (grey: no likely 

disruption, light pink: one scenario, dark pink: two scenarios, red: three 
or more scenarios). Critical systems with an identical  vulnerability 

profile to these risk scenarios have been omitted for brevity, indicated by 
ellipses (see Fig. 1 for the full list of systems). (For interpretation of the 
references to colour in this table legend, the reader is referred to the web 

version of this article.)
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Table 1 illustrates how analysis of critical systems and analysis of global 
spread mechanisms might be combined into a single  classification 
framework. The table presents a mapping from eight hypothetical GCR 
scenarios to the critical systems that are most likely to be undermined 
in each scenario, for each type of global spread mechanism. We have 
chosen a selection of severe GCR scenarios that are (i) familiar, (ii) 
considered plausible, and (iii) cover both natural and anthropogenic 
threats. This is far from a comprehensive list of scenarios, as the very 
framework presented here aims to help explore possible scenarios. 

4. Prevention and Mitigation Failures

Analysing GCR scenarios along the dimensions of critical systems 
and spread mechanisms draws significantly on our understanding of 
the natural world and technical systems, and complements existing 
endeavours to classify risks of a smaller scale.7 Holistic risk management, 
however, must take into account the human elements that moderate 
GCR through prevention and mitigation efforts, and how these efforts 
might fail. The challenge of preventing global  catastrophes thus requires 
integration of the work and expertise in and between the natural and the 
social sciences, on a global scale.

 Fig. 3: Levels and dimensions of prevention and mitigation factors moderating 
global catastrophic risks.
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A particularly comprehensive existing risk management framework 
with such integrative characteristics and international scope is the 
Sendai Framework for Disaster Risk Reduction (SFDRR), adopted by 
187 UN member states in 2015.8 Although developed for natural rather 
than  technological disasters, it considers many of the potential human 
factors that influence resilience and  vulnerability to an unfolding 
disaster. We take a similar approach here, and identify potentially fragile 
areas in the global risk prevention and mitigation system (Figure 3). 
Rather than aiming for comprehensiveness or exclusivity, it highlights 
that understanding these interdependent and complex human factors 
requires input from a wide range of disciplines beyond the natural 
sciences.

For instance, short-term thinking and a limited focus constitute 
cognitive biases affecting risk perception and management on the individual 
and institutional level (as studied in psychology and behavioural 
economics); unresolved political conflicts and competing ethical notions 
of  justice undermine international cooperation and burden-sharing on 
the institutional and supra-institutional level (as studied in e.g. law, 
philosophy and political science). 

Some risks (e.g. natural pandemics) are already the focus 
of well-developed institutional systems (e.g. the World Health 
Organization), robust research activity and technical know-how. For 
GCRs from emerging technologies, however, the institutional mix and 
a research agenda are only just becoming established. Conventional 
disaster response (e.g. recovery and compensation), and even newer, 
comprehensive strategies (e.g. the “build back better” principle 
adopted in some countries post-disaster) are inadequate for addressing 
threat scenarios where there is limited reaction time and no second 
chance. For these cases, we need a novel framework that is at least as 
interdisciplinary as the SFDRR, but moves away from uni-dimensional, 
natural  hazards and instead addresses complex, anthropogenic 
risks, which are far more likely to cause a severe global catastrophe.9 
In particular, we have to focus on the prevention and mitigation 
of multidimensional risk scenarios that involve  cascades of socio-
 technological, natural- technological (“natech”) and  technological-
natural disasters. 
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As we confront emergent  technological GCR scenarios, lessons 
can be learnt from previous smaller disasters. An instructive recent 
case of a multi-dimensional disaster scenario, albeit of local scope, 
is the Fukushima Dai’ichi nuclear accident, which laid bare failures 
at the interface of natural, scientific,  technological, socioeconomic, 
legal and political realms. One such failure was the supervision of 
Japan’s nuclear industry by the very same authorities that were to 
promote nuclear  technology. Such an institutional setup, aggravated 
by cognitive biases (e.g. groupthink) in a sector with revolving doors 
to the regulator, was lacking adequate incentive structures, and was 
destined to result in conflicts of interest and regulatory capture. 
The international science and policy community therefore has the 
opportunity and the responsibility to co-create better risk prevention 
and mitigation systems, by engaging with researchers in the social 
sciences and humanities.

In principle it is possible to create a table that would expand on 
Table 1 to include the third dimension described here, i.e., prevention 
and mitigation failures. Such a table is, however, difficult to produce 
in practice, as the scenarios it helps us distinguish between are more 
fine-grained than those classified in Table 1. They are subcategories 
of these scenarios. For example, in Table 1 we classified “natural 
pandemic” as a single scenario, yet from a disaster policy and risk 
reduction perspective there is a clear difference between a pandemic 
that emerged due to underinvestment in veterinary surveillance, and 
a pandemic that emerged due to accidental release from a research 
laboratory. These scenarios can be further subdivided through the 
precise failures that allow the pandemic risk to materialise. If we 
consider just the accidental release scenario, we would start from the 
grid items occupied by “p” in Table 1, which highlight intersections 
of the critical systems undermined by pandemic, such as anatomical 
systems, and the spread mechanisms for pandemic, which naturally 
include biological replicators but are also affected by anthropogenic 
networks as well as air- and water-based dispersal. To these we would 
add a third dimension, that would highlight all the prevention and 
mitigation failures potentially involved in accidental release, from 
failures of individual skill or risk perception, through institutional 
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failures including malformed incentives, or insufficient staffing and 
resources, to supra-institutional failures of insufficient monitoring and 
enforcement. 

5. Intended Use of the Classification System

In this section, we illustrate three key ways the  classification system 
could potentially be used, although more may be discovered as the 
system is expanded and updated. 

The first potential use is to prioritise risk reduction efforts. As can 
be seen in Table 1, scenarios with significantly different primary causes 
could manifest their GCR potential through a similar mechanism. For 
example,  asteroid impact,  volcanic super-eruption and nuclear  war 
scenarios all feature a risk of significant reduction of inbound solar 
radiation, disrupting  food security and potentially leading to mass 
starvation. Not only does this draw attention to systems that are 
 vulnerable to multiple  hazards, but it also suggests there is value in 
considering these scenarios together in research and policy contexts, 
rather than thinking about them in isolation. For example, if accounting 
for  volcanic super-eruptions,  asteroid impacts and nuclear  wars 
together, one might seriously consider risk management strategies that 
are robust to all scenarios, such as alternative food production systems 
to withstand the multi-year “winter” that might follow.10 While this 
does not preclude investment in nuclear disarmament or  asteroid 
deflection, it demonstrates that alternative food policies may warrant 
more attention than first thought. 
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 Table 2: Classification of risk reduction strategies by global spread 
mechanisms and critical systems affected. Letters represent six 
examples of risk reduction strategies:  asteroid deflection (A), 

digital resilience (D), food production through non-photosynthetic 
processes (F), limiting human contact during a pandemic (L), nuclear 

disarmament (N), restrictions on the diffusion of risky technologies 
(R). Cell colour represents number of risk reduction strategies 

addressing possible critical system failure and its global spread via 
the mechanism (grey: not addressed, light green: one strategy, green: 
two strategies, dark green: three or more strategies). Critical systems 

with an identical benefit profile from these strategies have been 
omitted for brevity, indicated by ellipses (see Figure 1 for the full list 

of systems).

In addition to the challenge of securing food under reduced solar 
radiation, the  classification framework highlights other areas that 
warrant further attention as potentially occurring from a range of 
threats. These include: how to manage the proliferation of potentially 
dangerous technologies, how we would function if human contact was 
restricted during a pandemic spread,11 and how we might make critical 
digital systems resilient to disruption by error or malice. The value of 
the classification system in highlighting potentially compatible risk 
reduction strategies is visualised in Table 2.



 1373. Classifying Global Catastrophic Risks

While expansion of this table into the third dimension of prevention 
and mitigation failures is beyond the scope of the current chapter, 
we foresee that the creation of such an expansion, in a dynamic and 
collaborative fashion as described below, will have the same benefits as 
Table 1. That is, it could be used to focus attention on prevention and 
mitigation failure categories that affect a range of GCR scenarios (e.g. 
better risk communication tools). While policy relevance to multiple 
risks does not directly entail higher priority for an intervention (as 
matters of probability, effectiveness and cost need to be taken into 
account), it could indicate the value of a comprehensive cross- risk 
analysis, to paint a more complete picture of the value of a proposed 
intervention.

The second potential use for the  classification system lies in 
creating a live reference list of expertise for different risk scenarios. 
Our attempt to carve out categories in each dimension based on 
different academic domains should provide a quick index of the 
academic disciplines that are essential to “have at the table” when 
researching a specific risk scenario. Such an index could prove useful 
for policy-makers who take responsibility for certain risk domains, 
or when an emerging risk is unfolding and an interdisciplinary team 
needs to be assembled in a hurry. This potential use underscores 
the importance of including the third dimension, which points to 
relevant academic disaster management expertise outside the natural 
sciences.

The third potential use for the system is as a tool to highlight 
highly  uncertain or neglected corners of the GCR possibility space, 
and guide research efforts towards these corners, in the hope of 
discovering unknown unknowns. The combinatorial  nature of the 
 classification systems provides a natural way of progressing from 
well-known systems and mechanisms to a vast and as-yet largely 
unexplored space of possible GCRs. Admittedly, even an exhaustive 
exploration of all possible GCR scenario configurations within the 
current  classification system would not provide a guarantee against 
“black swans”, but it can certainly foster a fuller understanding of the 
threats we face.
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6. Where to Next?

The classification framework presented above is dynamic, spanning 
a broad range of disciplines and reflecting a dense web of interacting 
variables along three dimensions: where critical systems are  vulnerable 
to GCRs, how threats might spread globally, and how attempts to prevent 
or mitigate these threats might fail due to human factors. To successfully 
maintain awareness and organise the plethora of knowledge around 
GCRs we need to meet the following challenges:

1. collect, aggregate and digest information from highly 
distributed knowledge networks, overcoming communication 
barriers and delays;

2. update regularly the classification of GCR scenarios as 
knowledge advances, and as technology shapes — or is poised 
to shape — the relevant domains.

Meeting these challenges requires a combination of strategies. It would 
be sensible to populate a  classification framework using a group 
elicitation approach, calling on experts in different critical systems, 
global reach mechanisms and mitigation approaches to produce short 
summaries containing signposts to evidence in their fields that would 
be relevant to GCRs. Such summaries would then be aggregated in a 
central repository. A group of multi-domain experts could serve as 
editors to make sure efforts are coordinated, language is harmonised 
and appropriate for an interdisciplinary audience, and credit is 
attributed appropriately. Similar, successful repositories for other 
disciplines already exist and could provide inspiration.12 The evolving 
classification system, when part of a knowledge synthesis effort, could 
offer a visual way to communicate the current state of knowledge.13

As the frontiers of knowledge and innovation expand, so too does 
the horizon of our possible futures. The framework outlined here could 
both inform, and be informed by, different “foresight” tools.14 It may be 
a useful tool for generating scenarios that help us explore and prepare 
for new risks, emerging trends and key uncertainties. Scenarios can 
then be characterised in more detail and monitored using  horizon 
scanning,15 another tool in the ”foresight” suite. Structured horizon-
scanning methods could be useful to scan for the early signals of a 



 1393. Classifying Global Catastrophic Risks

scenario unfolding, or simply to update the  classification framework 
with information on new discoveries, innovation, theories and data 
produced by the scientific community.

Globalisation and  technology are advancing at a rapid pace, and it 
is difficult to appraise the ever-changing landscape of risks. In order 
for research into new, potentially disruptive technologies to proceed 
responsibly, and to better anticipate how interacting threats may 
unfold across our globe, the  state of knowledge around risks and 
potential risk mitigation measures needs to be transparent, organised 
and updateable. We hope that the classification framework outlined in 
this chapter will facilitate the communication between disciplines that 
such an endeavour needs.
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4. Governing Boring Apocalypses: 
A New Typology of Existential 

Vulnerabilities and Exposures for 
Existential Risk Research
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Matthijs Michiel Maas

Highlights:

• It is unhelpful to focus on explosive  catastrophes that could 
directly kill all humans at the same time. Other potential paths 
or disaster interaction effects that converge towards that same 
disastrous outcome, even if only indirectly or over longer 
timescales, are just as deadly and potentially more likely.

• We need to consider not only  hazards — the external source 
of peril — but also vulnerabilities, propensities or weaknesses 
inherent within human systems that increase the likelihood 
of our succumbing to pressures or challenges that threaten 
existential outcomes, and exposures (the number, scope 
and nature of the interface between the hazard and the 
vulnerability). When studying the collapse of complex systems, 
such as human civilisation, vulnerabilities and exposures may 
be the most significant contributors to existential risk.

• Vulnerabilities and  exposures can be further categorised 
according to whether they are ontological (exist due to the 
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nature of human beings or our location in space and time); 
passive (exist indirectly, through lack of action); active (exist 
directly because of insufficient/mis-specified action); or 
intentional (were created on purpose).

• Understanding these different features of  existential risk, their 
sources and characteristics not only helps us to understand 
the range of risks facing humanity but also to identify a wider 
range of policy options for risk mitigation.

• Ignoring these factors can lead us to neglect ways in which 
imperfect recommendations from existential risk researchers 
can make things worse; for instance, by playing into cultural 
vulnerabilities and exposures or creating “too easy” solutions 
that serve to block important further work.

This chapter was presented at  CSER’s first Cambridge Conference 
on Catastrophic Risk in 2016. It brings Existential Risk Studies into 
conversation with the field of disaster studies and sketches a now widely 
adopted approach to thinking about  existential risk reduction based 
around understanding  vulnerability and  exposure used in several other 
chapters of this volume including Chapters 12 and 20. The possibility 
that flawed conceptions of extreme global risk could be harmful is also 
explored in Chapters 2 and 14.

In recent years, the study of  existential risk has explored a range of 
natural and man-made  catastrophes, from  supervolcano eruption 
to nuclear  war, and from global pandemics to potential risks from 
 misaligned  AI. What these risks have in common is that they might 
cause outright human  extinction, were they to occur. In this approach, 
such identified existential risks are frequently characterised by relatively 
singular origin events and concrete pathways of harm which directly 
jeopardise the survival of humanity, or undercut its potential for 
long-term  technological progress. While this approach aptly identifies 
the most cataclysmic fates which may befall humanity, we argue that 
catastrophic ”existential outcomes” may likely arise from a broader 
range of sources and societal  vulnerabilities, and through the complex 
interactions of disparate social, cultural and natural processes — many 
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of which, taken in isolation, might not be seen to merit attention as a 
Global Catastrophic Risk, let alone an existential one. 

This chapter argues that an emphasis on mitigating the  hazards 
(discrete causes) of existential risks is an unnecessarily narrow framing 
of the challenge facing humanity, one which risks prematurely curtailing 
the spectrum of policy responses considered. Instead, it argues 
existential risks constitute but a subset in a broader set of challenges 
which could directly or indirectly contribute to existential consequences 
for humanity. To illustrate, we introduce and examine a set of existential 
risks that often fall outside the scope of, or remain understudied 
within, the field. By focusing on  vulnerability and  exposure rather than 
existential  hazards, we develop a new  taxonomy which captures factors 
contributing to these existential risks. Latent structural  vulnerabilities 
in our  technological systems and in our (institutional and cultural) 
societal arrangements (e.g. systemic “normal accidents”; institutional 
absence or failure; cultural distrust of authorities) may increase our 
susceptibility — the likelihood that we succumb to existential  hazards. 
Finally, different types of  exposure of our society or its natural base 
determine if or how a given  hazard can interface with pre-existing 
 vulnerabilities, to trigger emergent existential risks. We argue that far 
from being peripheral footnotes to their more direct and immediately 
terminal counterparts, these “ boring apocalypses” may well prove to be 
the more endemic and problematic, dragging down and undercutting 
short-term successes in mitigating more spectacular risks. If the cardinal 
concern is humanity’s continued survival and prosperity, then focusing 
academic and public advocacy efforts on reducing direct existential 
 hazards may have the paradoxical potential of exacerbating humanity’s 
indirect susceptibility to such outcomes. 

Adopting law and policy perspectives allow us to foreground societal 
dimensions that complement and reinforce the discourse on existential 
risks. This holistic  taxonomy accordingly enables scholars in the field 
of  existential risk to better recognise the expanded range of existential 
risks, and helps them to better understand and deploy a more  diverse 
toolbox of law and governance approaches to address these challenges. 
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Introduction:  
The Definition and Framings of Existential Risk

In recent years, a growing body of scholarship has argued that a new 
class of risks bears closer study, for their potential extreme impact on 
the survival of humanity.1 Prior research has identified a range of such 
human extinction risks,2 both natural and manmade, including risks 
from  supervolcano eruption,  asteroid impact, global warming, nuclear 
 war, as well as more speculative risks from emerging technologies 
such as  biotechnology, high-energy physics experiment disasters, or 
 misaligned Artificial Intelligence.3

While it is encouraging to see greater attention for a critical topic that 
has long remained understudied, it is relevant to ask how the framing 
of the field’s basic concepts shapes both the problems it identifies and 
prioritises, as well as the policy approaches it considers and engages. 
In his seminal paper,  Bostrom defined an  existential risk as “[o]ne 
where an adverse outcome would either annihilate Earth-originating 
intelligent life or permanently and drastically curtail its potential”.4 
Thus, in  Bostrom’s view, existential risks are characterised both by their 
scope (pan-generational) and their intensity (crushing): the size of the 
group of people who are at risk5 and how badly each individual within 
that group is affected, respectively.6 

Much prior research on existential risks has thus deployed criteria 
and methodology which have identified discrete and independent 
challenges of sufficient severity and pervasiveness to bring about 
the “adverse outcome” in a direct causal manner. In this reading, 
existential risks are an extreme offshoot of Global Catastrophic 
Risks — disasters which “might have the potential to inflict serious 
damage to human well-being on a global scale,”7 but which fall short 
of permanent collapse. While we are not necessarily averse to the 
Bostromian definition of “adverse outcomes” — a definition which 
indeed seems to characterise the space of eventual outcomes to be 
avoided — we take more issue with the limited range of pathways 
towards this dreaded outcome-space, which much of the literature has 
focused on exploring. Specifically, as noted by others in the community, 
much prior research “has focused mainly on tracing a causal pathway 
from a catastrophic event to global catastrophic loss of life”.8 As such, 
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there remains an event-focus, in the sense that only discrete events that 
are causally connected to the demise of humanity within a relatively 
short time-frame qualify as an  existential risk (rather than a ”merely” 
globally catastrophic one, or a background risk).

Existential Risk (Re)Framings as Crucial 
Consideration for Law and Governance Approaches

Distinguishing existential risks as a uniquely threatening outlier along 
the spectrum of global risks, however, is arguably an unnecessarily 
narrow framing of the field of study. Indeed, a high-profile “one-hit-KO” 
 existential risk such as a global nuclear  war or a pandemic may constitute 
only one avenue towards that “adverse outcome”, and concentrating 
predominately upon (ways to intervene in) its origin and direct pathway 
risks overshadowing other potential paths or disaster interaction effects9 
that functionally converge towards that same disastrous outcome, even 
if only indirectly or over longer timescales, with a potentially higher 
probability. Indeed, as recently noted by scholars in the field, a full 
mapping of scenarios that lead to catastrophic outcomes “requires 
exploring the interplay between many interacting critical systems and 
threats, beyond the narrow study of individual scenarios that are typically 
addressed by single disciplines”.10 The precise framing of ”existential 
risks“ is therefore a crucial consideration, informing ethical, strategic, and 
epistemological (cf. academic) priorities in facing ”adverse outcomes“. 
This is particularly the case in the context of studying how global political 
dynamics may interact with certain existential risks, and in formulating 
meaningfully effective policies and governance approaches to such risks. 
Of course, this is not to say that the field of  existential risk studies has not 
sought to involve and engage with policy and governance approaches 
and solutions. Indeed, to its credit, research in the field of existential 
risks has actively sought to engage with these issues — given that, as 
 Bostrom himself observes,11 global cooperation is critical to mitigating 
a wide range of existential risks. Likewise, researchers within the ” AI 
safety” community are beginning to highlight fields such as policy and 
psychology as under-represented but potentially promising approaches 
to addressing risks arising from AI.12
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Accordingly, there has been research into the interaction effects 
between technologies and politics — such as the possibility that arms races 
might increase the risk that untested, powerful  AI systems are deployed 
rashly or prematurely.13 Other work has drawn on cognitive psychology 
to study how people might structurally (mis)judge the probability of 
risks.14 Likewise, work exploring policy and governance approaches 
to mitigating existential risks has looked at insurance arrangements 
for large catastrophes,15 technology taxes and subsidies,16 and work 
drawing on social (and organisational) psychology to assess ways to 
motivate AI researchers to choose beneficial AI designs.17 Yet, other 
work has examined the cost-effectiveness of biosecurity interventions;18 
pricing externalities to balance public the risks and benefits of scientific 
research generally;19 and proposing a general international regulatory 
 regime to govern global catastrophic and existential risks from emerging 
technologies.20 At present, a majority of existential risk research centres21 
have articulated law and policy research as areas of interest, and scholars 
in this space have begun to translate such work into concrete proposed 
policy interventions — notably the 2017 GPP report, which included 
proposals to develop governance for geoengineering research, establish 
international scenario plans and exercises for engineered pandemics, 
and build international attention for  existential risk reduction.22

Such work is highly encouraging, and the  existential risk research 
agenda has benefited from it. Nonetheless, the risk remains that a too-
narrow conception of “existential risks” prematurely closes down the 
space of law and governance solutions that are possible — or necessary 
— in assuring humanity a non-catastrophic future — for instance, 
a future that, in  Bostrom’s framing, meaningfully “maximize[s] the 
probability of an ok outcome”.23 However, if human extinction and the 
persistent and pervasive truncation of  technological potential are not 
completely homologous, then tailoring our portfolio of policy responses 
exclusively to closing off the pathways these risks could take — and 
then calling it a day — would be insufficient. In fact, this might only 
afford future policy-makers with a false sense of security, even as the 
world continues to reside in an overall  state of ”super-risk”.24

This is especially the case when there is a narrow “ technological” 
(re)solution on offer — such as “improve global vaccine synthesis 
and production capability”, or “subsidize international technical  AI 
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safety research” — which promise to address or prevent the risk at 
its root. While such direct  technological solutions may certainly be 
indispensable to averting some existential risks, they may not suffice 
in actually “plugging all the holes” in our risk space. In a disciplinary 
context, there is a risk (admittedly self-correcting, given publication 
incentives) of the research agenda “halting” early. In a real-world 
context, the availability of simple, straightforward “fixes” might even 
pose a “moral  hazard”, if policy-makers or global governance systems 
which lack political will or the attention to explore more complex or 
costly changes seize upon the “symbolic action” of the straightforward, 
first-order mitigation strategies. Even where this is not the case, certain 
policy recommendations to mitigate existential risks might depend on 
too optimistic a view of institutional rationality or capability.

“Boring Apocalypses”: From Existential Hazards to 
Existential Risks 

While such efforts might mitigate specific existential risks, this might 
not translate into significantly lowering the overall probability of the 
“adverse outcome”, if only a part of the problem, or only one problem 
among many, is addressed. An alternative articulation is that only one 
path to the “adverse outcome” is being explored by much research into 
existential risks: erecting obstacles along that path may indeed reduce 
the overall likelihood of manifesting these risks, but this might have 
little impact, or even no effect, upon the manifestation of the “adverse 
outcome”. 

Thus, our view is that a materialised  existential risk (what we call an 
“existential  hazard”) is sufficient to lead to an (existentially) “adverse 
outcome”, but crucially, that this is unnecessary to reach that result. If the 
overarching objective is to lower the probability of human  extinction or 
significant  technological curtailment, adopting an array of approaches 
which complement the mitigation of direct existential risks is required. 
Within this broad spectrum of  aligned approaches, we propose to 
introduce law, policy, regulatory and governance tools in this chapter 
as an example. The choice of law and policy perspectives is two-fold: 
on one hand, they make it possible to take second-order considerations, 
which take indirect and socially and culturally mediated paths towards 
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“adverse outcomes” into account; on the other hand, these recognise 
both the complexity of social organisation and the prospect that 
 civilisational collapse may trigger or possibly instantiate existential 
outcomes. In this sense, law and policy approaches offer the possibility 
of complementing and enhancing the narrower approach adopted 
by contemporary  existential risk research, to take into consideration 
other paths to existentially adverse outcomes; and to better anticipate 
 vulnerabilities,  exposures and failure modes in societal efforts to address 
existential risks.

Exploring the Implications of the Existential Risk 
Framing: Risks from AI

An example of this can be drawn from the prospect of  superintelligent 
Artificial Intelligence.25 Although the landmark research agenda 
articulated by Russel et al. (2015) does call for research into ”short-
term” policy issues, debates in this field of AI risk26 have — with some 
exceptions — identified the core problem as one of value  alignment, 
where the divergence between the interests of humanity and those of 
the  superintelligence would lead to the demise of humanity through 
mere processes of optimisation. Thus, the  existential risk posed by 
the  superintelligence lies in the fact that it will be more capable than 
we can ever be; human beings will be outmanoeuvred in attempts at 
convincing, controlling or coercing that  superintelligence to serve our 
interests. As a result of this framing, the research agenda on  AI risk 
has put the emphasis on evaluating the technical feasibility of an 
“intelligence explosion”27 through recursive self-improvement after 
reaching a critical threshold;28 on formulating strategies to estimate 
timelines for the expected  technological development of such “human-
level” or ”general” machine intelligence;29 and on formulating technical 
proposals to guarantee that a  superintelligence’s goals or values will 
remain  aligned with those of humanity — the so-called  superintelligence 
“Control Problem”.30

While this is worthwhile and necessary to address the potential 
risks of advanced  AI, this framing of existential risks focuses on the 
most direct and causally connected  existential risk posed by  AI systems. 
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Yet while super-human intelligence might surely suffice to trigger an 
existential outcome, it is not necessary to it. Cynically, mere human-
level intelligence appears to be more than sufficient to pose an array of 
existential risks.31 

Furthermore, some applications of “narrow”  AI, which might help 
in mitigating against some existential risks, might pose their own 
existential risks when combined with other technologies or trends, 
or might simply lower barriers against other varieties of existential 
risks. To give one example, the deployment of advanced  AI-enhanced 
surveillance capabilities32 — including automatic hacking, geospatial 
sensing, advanced data analysis capabilities, and autonomous  drone 
deployment — may greatly strengthen global efforts to protect against 
“rogue” actors engineering a pandemic (“preventing  existential risk”). 
It may also offer very accurate targeting and repression information 
to a totalitarian regimes,33 particularly those with separate access to 
nanotechnological weapons (“creating a new  existential risk”). Finally, 
the increased strategic transparency of such  AI systems might disrupt 
existing nuclear deterrence stability, by rendering  vulnerable previously 
“secure” strategic assets (“lowering the threshold to  existential risk”).34 

Finally, many “non-catastrophic” trends engendered by  AI — 
whether geopolitical disruption,  unemployment through  automation, 
widespread  automated cyberattacks, or computational propaganda 
— might resonate to instil a deep  technological anxiety or regulatory 
distrust in global publics. While these trends do not directly lead to 
 catastrophe, they could well be understood as a meta-level existential 
threat, if they spur rushed and counter-productive regulation at 
the domestic level, or so degrade conditions for cooperation on the 
international level that they curtail our collective ability to address not 
just existential risks deriving from artificial intelligence, but those from 
other sources (e.g.  synthetic biology and  climate change), as well.

These brief examples sketch out the broader existential challenges 
latent within  AI research and development at preceding stages or 
manifesting through different avenues than the signature risk posed 
by  superintelligence. Thus, addressing the  existential risk posed by 
 superintelligence is both crucial to avoiding the “adverse outcome”, but 
simultaneously misses the mark in an important sense.
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Re-Examining Existential Risks: Hazard, Vulnerability, 
and Exposure

While  Bostrom’s leading typology identifies the general area inhabited 
by existential risks, it provides little guidance for how to differentiate 
among the  diverse risks within that category (the box marked “X”), 
because these risks are not distinguished according to their source, 
characteristics, or complexity, but only their impact (“crushing”) and 
scope (“pan-generational”).35 

Fig. 1: Qualitative risk categories, indicating the relative position of existential 
risks. (Reproduced from  Bostrom, 2013, p.17).

However, given the range of distinct risks falling within the “X” box 
— that is, risks that could cause or feed into an eventual terminal and 
crushing “adverse outcome” for humanity — we suggest it relevant to 
deconstruct existential risks, and instead consider the broader category 
of “risks as a function of  hazard,  vulnerability and  exposure”:36

Existential Risk = Hazard * Vulnerability * Exposure37
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Here,  hazard denotes the external source of peril (which is captured 
within the prevailing agenda studying existential risks) — the “spark” 
that threatens the pan-generational/crushing harm. 

Vulnerability denotes propensities or weaknesses inherent within 
human social, political, economic or legal systems, that increase the 
likelihood of humanity succumbing to pressures or challenges that 
threaten existential outcomes. 

Finally,  exposure denotes the “reaction surface” — the number, scope, 
and  nature of the interface between the  hazard and the  vulnerability. 

Thus, a  hazard is what kills us, and a  vulnerability is how we die. 
Exposure is the interface or medium between what kills us, and how 
we die. To take an example from disaster studies, a major earthquake 
only becomes a risk if the built, social or institutional environment can 
be destabilised during earthquakes of the threatened magnitude (“is 
 vulnerable to”), and if such an environment is located in (‘ exposed 
to”) an earthquake zone. Thus,  vulnerability and  exposure refer to 
two different aspects of the affected system: how it breaks, and how 
it intersects with a given  hazard’s operating space or pathways of 
impact. 

As a species of Global Catastrophic Risks, the study of existential 
risks is often conflated with, and perhaps even collapsed into, the 
identification and mitigation of existential  hazards. Where attention is 
paid to issues of  vulnerability and  exposure, these are often identified in 
light of an existential  hazard. One of the leading sources and reference 
points in the field symptomatically organises the field as a collection 
of existential hazards.38 A caveat applies for a small subset of hazards 
of such enormous magnitude that it renders mitigation strategies 
focusing upon  vulnerability and  exposure less relevant, or perhaps 
even irrelevant. The paragon might be the scenarios of “simulation 
collapse”, or a high-energy physics experiment going awry, altering 
the astronomical vicinity and rendering life untenable.39 Such extreme 
 hazards constitute the archetype of existential risks as a subset of Global 
Catastrophic Risks and can only be addressed by managing the  hazard 
head-on, with  vulnerability and  exposure components relegated to 
marginal roles:

Existential Risk = Existential Hazard * Vulnerability * Exposure
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Thus, our claim is not that the field of  existential risk research is looking 
in the wrong places — the emphasis on existential risks has enabled this 
field to identify a core group of existential  hazards which would on their 
own suffice to bring about the “existentially adverse outcome”. 

Nonetheless, there are also many other, slower and more intertwined 
ways in which the world might collapse, without being hit by spectacular 
 hazards. To complement the study of existential risks we can draw 
upon lessons learnt through historical and anthropological studies 
of  civilisational collapse. Thus, while existential risks concentrate 
upon clear-cut existential  hazards,  civilisational collapse research 
infers influential factors that were involved in trajectories of decline. 
These studies are beginning to challenge the traditional conceptual 
framework which set out a cyclical history, wherein civilisations rise and 
fall, progressing through a predictable pattern of growth, zenith and 
decline in a gradual manner.40 In other words, historically civilisational 
collapses are boring. Diamond refined this model by recognising that 
 civilisational collapse could be a slow and protracted process emerging 
from complex interactions.41 

Beyond Hazards: Vulnerability and Exposure

In this chapter, we set out to foreground the other two variables involved 
in the  existential risk equation. 

Thus, as noted, “ vulnerability” denotes propensities or weaknesses 
inherent within human social, political, economic or legal systems 
that increase the likelihood of humanity succumbing to pressures or 
challenges that threaten existential outcomes. 

“Exposure” indicates the nexus between external  hazards and internal 
 vulnerabilities: the interface at which the “adverse outcome” precipitates 
from their interaction. Historical studies of civilisational collapses indicate 
that even small exogenous shocks can destabilise a vulnerable system.42 
Given this, studying “ exposure” is relevant in systematically analysing 
interaction effects: a cataclysmic  hazard interacting with robust and resilient 
human systems may be survivable, but conversely, at the interstices at 
which our human  technology, institutions or culture are most  vulnerable, 
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even minor (initially “non-catastrophic”)  hazards can be the inflection 
point that tips these susceptible systems towards trajectories of collapse.43

In order to offset the tight coupling between existential risks and 
existential  hazards, we will further dissect the  vulnerability and 
 exposure factors introduced in the  existential risk calculus. Our proposed 
 taxonomy distinguishes four general categories of  vulnerability and 
 exposure (see Table 1).

• Ontological:  vulnerability through existing in a given location 
and time in our universe;44

• Passive:  vulnerability through lack of action; “indirect” 
exposure; 

• Active:  vulnerability because of insufficient/mis-specified 
action. 

• Intentional:  vulnerability or  exposure knowingly maintained, 
for that purpose.

Note that for  vulnerability, the Passive, Active and Intentional categories 
correspond to the jurisprudential concepts of “ omission” (“failure to 
act”), “ negligence” (action, but with failure to exercise the appropriate 
care to prevent foreseeable future harm) and “ intention” (action with 
the known purpose to bring about a consequence).

Drawing such distinctions offers the opportunity to be more precise 
about the features or characteristics which give rise to the existential 
dimension of the challenge, and thus suggest specific points for targeted 
intervention, as well as potential failure modes to caution against.

 Table 1: The general categories of  vulnerability and  exposure, used to 
structure our taxonomies of existential  vulnerability and existential 

 exposure.

Type of Vulnerability 
(V)

Vulnerability by…

Type of Exposure (E) 

Exposure by…

Ontological (O) Existence (V-O) Existence (E-O)
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Passive (P) Omission (V-P) Indirect link (E-P)

Active (A) Negligence (V-A) Direct link (E-A)

Intentional (I) Intention (V-I) Intention (E-I)

Below, we combine these categories and their sub-divisions, in twin 
taxonomies of existential “ vulnerabilities” and “ exposure”. We also 
seek to give concrete examples. Obviously, not all of these examples are 
currently unstudied — indeed, many feature prominently in the existing 
literature — though in other cases they remain understudied. While 
this list is, naturally, not comprehensive, we hope that such examples 
enable researchers in the field of existential risks to locate their research 
in an overarching framework, as well as facilitating links to established 
scholarly fields which have studied given issues, without considering 
their bearing on larger existential risks.

A Taxonomy of Existential “Vulnerability”

Our proposed  taxonomy for distinguishing between different 
manifestations of existential  vulnerabilities is summarised in Table 2: 
note that the salience or tractability of these existential  vulnerabilities 
to law and policy approaches increases as one goes down: ontological 
 vulnerabilities appear (at present) highly intractable to mere law and 
policy — it would be a vain regulator indeed who would try to legislate 
against physical laws. However, as one proceeds to passive, active, 
or intended  vulnerabilities, the salience of governance approaches 
increases.
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 Table 2: A  taxonomy of  vulnerabilities which contribute to existential 
risks.

Category Description Sub-
Distinction

Examples of Existential 
Vulnerabilities 

V-O. 
Ontological 
 vulnerability

Vulnerability 
that is inherent in 
being, at present

Simulation shutdown;

Biological dependence on 
continuous/frequent energy & 
resource inputs (including food, 
water, air, light, …); 

Physical dependence on physics 
integrity; our biochemistry “works” 
only within a narrow subset of all 
possible physical laws (rendering us 
 vulnerable to vacuum decay);

Biological  ageing.
V-P. Passive 
 vulnerability

Vulnerability 
existing due to the 
lack of structures 
in place. 
[OMISSION] 

Built 
( vulnerability 
because of 
the lack of 
availability of 
a defence)

Lack a of super-volcano warning 
system ( technology does not yet 
exist — lack of global capacity).

Lack of  asteroid defence program 
(existing  technology, but not 
deployed — lack of local capacity at 
key point); 

Institutional 
(top-down 
social 
 vulnerability)

Lack of effective global institutions, 
as well as crisis management 
organisation; 

Lack of global coordination 
on identifying and addressing 
existential risks. 

Lack of public investment in 
developing critical technologies, e.g. 
alternate food sources for surviving 
 volcanic winter45 or refuges for 
Global Catastrophic Risks.46 

Cultural 
(bottom-up 
social 
 vulnerability)

Lack of public engagement in 
confronting existential risks: 
propensity of public to stereotype/
dismiss disaster scenarios 
(“Terminator headlines”);

Lack of (widely shared) concepts 
and language to express existential 
 vulnerabilities. 
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Category Description Sub-
Distinction

Examples of Existential 
Vulnerabilities 

V-A. Active 
 vulnerability 

Vulnerabilities 
existing in spite 
of / because 
of the social 
structures in place 
[NEGLIGENCE]

Built 
 vulnerability

Intrinsic path-dependent 
 vulnerabilities in  infrastructure 
components: architectural security 
deficits in universally used 
components of global (digital) 
 infrastructures (e.g. Spectre and 
Meltdown exploits in Intel chips); 
future geo-engineering projects, 
such as  stratospheric aerosol 
injection, which could backfire 
heavily if interrupted temporarily, 
and which might be disrupted.47

Intrinsic path-dependent 
 vulnerabilities in  infrastructure 
configuration: critical  infrastructures 
(e.g. national electricity grids) are 
centralised and homogeneous (e.g. 
rendering society  vulnerability to 
solar flares). 

More generally: driven by 
organisational and competitive 
optimisation. (“Moloch” traps48), 
globalisation homogenises all 
solutions across the globe, eroding 
resilience (e.g. proliferation of 
homogenised monocultures of 
staple crops creates  vulnerabilities to 
engineered crop diseases).

Institutional 
 vulnerability

Narrow bureaucratic interest 
and perverse incentives which 
lock civilisation into “inadequate 
equilibria”,49 potentially blocking 
coordination for known existential 
risks. 

Globalised economic and 
institutional frameworks. Market 
dependency50 

Overconfident belief in own 
ability to foresee risks51 — risk-
based governance and incorrect 
probabilistic approaches which 
underestimate fat-tail events. 
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Category Description Sub-
Distinction

Examples of Existential 
Vulnerabilities 

Cultural 
 vulnerability

Spread of pandemics caused by 
culturally determined interactions 
(e.g. Ebola); 

Ingrained distrust of governmental 
authorities / public media 
undercutting disaster response 
efforts; 

Social norms promoting high 
fertility and unsustainable 
 population growth.52

Globalised diets and food 
demand that can only be met 
by (unsustainable;  vulnerable) 
monocultures. 

Increasingly homogenous global 
“monoculture” in practices and 
ideology creates  vulnerabilities, by 
limiting redundancies and  diversity.

V-I. 
Intended 
 vulnerability

Vulnerability 
maintained for a 
direct purpose

[INTENTION]

Misaligned, “apocalyptic”  AI;53 

Nuclear force posture combining 
centralisation of launch command 
authority, with fallible nuclear early 
warning systems and “launch-on-
warning” missile force postures.54

“Back-doors” or “zero-day-
 vulnerabilities” in critical 
 infrastructure software, knowingly 
maintained by intelligence services.

Existence of “omnicidal” agents 55 — 
including religious groups’ faith in 
end-times, e.g. the Rapture or Yawm 
ad-Dīn.

7.1 Ontological vulnerability

The category of ontological  vulnerability denotes intrinsic  vulnerabilities 
associated with human existence. These include the possibility that we 
inhabit a computer simulation,56 which might be terminated or altered at 
any time. More conceptual and basic  vulnerabilities — so fundamental that 
we often would not even consider them as such — include our existence 
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as biological beings that are dependent (potentially more so than other 
species such as tardigrades) on continuous or relatively uninterrupted 
inputs of energy and resources (such as food, water, air, light, …), which 
renders the human species one comparatively  vulnerable to “ extinction” 
events such as a  supervolcano — or meteor-induced global winter. On 
a deeper level yet, all biochemistry is dependent on the existing laws of 
physics within which it evolved, rendering us acutely and terminally 
 vulnerable to any processes (e.g. vacuum decay) which would profoundly 
alter these processes. Biological deterioration due to  ageing processes 
or exterior damages might also rank amongst these, although that is 
conditional on whether or not there exists a physical “hard ceiling” to how 
far medical senescence research might extend human lifespans and reduce 
other  vulnerabilities. 

As these are background conditions at the frontiers of epistemology, we 
are unlikely to be able to unveil more than a fraction of these  vulnerabilities. 
Also, as inherent features of human existence we have limited abilities to 
act effectively in this category. Perhaps the most  utility we can extract from 
delimiting ontological  vulnerability is to restrict its reach: in other words, 
to leave this as a residual class of  vulnerabilities inherent in existence.

7.2 Vulnerabilities, passive and active; Built, institutional and 
cultural

Passive  vulnerabilities are characterised by inaction: the susceptibility to 
existential outcomes by virtue of failure to take appropriate measures. 
Conversely, active  vulnerabilities arise in association with human 
activities, as by-products or unintended consequences. 

Three cross-cutting sub-distinctions can also be made for both 
passive and active  vulnerabilities: built, cultural, and institutional. 

Built  vulnerabilities are characterised by our (passive) failure to put 
into place relevant solutions or defences to existential challenges, or 
by our (active) failure to repair or correct the extant  vulnerabilities in 
the legacy  infrastructures we deploy, or the path-dependent ways we 
deploy them — even if we have such solutions or repairs at our disposal. 
Such solutions can in fact include some interventions proposed by the 
 existential risk research agenda, such as an  asteroid defence programme 
or the ability to systematically monitor for supervolcano eruptions;57 they 
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also cover the active existential risks posed by the technologies which 
humanity has introduced, but which go unfixed — such as architectural 
deficiencies creating intractable  cybersecurity  vulnerabilities in 
universally used computing chips. Because of the technical  nature of 
engineered  vulnerabilities, some of these are perhaps closest to the 
existing (policy) research agenda of the  existential risk community — 
and at present some may consider that law and policy tools have less of 
a role to play, other than to coordinate efforts aimed at addressing them. 

In contrast, top-down  vulnerabilities resulting from suboptimal 
direction and coordination are captured by our sub-category of 
institutional  vulnerability. Here, the line between active and passive is 
admittedly thin, where recklessness can be the distinguishing feature. 
Active institutional  vulnerability may be characterised by failure to 
coordinate to address a known risk, such as  climate change, or cyclical 
global economic meltdown. Passive institutional  vulnerability may then 
be understood as directional and coordination failures that limit the 
scope of knowledge related to existential risks — perhaps an implicit 
“unwillingness to know”, which translates in an unwillingness to fund 
blue-sky research into charting “unknown unknowns”.58 

Cultural  vulnerability encompass the bottom-up societal dimensions, 
reflecting how certain social practices may affect susceptibility to 
existential challenges. Active cultural  vulnerabilities include customary 
practices that facilitate the spread of pathogens, increasing susceptibility 
to pandemics — for example, integrated commercial travel networks and 
interpersonal greeting rituals which encourage physical proximity or 
contact. Passive cultural  vulnerabilities include the exclusion or ridicule 
of existential risks from serious discussion in public forums (let alone 
the halls of power). This increases collective  vulnerabilities insofar as 
the public and policymakers underrate the prospects for existential 
risks,59 resulting in further marginalisation.

7.3 Intended vulnerabilities

Intended  vulnerabilities are those which are created or retained specifically 
for that purpose, and within the existing research agenda are reflected in 
the premises of the “AI risk” or “Apocalyptic AI” movement.60 Another 
salient example can, however, be found in nuclear force postures which (in 
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the US context) features centralisation of launch command authority along 
with a “launch-on-warning“ doctrine that relies on input from fallible early 
launch warning systems.61 Together, this gives rise to the catastrophic risk 
of an accidental nuclear war.62 Yet, far from incidental, this is arguably by 
design. As the theorist Kenneth Boulding once observed: “if [deterrence] 
were really stable … it would cease to deter. If the probability of  nuclear 
weapons going off were zero, they would not deter anybody”.63, 64 The 
nuclear force knowingly renders itself more  vulnerable to catastrophic 
accidents — sacrificing a degree of safety for the sake of strengthening 
operational readiness and deterrence. Less dramatic, similar  intentional 
 vulnerabilities could emerge from a  state intelligence service knowingly 
holding back back-doors or “zero-day-exploits” which it identifies in 
critical  infrastructure software, in the hope that this may enable more 
effective cyberattacks against rival  states at a later  state. 

7.4 Existential vulnerability: Mitigation and adaptation 
strategies

This  taxonomy of  vulnerabilities can provide concrete suggestions for 
addressing existential risks. While the categories of ontological and 
intended  vulnerabilities may seem superfluous, their treatment as 
additional classes allow limited resources to be concentrated into the 
most tractable areas. Perhaps the main contribution of this  taxonomy 
is to highlight how existential risks need not be active and discernible, 
in the manner of the “ hazards” identified in the field. Instead, many of 
these risks can be latent, and slow-moving. Moreover, this  taxonomy 
aids in understanding how human activities can impact paths towards 
“existential outcomes” in several ways: (1) intent: by directly creating 
technologies which pose existential  hazards (i.e. emerging technologies 
such as  AI, nanotechnology and  synthetic biology); (2) ( negligence) by 
establishing complex systems for which failure is unavoidable;65 (3) and 
by  omission, the failure to take steps to confront existential risks. 

Beyond merely refining the sources of existential risks, the 
contribution of this  taxonomy lies in creating a roadmap for the study 
and integration of risks that have not yet received much or consistent 
attention in the field of existential risks. In doing so, we emphasise a 
number of existential  vulnerabilities, such as global dependency upon 
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a few species of staple crops, or certain types of globalised technologies 
(e.g. SCADA-based systems in critical  infrastructure) that are not 
commonly recognised as sources or failure points of existential risks. 

The study of existential “ vulnerability” may suggest that adaptation 
strategies are preferable to those of mitigation, both because of the 
inherent complexity underlying both forms of structural  vulnerability 
and because adaptation can now occur simultaneously with mitigation. 
This is because the  vulnerability analysis in effect opens up a parallel 
system where other trajectories of existential risks are at play. The rough 
equivalence drawn between traditional existential risks with existential 
 hazards might have the effect of underselling adaptation strategies: it is 
illogical to conceive of robustness as a defence against the apocalypse, 
after all. Along with efforts to mitigate or avert existential  hazards, 
however, we can now also plan for adaptation against  vulnerabilities. 
Thus, adaptation strategies are not limited to actions undertaken after 
“the Fall”: instead, they may become rational reactions towards limiting 
susceptibility to existential risks. In order to explore this potential 
further, we proceed to examine a  taxonomy of  exposure. 

A Taxonomy of Existential ‘Exposure’ 

As a parallel effort to our  taxonomy on existential  vulnerabilities, we 
set out a classification system to differentiate between different forms 
of  exposure. It is worth recalling at this point that we use  exposure to 
express the interface between  hazards and  vulnerabilities — between 
what kills us, and how we die. Both  hazards and  vulnerabilities in 
isolation remain as potentials:  exposure is thus a means of actualising 
such potential into existential risks. 

Such  exposure can further be directed towards either the societal 
or the natural environment. This is about what is directly at risk: our 
(human) society and the common capabilities and support structures 
preventing existential risks, or  nature and its carrying capacity and 
resilience to future shocks. Thus, we assert that devastating results for 
humankind can follow from the collapse of both the societal structures 
we have built, as well as the natural environments within which these 
constructed systems are embedded. Again, the distinction allows us 
to single out different examples and trajectories to build alternative 
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strategies for human survival. As is clear from the examples above, 
it also draws out lessons for existential outcomes which might not be 
immediately evident from an analysis of existential  hazards alone. For 
example, when “ exposure” is seen from the perspective of the natural 
environment on which mankind depends, pervasive over-fishing and 
deforestation, combined with trends in resource demands tracking 
 population growth, may become potentially hazardous activities with 
the potential to curtail human development in the long run,66 even if 
they do not affect most humans directly in the short run. 

Table 3: A  taxonomy of modes of  exposure which contribute to 
existential risks.

Category Description Sub-
distinction

Examples of Existential Exposures

E-O. 
Ontological 
 exposure

Exposure 
imposed 
exclusively by 
existing (as 
a human on 
Earth).

– Outer space events; 

Super volcanos 

Potential (hostile) alien lifeforms

E-P. Indirect 
 exposure 

Exposure 
indirectly 
caused by 
societal 
arrangements 
intended for 
something else.

Exposure of 
Society

 AI, nuclear power, nanotechnology and 
 synthetic biology.

Experimental scientific curiosity

Exposure of 
Nature 

Global extreme  climate change. 

Over-utilisation of  nature: 
unsustainable fishing or hunting

E-A. Direct 
 exposure

Exposure 
directly caused 
by societal 
structures 
intended for 
something else.

Exposure of 
Society

Lack of political will and institutional 
inertia leading to “progress traps”.67

War, METI, or cultural sentiment.

Unconstrained optimisation processes 
in society, economics, politics 
(politicians), which pursue originally 
legitimate goals but become  misaligned 
as they find ways to achieve these in 
increasingly perverse ways, or with 
increasing amounts of externalities (cf. 
“Moloch”68).
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Category Description Sub-
distinction

Examples of Existential Exposures

Exposure of 
Nature

Local ecosystem collapse.69

Urbanisation, agriculture and 
deforestation

E-I. 
Intentional

Exposure 
directly imposed 
by societal 
arrangements 
intended 
precisely for that 
purpose.

- The existence of nuclear and 
(infectious)  biological weapons for 
strategic purposes such as deterrence.

On a more granular level: the retention 
of deterrent weapons which risk 
 nuclear winter, over “winter-safe” 
deterrent.70

8.1 Ontological exposure

Some  exposures are inherent in residing on Earth. Those falling in 
the category of natural  exposure denote existence on Earth itself as 
the  exposure, and include our  exposure to Near-Earth Objects ( NEO) 
hitting Earth or  supervolcanoes, triggering a protracted  volcanic winter. 
The common denominator underlying this form of  exposure is their 
requirement for measures beyond our present  technological capacity to 
overcome (which, admittedly, can be a moving threshold). 

8.2 Indirect and direct exposure

As with the discussion of existential  vulnerabilities set out above, the 
potential of our proposed  taxonomy lies in the analysis of indirect and 
direct  exposures. This distinction identifies the  exposures that are a 
direct consequence of human activity, from those that are caused by 
more complex interactions with other systems. 

The theoretical example of high-energy physics research going 
awry71 provides an example of societal exposure.72 A final example of 
direct  exposures are private or unilateral attempts to undertake “Active 
SETI” — alternately called METI (“Messaging to Extra-Terrestrial 
Intelligence”)73 — which might expose the rest of mankind to catastrophic 
risk, should any future contacted alien species prove hostile and capable 
of interstellar-scale interdiction. These examples illustrate how surfaces 
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of direct  exposure (and ways to reduce it) might be overlooked when 
concentrating upon the  hazard alone. 

Beyond direct  exposures, there is an array of arrangements which 
jeopardise the human societies that have become dependent on them. 
This category includes any activity or arrangement which might  expose 
the world to  extinction through cascading effects. The development 
of critical common global  infrastructures such as the internet, energy 
markets, and cultural and scientific harmonisation might be classified 
as  exposures, rather than  vulnerabilities, because these reveal new 
interfaces between  hazards and  vulnerabilities. Thus, collapse of 
common  infrastructures would trigger  cascades which jeopardise 
civilisational sophistication at the global level,74 the edifice upon which 
humanity’s long-term potential has been built. Similarly, developments 
like urbanisation, intensification of agriculture, and even increasing 
global inequality75 appear to be factors that create fault lines and 
further drive  exposures to existential  vulnerabilities. Here the  exposure 
perspective shows us that only by certain actions or inactions do risks 
actually materialise fully against civilisation.

8.3 Intentional exposure

Finally, some of these  exposures appear to exist intentionally, or at least 
knowingly or recklessly. The city of New Orleans, Louisiana, provides 
a microcosm of how dysfunctional behaviour, seen from an  existential 
risk perspective, might be driven by human incentives or rationales 
operating at different orders. The city is, in design and position, 
incredibly  vulnerable to its natural environment — pinched in between 
the Mexican Gulf and Lake Pontchartrain and built on the banks of 
the Mississippi River. Accordingly, some have argued that the most 
reasonable strategy following Hurricane Katrina would have been to 
abandon the city permanently.76 Instead, the affected populations were 
given incentives to return, with the US government investing billions in 
the reconstruction of the city, aware that even with improved defences, 
the city remains unsafe.77 

Similarly, many populations worldwide, from Tehran and 
Kathmandu, to San Francisco and Port-au-Prince, persist in known 
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disaster-prone zones, for (legitimate) reasons of culture, history, 
identity or economy. The purpose of these examples is not to warn the 
populations of these cities, nor to judge their decision to remain: rather 
the point is that individuals and societies often make decisions based 
upon entirely different rationales than a concern for survival. This is 
an insight that seems to scale to any level of government. In simpler 
terms, sometimes we choose  exposure over safety because of competing 
considerations, and while this might be productive from a cultural 
heritage perspective, it remains problematic when seen through the lens 
of existential risks. 

Are Existential Hazards Necessary for Existential 
Risks?

Having set out taxonomies for differentiating between factors which 
influence existential risks, the question remains whether all components 
are necessary to bring about an “adverse outcome”. Our initial claim 
was that existential  hazards could be sufficient existential risks, but that 
they were not necessary to pose such risks. 

Returning to the civilisation collapse literature cited above, Ferguson 
provides a critical insight in contesting the traditional view of cyclical 
history itself. He posits an alternative conceptual framework by asking 
the question: “What if history is not cyclical and slow-moving, but 
arrhythmic?”78 Continuing, he summarises the perspective we adopt 
succinctly:

Civilisations… are highly  complex systems, made up of a very large 
number of interacting components that are asymmetrically organised, 
so that their construction more closely resembles a Namibian termite 
mound than an Egyptian pyramid. They operate somewhere between 
order and disorder — on ‘the edge of chaos’, in the phrase of computer 
scientist Christopher Langton. Such systems can appear to operate quite 
stably for some time, apparently in equilibrium, in reality constantly 
adapting. But there comes a moment when they “go critical”. A slight 
perturbation can set off a “phase transition” from a benign equilibrium 
to a crisis — a single grain of sand causes an apparently stable sandcastle 
to fall in on itself.79
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Wright echoes this sentiment: “Civilisations often fall quite suddenly 
— the House of Cards effect — because as they reach full demand on 
their ecologies, they become highly vulnerable to natural fluctuations”.80 
When combined with the observation that hitherto isolated civilisational 
experiments have now been merged,81 this raises the spectre that 
existential risks can coalesce from factors that historically brought about 
only limited civilisational collapses. Thus, the question we need to pose 
in this regard is whether  vulnerabilities themselves contain the seeds of 
existential risks.

In this context, we should note that  vulnerabilities have often 
been considered mostly as aggravating factors. As aggravators, then, 
 vulnerabilities are subsidiary considerations restricted to influencing 
borderline events: where a potential existential  hazard impacts 
humanity, its susceptibility or resilience could determine whether or not 
that  hazard was transmuted into an existential outcome. 

In line with  vulnerabilities being developed as a separate sphere 
where existential risks are at play, this section explores the possibility 
of removing the existential character of the  hazard and thus plausibly 
reducing the calculus to:

Existential Risk = Hazard * Existential Vulnerability * Exposure 

[and/or]

Existential Risk = Hazard * Vulnerability * Existential Exposure

An initial issue is that a catalyst of some sort is required to precipitate 
the  existential risk, because even a system with well- exposed inherent 
susceptibilities will need something to set it motion. Removing the 
existential  hazard component allows us to explore the possibility 
that relatively minor occurrences can trigger  cascades that emerge as 
existential risks. But a  vulnerability cannot by definition transmute 
into the  existential risk itself absent external input: for this reason, 
we diminish the stature of “ hazard” in the equation to represent 
our proposition that  exogenous shocks need not be the spectacular 
existential  hazards recognised by the study of existential risks. Instead, 
the external  hazards in our revised equation can include insignificant 
events which go unnoticed (and quite probably involve a large number 
of minor occurrences).
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Contributions and Limitations of Law and Policy Tools 
for Existential Risks

While our deconstruction of existential risks leads to fairly broad 
claims, it also provides a few concrete questions and insights. First 
and foremost, if existential risks can indeed be triggered by non-
existential  hazards, we need to broaden the scope of investigation in 
order to draw a more accurate roadmap of the existential risks field: 
one which can deal with questions of  vulnerability and  exposure 
explicitly. 

Second, the type of perceived challenge channels the range of 
appropriate responses which can be developed. While existential 
 hazards may appropriately be met by narrower forms of technical 
solutions and technologically-oriented mitigation strategies, our 
broader perspective of existential risks open up other toolboxes to 
confront existential risks. In particular, social  vulnerability and human-
driven (anthropogenic)  exposure require improved governance and 
coordination for adaptation strategies. Thus, when we reconstruct 
existential  hazards through the optics of the social systems’ inability 
to withstand them they, per definition, become social phenomena. 
As noted, many  existential risk scholars have recently recognised the 
importance of reaching out to, and incorporating, law and governance 
approaches, even where the origin of the existential  hazard itself is 
 technological. The critical role of such law and governance approaches 
should be even more self-evident where the problems in question — 
the origins of existential  vulnerability and  exposure — are themselves 
social, not  technological. 

This opens up a field for law and governance scholars to work 
more productively and on an equal footing with technical experts 
and philosophers. Moreover, this allows for a different set of research 
questions to be posed as to how we might reduce the  vulnerabilities 
underlying the existential risks against humanity, and our collective 
 exposure to  hazards leading to existential outcomes. In doing so, our 
 taxonomy has the potential to elevate relevant aspects of otherwise 
mundane considerations within politics, economics and society to the 
plane of existential risks. In garnering this attention, we hope that law 
and policy tools might be more productively incorporated and deployed 
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as a means to building resilience and robustness. Here, central legal 
institutions as rights, responsibility and societal relations might in fact 
contribute substantially to reducing both our  vulnerability towards, and 
 exposure to, existential risks.

The obvious limitations of this approach reside in the observation that 
many contemporary existential  hazards,  vulnerabilities and  exposures 
are anthropogenic. This raises the spectre of either “iatrogenesis” 
(“[complications] caused by the healer”), where our attempts at treating 
a problem accidentally give rise to new, potentially worse ailments. 
Thus, in our attempt to curtail existential  vulnerabilities and  exposures, 
we may inadvertently generate new or different existential risks. Yet, 
the framing remains critical: the vantage points created in our proposed 
 taxonomy encourages alternative ways of thinking about existential 
risks and provide different accommodation strategies. 

Finally, the perspective provided by existential  vulnerabilities might 
also foster solutions that will be of more general benefit to humanity as 
tangential effects of efforts taken to reducing our collective  vulnerability 
and  exposure to existential risks. While this appears to be of a lower 
order of concern at first flush, our  taxonomy appears to bind existential 
risks together with phenomena occurring at different levels. In this 
sense, existential  vulnerabilities and  exposures may possess fractal 
characteristics,82 reflecting the complexity of their constitution. Support 
for this claim might reside in the scalability of  hazards and  vulnerabilities 
in particular: if pedestrian threats can  cascade into existential outcomes, 
for example, then mundane measures might feedback to reinforce 
humanity against existential risks. Pushing this to its limits, it is possible 
the seemingly oblique effects of improved governance undertaken to shore 
up existential  vulnerabilities actually end up as one of the very sources of 
humanity’s resilience and robustness against existential outcomes.

Concluding Thoughts

The lessons that we can draw from deconstructing existential risks into 
 hazards,  vulnerabilities and  exposures can be divided into internal and 
external lessons for the field of  existential risk research.

In terms of the lessons for  existential risk research, our  taxonomy 
suggests that we may presently reside in a situation of pervasive 
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risk. In identifying the catalogue of existential  hazards looming over 
humanity, and focusing attention to confronting these challenges, the 
perception is that the outcome of these efforts is a lowering of the 
overall probability of an actualised  existential risk. If our efforts are 
not actually achieving this, however (because they do not address 
 vulnerabilities or  exposures, only direct  hazards), we run the risk 
of achieving safety that is merely “symbolic”: we perceive that we 
are “all clear” — that we have successfully steered humanity past 
“existential outcomes” — when we are in fact all the more fragile. 
Defeating a global pandemic, or securing mankind from nuclear  war, 
would be historic achievements; but they would be hollow ones if we 
were to succumb to social strife or ecosystem collapse decades later. 
By proposing alternative paths that lead to existential outcomes, our 
 taxonomy can recalibrate the calculus and reduce the prospect of an 
existential outcome. 

Our  taxonomy also provides the groundwork for concrete strategies 
for meeting the existential challenges revealed by our deconstruction 
of existential risks. In essence, our  taxonomy enables more productive 
cross-disciplinary cooperation amongst researchers from the  existential 
risk community and various other disciplines, in assessing the dynamics 
that might lead towards catastrophic or “existentially adverse” 
outcomes. 

This step in itself seems to enhance resilience and robustness by 
fostering greater variety of policy and governance responses — responses 
which can move beyond mitigation alone, to extend to adaptation, 
and which can better anticipate the strengths and weaknesses of 
governance. Two key limitations latent within such approaches need 
to be acknowledged. First, that these new perspectives to confronting 
existential risks import ingrained societal and institutional problems 
manifest in lower orders of problems. Second, that the additional 
complexity introduced into the field of existential risks necessarily 
makes attempts at framing responses more difficult. The payoffs of such 
a trade-off are open for discussion.

Yet, our deconstruction of existential risks, and the  taxonomy 
we develop to do so, may show promise as tools to help consolidate 
and expand the field of  existential risk research and bring  aligned 
disciplines to bear on the effort to reduce the overall probability of an 
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existential outcome for mankind. But these are early tentative steps to 
building alternative vantage points from which to examine existential 
risks: our hope is that the alternative perspectives that these provide 
will allow researchers in broader fields to bring their expertise to 
identify trajectories that could lead to humanity’s demise, and to devise 
strategies to obstruct those paths to existential outcomes. 
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5. Existential Risk, Creativity and 
Well-Adapted Science

 Adrian Currie

Highlights:

• A group’s creativity is proportional to the likelihood that its 
agents will explore a wide solution-space, e.g. testing varied 
hypotheses, rather than exploiting a narrower, preferred, 
solution-space, e.g. sticking to hypotheses similar to those that 
have already been tested. This can arise both due to individual 
creativity and/or a diversity of prior beliefs.

• In general, science is increasingly promoting conservativism 
more than creativity and focusing on a relatively small part 
of the possible research space. One factor behind this is an 
emerging “economic approach”, where scientists seek credit 
for themselves and their research. This is encouraged by the 
professionalisation of science, the growth of competitive, peer-
reviewed funding, and the emergence of big science. Other 
factors include the institutionalisation of science, deepening 
disciplinary divisions, and the dynamics of lab formation.

• While conservative science is not inherently problematic it 
is ill suited to epistemic situations that demand scientific 
creativity, like the study of extreme global risk. This often 
involves unique, unprecedented events; interactions between 
highly complex, interdependent, “wild” systems; second-
order uncertainty; and a high degree of public engagement.
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• A research program is well adapted when the standards, 
incentives and expectations governing investigations are 
geared towards overcoming the challenges of the relevant 
epistemic situation. A well-adapted science of  existential 
risk needs to be creative, multi-disciplinary, pluralistic, and 
opportunistic. Achieving this requires identifying the sources 
of maladaptation and asking which of these we might do 
something about.

This chapter was first published as a paper in Studies in History and 
Philosophy of Science Part A in 2019 and sets out a research agenda for 
making the study of  existential risk more well adapted to its epistemic 
situation that has profoundly impacted the  research culture and 
approach of the Centre of the Study of Existential Risk ( CSER). The 
tension between exploration and exploitation is further explored in a 
number of chapters, with Chapter 11, for example, embracing a highly 
exploratory approach, and Chapters 8, 9 and 16 each presenting a 
different type of reflection on these different modes.

1. Introduction

I’m worried that contemporary science is insufficiently creative to 
handle some of the more extreme, if improbable, risks from emerging 
 technology. To capture my worry, we’ll need to consider the social 
epistemology of science.1 Where traditionally philosophers took the locus 
of knowledge to be the individual — what should I believe given my 
sensory evidence, say — social epistemologists recognise that epistemic 
agents are fundamentally social agents. This is crucial for understanding 
science: the capacity for scientific learning, publishing, and dissemination 
depends on interconnected networks, databases, and institutions. 
Whether or not we think the fundamental locus of knowledge, where it 
lives, is at the individual or group level, in attempting to understand or 
explain the epistemology of science, the isolated scientist peering into 
a microscope is an impoverished starting point. To understand science, 
we should look to the group.

The economic approach is increasingly popular in the social 
epistemology of science.2 Individual scientists are taken to be incentive 
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governed agents — credit-maximisers — and scientific communities 
are modelled on this basis, using simple equations or more complex 
simulations. This perspective allows us to test the robustness of common 
platitudes about good science: that there ought to be a division of labour,3 
or that information should flow freely,4 for example. My approach differs 
but is also complementary. As opposed to using formal models, I’ll use a 
thick description5 of what I call a scientific endeavour’s epistemic situation: 
roughly the conditions of knowledge generation and the challenges 
facing it.6 In doing so, I’ll draw on insights from the economic approach 
and — I hope — inform it as well. I’ll suggest that the capacity for simple 
models to inform, guide, and understand scientific practice is amplified 
by contextualisation in the manner I illustrate. Specifically, the lessons 
of such models ought to be put in contact with the epistemic situation 
at hand, and in some contexts fine-grained, specific detail might make 
a difference. For the social epistemology of science, then, local details 
matter. Further, philosophers are increasingly concerned with the 
role of non-epistemic values in science: their role in setting evidential 
standards, and in distributing epistemic resources.7 Bringing these two 
thoughts together, I’ll introduce a notion of science being well adapted. A 
research program is well adapted when the standards, incentives and 
expectations governing investigations are geared towards overcoming 
the challenges of the relevant epistemic situation. As we’ll see, the 
notion of a well-adapted science helps integrate work both on scientific 
values and the economic approach.

I’ll make my argument by analysing a case which is both urgent 
and, I’ll suggest, challenges science’s adaptedness: the study of human 
species-level threats, or  existential risk. Paradigm existential risks have 
a similar profile: they are more-or-less unprecedented, large-scale, 
complex, and improbable. Understanding such risks (let alone knowing 
how to mitigate them) requires creative multi-disciplinary work. 
Communicating such risks — given their Hollywood-blockbuster-
potential — requires delicacy. This all makes for a tricky epistemic 
situation, particularly considering that contemporary science is geared 
towards the conservative rather than the creative. 

My  intention, then, is to both inform philosophical reflection on the 
social epistemology of science, and to plead for a better-adapted science 
of  existential risk. I’ll begin with an account of scientific creativity which 
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philosophers following the economic approach will find familiar. I’ll 
adapt recent work on creativity in human development to distinguish 
two modes of problem-solving, and suggest this can be adapted to 
understand the creativity of scientific communities. In short, this 
consists of cold searches, where close locations within a solution-space 
are methodically examined, and hot searches, involving leaps across 
solution-space. For my purposes, the former counts as conservative 
and the latter as creative. With this in place, I’ll argue that the social 
organisation of science encourages cold searches. I’ll then turn to 
 existential risk, describing the epistemic situation at hand, and arguing 
that such a situation demands hot searches. I’ll close with a discussion 
of my two themes. First, science’s incentive structures should be well-
adapted to local conditions, suggesting that the economic approach is 
most informative when contextualised to an epistemic situation. Second, 
I’ll consider the challenges facing a science of  existential risk: what does 
a well-adapted science of low-probability, high-impact events look like? 
This last discussion is more a promissory note then a set of concrete 
policy suggestions: my aim is to clearly identify the challenges faced, 
and thus set and motivate a research program into how those challenges 
might be met or mitigated.

2. Scientific Creativity

‘Creativity’ is polysemous,8 and I won’t attempt an exhaustive account 
of its guises. Rather, I’ll provide a definition which is (1) grounded in 
current science, (2) lends itself to social epistemology, and (3) illuminates 
contemporary philosophy of science.9 Drawing on recent work in 
developmental psychology, itself taking cues from Artificial Intelligence, 
I’ll characterise scientific creativity in terms of how a solution space is 
explored. I’ll distinguish between “hot” and “cold” searches. These 
terms are inspired by thermodynamics, and refer, metaphorically, to the 
kinetic energy of a molecule (a scientist) or a collection of molecules 
(a research community). A hot molecule, with plenty of stored energy, 
will move through a space in erratic bounds. A cold molecule will move 
more slowly. How the metaphor plays out should become obvious.

Gopnik et al. explore problem-solving across different life history 
stages using a simple experimental paradigm.10 The underlying thought 
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is that H. sapiens’ distinctive long childhood might serve to facilitate 
an individual’s adaptation to the various environments it might be 
confronted with. Because different cognitive powers are better for 
learning about an environment, and for successful behaviour within it, 
an early “exploratory” phase could be followed by a less flexible, but 
better-adapted “exploitative” phase. As they say:

…there may be a developmental trade-off between cognitive abilities 
that allow organisms to learn the structure of a new physical or social 
environment, abilities that are characteristic of children, and the more 
adult abilities that allow skilled action in a familiar environment.11

Gopnik et al. draw a connection between this cognitive trade-off and one 
from Artificial Intelligence — between exploration and exploitation.

Reinforcement learning algorithms make an important distinction 
between periods of exploration, in which the system gathers information 
about potential actions and outcomes, and exploitation, in which 
information gathering is replaced by taking the actions most likely to 
maximize reward.12

As an individual (artificial or otherwise) adapts to her environment, a 
trade-off must be struck between learning the lay of the land — exploring 
the space — and making use of that knowledge — coming to efficient 
solutions.13 Gopnik et al. provide experimental evidence that although 
younger children are typically outperformed by adults when it comes 
to efficiency, in circumstances where solutions are based on unusual 
patterns of reasoning, children outdo adults. 

One way of fleshing out hot and cold searches appeals to  Bayesian 
priors.  Bayesian agents have priors which determine their credence in 
propositions. Take the numerical sequence 1, 3, 5, 7… My immediate 
guess as to the next numeral is “9”. This is because I have certain 
expectations — priors — which lead me to favour certain kinds of 
patterns over others, even though nothing about the sequence logically 
demands that “9” be the correct answer. 14 My predicting “9” is an example 
of a cold search: given some solution space, I’ll probe a relatively small 
area of solutions. A hot search would put less weight on priors — I will be 
more likely to try something out, even if I haven’t tried it before, or even 
if it has failed in the past. Our priors serve to set expectations across 
a space of possible solutions to a problem. Cold-searching agents will 
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methodically exhaust their local solution-space; hot-searching agents 
will “jump” about the landscape. From this notion we can define an 
agent’s creativity as follows:

An agent’s creativity is proportional to the probability of that agent attempting 
a distant solution, where a solution’s distance is indexed to the agent’s priors.

So, creative agents are more likely to attempt solutions at greater 
distances, while conservative agents will exhaust their local space: the 
former will be more adventurous.15 Understanding science, however, 
requires a grip on community-level processes. It may be that cold-
searching individuals nonetheless amount to a creative  population. 
If, for instance, they cluster in widely spaced groups, then despite the 
relative conservativeness of each agent, wide areas of solution space 
might be explored. It may also be possible that hot-searching agents 
don’t lead to creativity at the group level. If, for instance, information 
about previous searches i lost, large jumps in solution space might 
not lead to the accumulation of information at the group-level. So, we 
should distinguish between creativity at the individual level and the 
group level:

A  population of agents’ creativity is proportional to the likelihood that those 
agents will explore a wide solution-space.

As noted, being constituted of creative agents is only one way that a 
 population might be creative. Cold-searching agents with widely 
dispersed initial priors could also lead to a creative  population, as could 
agents using different search algorithms (I’ll illustrate further examples 
in my discussion of the economic approach below). Further, although 
I’ve cashed this discussion out in terms of solution-spaces, we could also 
think of it in terms of evidential sources:16 instead of creativity informing 
solutions to a problem, we can think of it as a way of generating evidence 
pertaining to some hypothesis.

It is important to contrast being “creative” in my sense from being 
“exhaustive”. An exhaustive search will attempt to cover every (or a 
large number of) solutions in the space, while a creative search will 
pick out distant solutions. Both creative and conservative populations 
may achieve exhaustive searches: the latter by systematically attempting 
options in a small space before slowly expanding; the former by trying 
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wide-ranging solutions and eventually filling in the gaps. In principle, 
both may be exhaustive, but the search-patterns by which this is achieved 
would be different. 

Creativity in my sense is often — but not necessarily — connected to 
risk. Insofar as hot searches are more costly, the strategy can involve more 
risk to the community or individual adopting that strategy. However, 
this connection is sensitive to epistemic situation. As we’ll see in the 
next section, if we have very little idea of a landscape’s topography — if 
we’ve as much chance of being located near good solutions as we are 
bad solutions — then wide-ranging searches could be as risky (or less 
risky!) than more conservative ones. Again, the risk involved, and the 
cost of hot or cold searching depends crucially on the local details. This 
is why “thick descriptions” of epistemic situations are necessary.

So, I’ve discussed a notion of creativity, grounded in work in  AI 
and developmental psychology, which lends itself to thinking about 
communities. Again, the account is limited. It doesn’t lend itself to 
understanding what we might call ingenuity: some creative individuals 
have well-trained priors about what tricks and solutions might work 
in rather outlandish scenarios. There’s a difference between a creative 
search and a chaotic search, and my account is not obviously sensitive 
to this difference (although considering how agents update their priors 
might help us here).17 It also doesn’t make room for the creativity 
involved in cold searches. However, the account is suitable for our 
purposes here. As we’ll see in the next section, it is creativity in this 
sense which contemporary science is ill equipped to promote, and it is 
this kind of creativity which scientific study of  existential risk requires. 
I’ll next provide a short illustration before connecting my account to the 
economic approach.

For over a century, dinosaur systematics was founded on a central 
division between the Ornithischia (“bird hipped”) and the Saurischia 
(“lizard hipped”) dinosaurs: the two groups were taken to go their 
own evolutionary ways sometime in the mid-late Triassic. This division 
didn’t simply matter for museum displays and documentaries, but 
shaped questions about the evolution and radiation of dinosaurs in the 
late Triassic and early Jurassic, as well as the taxonomic allegiances of 
fossil taxa from near the base of the dinosaur tree. Dinosaurs from the 
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Triassic were categorized either into Ornithischia or Saurischia depending 
on diagnostic characters related to their hip morphology.

In 2017, Baron et al. published a phylogenetic analysis which 
challenged this received wisdom. In short, by undertaking a wide 
character reanalysis they generated a phylogenetic tree that drew the 
basic phylogenetic division in a very different way.18 Langer et al.’s 
critical response failed to re-establish the old order.19 As Baron et al. say 
in their discussion of that response:

[the study] results in recovery of the ‘traditional’ topology, although 
with less resolution and very weak support; their result is statistically 
indistinguishable from the possibility that our topology provides a better 
explanation of the data.20

The upshot of all this is not that we should maintain the old order, nor 
embrace the new: rather, how the base of the dinosaur tree looks is 
up for grabs. This is an example of a shift from a colder to a warmer 
temperature science, from conservatism to creativity. Why? Previously, 
the space of pursuable hypotheses about dinosaur phylogeny, taxonomic 
membership, and dispersal, was constrained within the traditional 
picture. Now, it is not: and this opens the door to a much wider set 
of analyses, hypotheses and interpretations. Where both individual 
priors and community norms once constrained searches within the 
Ornithischian/Saurischian phylogeny, these have been relaxed, leading to 
hotter searches, and thus a more creative science of early dinosaurs. 

This is just one way in which the creativity (or potential creativity) 
of a science might increase. There, the undermining of a hypothesis 
opened up previously uninhabited solution space. However, that is not 
the only possible route: as we’ll see, the social structures of science are 
likely a source of conservatism, and thus changing these could have 
similar effects. Now, to link this discussion to the economic approach.

As mentioned in the introduction, the economic approach coopts 
some of the tools and assumptions of economics (as well as evolutionary 
biology) to think about scientific communities. Tools such as analytic 
models and simulations are used and, often at least, scientists are treated 
as credit maximisers. I’ll quickly sketch two popular approaches and 
relate them to my account of creativity.

First, some philosophers have adapted “bandit models” to examine 
scientific  diversity and communication. In these models, agents pick 
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between two possible options (each representing an arm of a “bandit” 
gambling machine), where each option has a fixed probability of a fixed 
pay-off. Typically, one arm is “correct” insofar as it has a higher payoff, 
a higher probability of payoff, or both. However, agents do not know 
which arm is better: rather, they have credences which are based upon 
previous attempts. The model can be used to represent the trade-off 
between exploration and exploitation discussed above. Upon getting a 
good result, at what point should an agent simply focus on the lever she 
considers “the best”? More “creative” agents will take longer to settle on 
a lever, while less creative — conservative agents — will stick to the lever 
which gives them the best rewards more quickly. The price of creativity 
is potentially lower efficiency, while the price of conservativeness is 
increased possibility of getting stuck on a crappy lever. Kevin Zollman 
adds network dynamics to the model, in order to test whether open 
information is always beneficial in science: is it a good idea for each 
agent to be aware of each other’s previous attempts?21 This illustrates 
how a  population might be creative even if the agents within it are not. 
By limiting an agent’s “vision” — through which other agents’ attempts 
can be seen — the  population as a whole becomes more likely to cover 
more solution space. Of course, in such models “solution space” is 
small, involving only two options. Landscape models provide a wider 
perspective.

Epistemic landscape models consist of a three-dimensional space. 
The X and Y dimensions form a grid. In Weisberg and Muldoon’s 
original formulation, X-Y coordinates designate a research approach 
to some topic.22 Say, Gopnik’s lab is interested in problem-solving in 
child development, and one location on the X-Y grid could represent 
the experimental paradigm they adopt. The Z axis is a series of 
values which add a topography to the landscape. This axis represents 
significance, with peaks representing important findings. Agents are 
randomly placed on the landscape and, in effect, explore it attempting 
to find the peaks. Here, instead of having priors as in bandit models, 
agent-behaviour is determined by algorithmic instructions. “Followers” 
will prefer already-explored paths, while “mavericks” will prefer 
unexplored paths. These models are most often used to understand the 
division of labour within science: is a  population with some proportion 
of mavericks and followers better than a homogenous one? “Better” is, as 
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in bandit models, understood roughly in terms of the trade-off between 
exploration and exploitation. A  population with too many followers 
might find itself trapped on a local optima, while maverick strategies 
are likely costly.23 Again, we can generate population-level creativity 
without creative agents. In most landscape models, agents’ movement is 
restricted to their local neighbourhood, and so mavericks cannot “jump” 
to new locations. Maverick behaviour, however, means that they — and 
thus the  population overall — are likely to explore more space.

Although most uses of landscape models focus on locating 
peaks, Weisberg and Muldoon note that we can also be interested in 
maximising the amount of explored space as well. In some cases (I’ll 
suggest one below) we might be more interested in exploring the space 
of research than finding the “significance peaks”. This is particularly the 
case in more rugged landscapes (that is, landscapes with many peaks). 
Recently, Michaels, Strevens and Weisberg have modelled various 
features which lead to “herding” in epistemic communities — which 
roughly corresponds to cold searching — and have optimistic things to 
say about potential interventions which encourage hotter science. I take 
the forthcoming discussion to be complementary.24

3. Why Science Is Conservative

I’ve defined scientific creativity in terms of hot searches, and shown how 
this discussion fits with recent work in the formal social epistemology 
of science. That work — necessarily, and not necessarily problematically 
— abstracts from the actual conditions of scientific investigations. This 
limits what such models can achieve on their own: they can perhaps 
test some claims made about science (that, for instance, information-
sharing is always good for scientific productivity) and can perhaps 
motivate more applied questions (that, for instance, a certain amount 
of  population-level creativity can matter). However, how to bring about 
outcomes, and whether current scientific structures reflect creativity 
or not, is likely beyond the scope of such models. Here, I will provide 
an informal argument to the effect that science generates conservative 
populations. That is, cold searches are promoted at the expense of hot 
searches. This will matter crucially in the next section when I argue 
that in some contexts, the study of  existential risk in particular, creative 
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scientific populations are necessary for progress. Note that here I won’t 
be distinguishing between more local and incidental — contingent — 
features of scientific communities, and those which are more general 
and are perhaps likely to arise in any knowledge-generating practice. 
This distinction is often critical for understanding science’s historical 
development, and understanding how we might shape current science, 
but is unnecessary for my project at this stage. My discussion expands 
upon Kyle Stanford’s argument to a similar effect.25 Stanford doesn’t 
explicitly use my account of creativity, but his discussion is readily 
adapted.26

Stanford, then, emphasises contemporary science’s conservativeness. 
In essence, he acknowledges that science is productive, but argues 
that this productivity isn’t directed towards creativity. In my parlance, 
scientific incentives encourage cold rather than hot searches. Stanford’s 
approach is based on a comparison between science prior to the 
19th century and how it is now, drawing on work in the history and 
philosophy of science fields, such as Rudwick (1982) and Shapin:27 

…the professionalization of science in the middle decades of the 
nineteenth century, the shift to  state support of academic science through 
peer-reviewed proposals for particular research projects following 
World War II, and the ongoing acceleration and expansion of so-called 
‘Big Science’ have served to reduce not only the incentives but also 
the freedom scientists have to pursue research that challenges existing 
theoretical orthodoxy or seeks to develop fundamental theoretical 
innovation.28

These features lead to scientific research focusing on a relatively small 
part of possible research space. I’ll summarise and expand upon 
Stanford’s points, before tying this picture of contemporary scientific 
communities back to my account of creativity. As encapsulated in the 
above quote, Stanford focuses on three contrasts: the professionalisation 
of science, the introduction of peer review, and the emergence of big 
science. 

(1) Professionalisation led to scientists’ ongoing work being 
dependent on the approval of their peers. Peer-approval 
determines what work is interesting, legitimate or significant 
— and this tends towards consensus forming regarding 
those matters. That is, the community becomes relatively 
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homogenous regarding research programs, approaches and 
perspectives. Although the professionalisation of science 
meant that science was open to input from a more diverse 
range of individuals (those from lower social classes, for 
instance), in order to play the game, one has to buy into the 
theoretical underpinnings which the players commit to. 

(2) The advent of competitive, peer-reviewed funding after World 
War II amped up conservative inertia. This gave peers more 
influence over what scientific work was done, thus further 
empowering consensus on the legitimacy or otherwise of 
scientific questions, approaches, and so forth. Additionally, 
these funding sources were often highly centralised and 
small in number. This encouraged less diversity in what got 
funded, and encouraged the funding of large projects. Further, 
getting funding typically requires explicit, pre-decided goals 
for research with likely epistemic dividends. This discourages 
open-ended, exploratory research29 and makes innovative, 
risky proposals unlikely to be green-lighted.

(3) The advent of “big science” led to a further centralisation and 
stratification of scientific communities. Producing data for 
enormous databases requires standardisation.30 It also more 
or less necessitates increasingly hierarchical structures in labs 
wherein scholars are unable to direct research until they are 
deep into their careers. This further leads to conservative 
approaches from principle investigators themselves: 

[big science] motivates further intellectual conservatism on the part 
of advisors and mentors themselves, as a PI who elects to pursue a 
genuinely revolutionary, transformative, or theoretically iconoclastic 
research program is more likely to provoke skepticism from a granting 
agencies’ program managers or review committees must now be willing 
to risk not only her own scientific fortunes but also those of the small 
army of less well-situated scientific workers whose careers presently 
depend upon her own.31

A useful way of capturing these forces for inertia, implied by the above 
quote, returns us to the economic approach. Recall that by this approach 
we should consider scientists as credit-maximising agents. That is, 
they act not to maximise their own (or the community’s) knowledge 
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gains, but their own credit gains. Insofar as scientific credit encourages 
conservatism, so scientists are led to conservative research agendas. 
Foster et al. summarise the overall point:

Scientists “take a position” by pursuing particular research problems 
selected from the space of all those possible. These concrete actions are 
guided by the interplay between scientists’ positions in the field and 
their habitus: acquired systems of taste, dispositions, and expectations. 
At stake are recognition by fellow scientists, other currencies for which 
recognition can be traded, and an improved position in the field.32

1–3 above provide features of scientific communities which make hot 
searches risky: they’re unlikely to be funded, likely to be treated with 
suspicion by peers, and unlikely to be supported by large laboratories. 
This makes such approaches unattractive. Further, the centralisation 
and increased hierarchy in science likely amplifies the “Matthew Effect”. 
Roughly, by this effect those scientists already in eminent positions will 
in virtue of that accumulate still further credit:

… eminent scientist get disproportionately greater credit for their 
contributions to science while relatively unknown scientists tend to get 
disproportionately little credit for comparable contributions.33

This clustering of credit potentially undermines the capacity of scientists 
or labs which are younger, or lesser known, or who are underprivileged 
(in the third world, for instance) — all potentially  diversity-increasing 
and thus hot-searching — to get noticed, funded, cited, built upon and 
so on.34 It also further puts control of scientific output to a small group. 
Add to this that science is a crowded marketplace: given the small 
number of available positions, when scientists decide which labs to join, 
which jobs to apply for or take, which directions to specialise in, which 
funding to apply for, and so forth, they are making risky bets about 
which directions will be successful. In a recent editorial, Nature reported 
on a survey of over 5000 early-career scientists. Of these, three quarters 
intended to pursue careers in science, even though “… only three or 
four in every hundred PhD students in the United Kingdom will have 
a permanent staff position at a university. It’s only a little better in the 
United States”. In such an environment, it is unlikely that individuals 
will make things harder for themselves by attempting revolutionary hot 
searches.
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A further force for inertia harkens again back to Thomas  Kuhn’s 
emphasis on institutionalised learning. The process of becoming a 
scientist — transitioning from undergraduate, to graduate, to post-doc, 
and so forth — doesn’t simply involve learning the skills, techniques 
and theories relevant to that discipline. It also involves taking on a tacit 
set of expectations about what research questions, approaches, and 
answers are legitimate and interesting, what Foster et al. above called 
“habitus”. This process of institutionalisation likely promotes scientific 
productivity: after all, it allows easier communication, and grants the 
community a common epistemic purpose. However, it also makes it less 
likely that scientists will be able to overcome their tacit expectations and 
think revolutionary thoughts. 

In addition to these more-or-less tacit expectations within a discipline, 
in many cases explicit standards for publication become norms. The most 
obvious of these is the use of p-values to set lower bars for publication 
across many statistical sciences, and rules against publishing negative 
results.35 At least two upshots are relevant here: first, of the research 
that is done, only some will see the light of day; second, scientists will 
direct their research efforts towards questions which are more likely to 
provide results deemed significant by those standards. 

Disciplinary boundaries also promote inertia. Insofar as certain 
disciplinary techniques and research questions constrain researchers to 
particular parts of research space, without interdisciplinary work much 
total space will remain unoccupied. And despite claims to the contrary, 
interdisciplinarity is often discouraged:36 in addition to the difficulty 
involved in integrating work from different backgrounds, various gate-
keeping processes make its success unlikely.37 For instance, typically a 
discipline’s most well-regarded journals are in the business of publishing 
papers concerning the core business of that discipline. This means that 
interdisciplinary work is published in less-well regarded journals, thus 
making them less high-profile, and thus less advantageous for career 
progress and attracting funding. Generally speaking, as the fundamental 
institutional unit of universities are by-and-large departments of 
particular disciplines, work on “core” areas of those disciplines is likely 
to be encouraged. This all adds up to the extra effort required to integrate 
with people of other disciplines actually hurting one’s career.
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These forces for inertia are further reflected in, and reinforced by, the 
behaviours of scientists themselves. Scientists are often suspicious of non-
mainstream investigations (or simply investigations outside of their own 
 specialisation), and often engage in informal gate-keeping behaviours. 
Being marked out as a maverick, or an odd-ball vis-à-vis one’s scientific 
endeavours, serves to further isolate potentially revolutionary scientists 
from the community, thus decreasing their chances of being invited to 
conferences, being published, being funded, and so on. Such behaviours 
create what Huw Price has called reputation traps: even casual, open-
minded consideration of radical scientific ideas can undermine the good 
name of a once-respectable scientist.38 A final potential source of inertia 
comes from the dynamics of lab formation. Cailin O’Connor presents 
formal  modelling results to demonstrate that, under some conditions, a 
kind of group selection at the lab level can drive conservativeness.39 In 
particular, if successful strategies underwriting cold searches are more 
“heritable” between labs than those underwriting hot-searches (which 
I think is prima-facie likely), then cold-searching is likely to propagate.

This all adds up to a community which pools or herds: a community 
specialised in cold-searching. Given the institutional, behavioural and 
tacit forces for conformity, and given the high-risk bets involved in 
building scientific careers, we should expect scientists to “play it safe” 
— that is, to choose research paths which are likely to be respected in the 
community, more likely to provide epistemic dividends, and so forth. 
That is to say, we should expect modern science to not be creative — to 
encourage cold searches.40 This in itself isn’t necessarily problematic. 
Indeed, there are likely to be circumstances where cold searches are 
just what we want. However, if there are circumstances where a more 
creative — revolutionary — science is what we need, then modern 
science is ill equipped to provide it. In the next section, I’ll argue that 
such circumstances exist.

4. The Epistemic Situation of Existential Risk

I’ve thus far provided an account of scientific creativity as well as reason 
to think that, most of the time at least, scientific incentive structures 
do not encourage creativity. In my view, nothing negative follows 
directly from this. It is only when an epistemic situation demands a 
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creative approach that conservative incentives are problematic: for 
all I’ve said thus far cold-searching might be the best strategy for the 
majority of cases. In this section, then, I want to provide a case study 
where, I’ll argue, creativity is demanded: the study of  existential risk. 
I won’t claim that the study of  existential risk is unique or distinctive 
(far from it!); rather, I take it to be a relatively clear example of the 
kind of epistemic situation which demands a creative science (I’ll note 
caveats as we go). Moreover, as an emerging discipline, characterising 
it at this stage could encourage reflection on how we should conceive 
of that work and how it ought to best be practised and shaped. Keep 
the main point in mind: I’ve articulated a notion of creativity linked 
to hot-searching, argued that science doesn’t encourage hot-searching, 
and will now provide an example of an epistemic situation in which 
hot-searching is called for.

At base, an  existential risk (X-risk) is a threat to some thing’s existence. 
I take a personal  existential risk when I cross the road, and our species 
takes one when it amasses nuclear weapons.41 Where many risks 
— catastrophic risks for instance — are understood in terms of scale 
(perhaps measured in terms of lives lost, or financial cost), existential 
risks are indexed to the set of things under that risk. Typically, the study 
of  existential risk focuses on a narrow band of these risks, at the upper end 
of the bell curve where we meet either human  extinction (a species-level 
threat) or the loss of crucial aspects of civilisation (a culture-level threat). 
42 Although the sources of many existential risks are not anthropogenic: 
extra-terrestrial impacts,  supervolcanic eruptions, etc…, the focus of 
X-risk studies are typically risks from emerging technologies such as 
Artificial Intelligence, advanced genetic engineering technologies, and 
 synthetic biology.43 At base, our technological capacities are outrunning 
our capacity to understand, control or predict the consequences of 
employing those capacities, and as we’ll see this creates a distinctive 
and difficult epistemic situation. 

In this section then, I aim to sketch the epistemic situation faced 
by those studying X-risk. An epistemic situation consists in (1) the 
challenges facing knowledge generation and (2) the resources available 
in generating knowledge. Different disciplines and studies face different 
epistemic situations. Experimental biologists can conduct repeated, 
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fine-grained experimental studies of, say, the developmental systems 
of fruit flies; whereas scientists testing the effects of pharmaceutical 
treatments rely on random controlled trials. Presumably part of the 
reason for the latter is the ethical unsuitability of invasive lab-studies on 
human subjects. Our epistemic resources and challenges are set by the 
 nature of the systems we’re studying, as well as the social,  technological 
and ethical terrain they bump up against. This provides the kind of thick 
description which, I think, facilitates the contextualisation of work from 
the economic approach.

Here, I’ll focus on the challenges facing X-risk, before briefly discussing 
the kinds of investigative strategies which might meet those challenges. 
I’ll conclude that the epistemic situation faced by X-risk demands a 
creative science — in part characterised by hot searches. Therein lies the 
conundrum at this chapter’s centre: the social organisation of science 
discourages hot searches, but a science of X-risk demands them. Note 
that not all X-risks share the features I’ll list, but I think there is sufficient 
overlap to be able to talk sensibly about a typical epistemic situation 
facing scientists interested in paradigm X-risks.

It is worth noting that there are non-epistemic grounds for scientists 
interested in X-risk to move outside of the usual thinking within their 
more specialised sub-disciplines. First, consider the importance of 
highlighting safety concerns. Raising red flags about the potential 
dangers of new  technology is an extremely tricky business. Given the 
highly competitive  nature of funding, and the risky bets scientists take 
in selecting research directions, pointing out potential risks, especially 
existential ones, requires individual scientists to put out their necks. If 
a new  technology does get a whiff of the illegitimate, new researchers 
and funding can flee quickly.44 As such, the same forces which drive 
epistemic conservatism in science can also dampen the capacities 
of scientists working within those fields to raise and study safety 
concerns. Second, the global  nature of both X-risk and the potential 
benefits of the emerging technologies which raise them likely demand 
that scientific and  technological progress be geared towards the needs 
of the many, not the few. After all, as X-risks are risks for everyone, the 
potential benefits of  technology which might raise their probability 
shouldn’t be narrowly distributed (particularly to a privileged elite). 
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Above I’ve focused on how science is epistemically conservative, but 
the features I’ve mentioned might also contribute to conservativism 
regarding the groups whose interests that research represents. 
Restrictions on minority groups and those from the global south likely 
limit the capacity of such crucial sciences to be just. Moreover, lack of 
representation from those quarters likely themselves restrict scientific 
productivity.45

4.1 Uniqueness

In order to build a theory or model of some phenomenon, it is prima-
facie plausible that we require multiple examples of it. A unique, 
unprecedented target, then, presents an epistemic challenge: there 
is insufficient data to have an empirically grounded model of the 
phenomena.46 A pertinent difference between some natural X-risks and 
those with anthropogenic sources is the events’ uniqueness. Asteroids, 
 volcanic activity, and so forth, leave geological signals: we can detect 
patterns of their occurrence, reconstruct their climatic and biological 
effects, and generally use the past as a guide to the present. Moreover, our 
species having already survived approximately one hundred thousand 
years without a natural event knocking us out makes it defensibly 
plausible that we’re safe for the next (say) hundred years from the kind 
of  extinction risks we faced in the past. However, man-made risks are a 
different ballgame:

… our species is introducing entirely new kinds of  existential risk — 
threats we have no track record of surviving. Our longevity as a species 
therefore offers no strong prior grounds for confident optimism.47

Unique, unprecedented events (or possible events), then, present an 
epistemic challenge due to both a lack of evidence and an inability to 
infer from previous behaviour, the result being that  uncertainty about 
risk is likely to dominate risk assessments ( Bostrom, 2013). 

A science of  existential risk, then, must adopt techniques and 
strategies which mitigate a lack of evidence available to construct 
theories and models of the relevant phenomena.
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4.2 ‘Wild’ systems

The systems involved in X-risk scenarios are often unfriendly to 
systematic scientific understanding. They are what Kirsten Walsh and 
I have called relatively wild systems.48 A “wild” system is characterised 
as being (compared to competing systems) high in both “interference“ 
and “noise”. The former concerns the interdependence of the system’s 
parts and their effects: it is difficult to determine the causal powers of 
particular components in systems of high interference. The latter concerns 
our capacity to isolate a system: it is difficult to predict the behaviour 
of a target system which is open to erratic shocks from without. Wild 
systems — those high in interference and noise — are difficult to study 
because we cannot isolate and examine their components separately, 
and their behaviour is often irregular due to  exogenous effects.

Human- extinction level threats often involve interactions between 
highly complex, interdependent systems. Consider extreme solar 
flares.49 The occurrence of such an event, in addition to killing the 
roughly half a million people airborne at any one time, would knock 
out all satellites and temporarily remove the ozone layer. The effects 
on global trade, transport, health, politics and communication would 
undoubtedly be catastrophic — but how catastrophic, and how would 
the various knock-on effects operate? Answering such questions involves 
understanding not simply the inner working of particular,  complex 
systems, but also how those behaviours would change, and themselves 
be changed, by their interdependencies with other systems. Both noise 
and interference will be high under such conditions. It’s important to 
note that X-risks are not necessarily the outcomes of single cataclysmic 
events, but in many scenarios emerge from  cascades of tragedy which, in 
combination, add up to civilisational collapse or even human extinction.50

A science of X-risk, then, must adopt strategies to mitigate the noisy, 
high-inference  nature of the systems they investigate. 

4.3 Second-order uncertainty

Considering uniqueness, I pointed out that  uncertainty will likely 
dominate risk calculus pertaining to X-risks. But that is only one aspect 
of our ignorance: another concerns which possible events should be 
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on our radar in the first place, and which research questions will be 
fruitful: to draw on the metaphor of an epistemic landscape, we are 
ignorant of the landscape’s topography — whether there are few peaks, 
or a more rugged landscape — and of its dimensions: we don’t know 
what the possible sources of X-risks are. In other words, where in 4.1 
we focused on known unknowns — that is, our  uncertainty regarding 
the likelihood of some risk — an additional and crucial aspect of our 
epistemic situation concerns unknown unknowns.

The space of X-risk concerns is already broad: from worries about 
astronomical events like  asteroids and solar-flares, to politics (regarding 
nuclear capacities, say) to more abstract theoretical worries such as those 
arising from Fermi’s paradox.51 We lack systematic ways of tackling the 
space of X-risks.52

A science of X-risk, then, should be exploratory: ideally, systematic 
means of identifying possible sources of risks should be sought. 

4.4 The public eye

In addition to challenges emerging from the  nature of  existential 
risk itself, a crucial part of the epistemic situation at hand concerns 
interactions between X-risk and the public.

X-risk naturally lends itself to the splashy: human  extinction, the 
dangers of emerging  technology, and so forth, make excellent fodder for 
 science fiction and journalism alike. This brings challenges. A science of 
 existential risk — particularly early on — will get a lot of things wrong. 
And, indeed, given the low probability of many of the events concerned, 
it will sometimes be hard to tell when it gets things right. This brings 
with it two conflicting issues. On the one hand, the public or policy-
makers might take the science too seriously, and act rashly in light of 
that. But on the other hand, repeated potential “failures” could lead to a 
loss of faith in the science.

Further, features of human psychology potentially make X-risk tricky 
to study insofar as any science needs at least some proportion of positive 
public regard. Jacob Weiner (2016) has argued that existential and other 
catastrophic risks face a tragedy of the uncommons. In these circumstances, 
the rareness of an event makes it likely to be misunderstood, 
mismanaged or neglected. Wiener suggests that, in contrast to typical 
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situations, when facing tragedies of the uncommons experts are more 
likely to want regulative steps than are laypeople.53 This is because, 
first, the rarity and unfamiliarity of the events make them “unavailable” 
to our minds and imaginations. Second, the scale of the events likely 
leads to “mass-numbing”: a psychological effect where an individual’s 
concern for some costs actually decreases as the cost increases. The 
effect is possibly because “… respondents feel overwhelmed and doubt 
that their contribution can really make a difference” (72), or because 
we respond more to named and known individuals than to faceless 
masses. Third, our legal and other regulatory institutions are likely to be 
ineffective in the face of  catastrophes, as they will likely break down in 
those scenarios, thus undermining their motivational power.

A science of  existential risk, then, must involve delicate communication 
with the public and policy-makers.

4.5 Existential risk as a crisis discipline 

I have discussed a notion of creativity suitable for examination via the 
economic approach. One way of contextualising such discussions is 
via a description of an epistemic situation. An investigation’s epistemic 
situation is the sum of the challenges facing knowledge-generation, 
and the resources available for overcoming those challenges. I’ve thus 
far discussed the challenges facing paradigm X-risk investigations. 
Paradigm X-risks are unique, involve wild systems, and involve second-
order ignorance. Further, they are in the public eye, having the potential 
to generate over-reactions, a loss of faith, and mismanagement. These 
challenges are not insurmountable: many of them are not unique to 
X-risk, and so we can take our cue from other research areas.

It is useful to consider X-risk as a crisis discipline. In 1985, Michael 
Soulé developed the latter notion by comparing conservation biology 
and cancer research. Both disciplines are geared towards a particular 
outcome (curing cancer, preserving biodiversity) so membership in the 
crisis discipline turns on possession of a set of scientific expertise related 
to achieving that outcome. In addition to ecologists, then, conservation 
biology includes veterinary specialists, experts in land management, 
and so on. We’ve already had a hint about the wide variety of disciplines 
involved in X-risk — indeed, given our second-order ignorance, it’s 



198 An Anthology of Global Risk

actually unclear which disciplines will matter. In addition to being 
multi-disciplinary, crisis disciplines are normative: X-risk is not simply 
in the business of describing or explaining low-probability, high impact 
events, but also in ascertaining how to minimise the occurrence and 
impact of such events. A final similarity concerns the need to be tolerant 
of  uncertainty:

A conservation biologist may have to make decisions or recommendations 
about design and management before he or she is completely comfortable 
with the theoretical and empirical bases of the analysis.54

In addition to having the characteristics of a crisis discipline, uniqueness 
and second-order ignorance mean that X-risk studies will often occur in 
evidentially impoverished circumstances. I’ve analysed similar epistemic 
situations occurring in “historical sciences” such as  paleontology, 
geology, and archaeology55 and here, the success of the sciences is best 
explained by appeal to the speculative, creative  nature of their approach 
(Alison Wylie has made similar arguments concerning archaeology; see 
Wylie (1999), Chapman and Wylie (2016)).56

I’ve sketched a set of investigative strategies which maximise 
evidential reach in historical science. Story-telling and scenario-building 
serve to maximise the empirical links between hypotheses. Historical 
reconstruction doesn’t simply rely on the relationship between 
contemporary remains — traces — and the past, but on the connections 
between our hypotheses about the past. Further, such speculation often 
generates testable hypotheses (Currie, 2017; Currie and Sterelny, 2017): 
historical scientists are highly creative in my sense. I’ve characterised 
historical scientists as “methodological omnivores”.57 Methodological 
omnivores engage in two distinctive behaviours. First, they construct 
epistemic tools and models  calibrated to local context (as opposed 
to using general-purpose tools), enabling rich data to be generated. 
Second, a pluralistic, opportunistic attitude to techniques, methods and 
research approaches allows a wide range of perspectives, and different 
types of evidence, to be available. Finally, uniqueness can be mitigated 
by the use of partial analogies.58

Paradigm X-risks are not precisely in the same epistemic situation as 
conservation biology or  paleontology — the tragedy of the uncommons 
is one difference — but nonetheless the similarities can give us an inkling 
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of the epistemic strategies which a science of X-risk should adopt. The 
science should be multi-disciplinary, pluralistic, and opportunistic. 
Such a science meets the criteria for creativity in the sense I discussed in 
Section 2. Each of these factors involve a community that does not pool, 
but rather explores solution space widely.

A science of X-risk, then, should be creative.

5. Discussion

A successful science of X-risk will be creative. But, as we’ve seen, 
contemporary scientific incentives don’t often encourage creativity. 
Rather, they encourage cold searches. Hence, the properties required for 
studying X-risk are not promoted in scientific communities. With this in 
place, I want to (1) characterise this problem abstractly: that science is 
“badly adapted” for studying X-risk and (2) continue my initial sketch 
of a well-adapted science of X-risk.

5.1 Well-adapted science

I’ve given reason to think that the incentive structures governing science 
are in a sense “maladapted” for some epistemic situations,  existential 
risk in particular. Where that situation calls for creativity, conservatism 
is improperly encouraged. In this section, I’ll characterise the problem 
abstractly and discuss its relationship with the economic approach on 
the one hand, and with work on the relationship between social values 
and science on the other. 

The notion of “well adapted” I want to develop concerns whether 
scientific incentives encourage the kind of work that is appropriate 
given an epistemic situation:

A scientific community is well adapted to the extent that the incentives of that 
community promote the attainment of desired research outcomes, given the 
epistemic situation at hand.

Let’s contrast being well adapted in my sense — which is a relationship 
between a set of incentives and an epistemic situation — and the notion of 
an individual scientist or community being adapted to a set of incentives. 
Work in the economic approach is often not sensitive to this difference, 
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and often the focus is more on the latter. Weisberg and Muldoon’s 
landscape models and their descendants explore how different 
proportions of exploration strategies might be differentially optimal 
in various landscapes; Zollman’s bandit models explore how scientists 
might learn to adapt to an epistemic situation. Here, an adapted scientist 
(or community) is one which maximises their returns (in terms of credit 
or knowledge) given some set of incentives. To be well adapted in my 
sense, by contrast, requires those incentive structures to be themselves 
set in order to maximise the epistemic (or other) outputs that we desire 
given an epistemic situation. For instance, given the  nature of X-risk, 
incentives in the community should encourage creativity. So, one sense 
of “adaptive” concerns how well scientific behaviours maximise payoffs 
given a set of incentive structures. Another — mine — concerns how 
incentive structures might be organised to maximise epistemic outputs. 
Again, such a distinction is likely implicit in much of the economic 
approach, but it is useful to make it explicit.

Socially-inclined philosophers of science have argued that decisions 
about the pursuit worthiness of a scientific investigation or enterprise 
— what makes that research program a good one to do — turns on 
more than epistemic significance. Rather, a cost-benefit calculus is 
required to balance preferences for research outcomes, the efficiency of 
investigative approaches to those outcomes, as well as budgetary and 
ethical constraints. Philip Kitcher’s approach is perhaps the clearest 
example.59 For him, a science is “well ordered” to the extent that which 
research we pursue is decided by deliberation which approaches the 
cost-benefit calculus mentioned above.60 So, discussion of the role of 
values in science often draws our attention to how the organisation 
of science itself affects the efficiency of a research program: concerns 
about scientific organisation and prioritisation are taken as questions of 
resource distribution. Given a range of possible questions scientists might 
be asking, by what principles should they direct their efforts? In short, 
a well-ordered science is one which balances (1) some suitably trained 
(“tutored”) preferences, against (2) the efficiency of particular research 
programs in meeting those preferences, and (3) the costs (considered in 
terms of finances, resources, and ethics) of those programs.61 

Science might be well ordered — that is, it might target the right 
programs in an efficient manner — but still not be well adapted. Again, 
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science is well adapted not when the scientists themselves adapt to 
the incentive structures in place (they’ll do that well enough without 
our help) but when the incentive structure itself is conducive to the 
achievement of the goals we are interested in. The crucial contrast 
with Kitcher comes in the second and third aspects of his account of 
well-ordered science. The efficiency and cost of a scientific endeavour 
is not fixed, but determined in part by the social context in which the 
endeavour is carried out. And, to some extent, we have control of that 
social context. 

The notion of a well-adapted science, then, brings two discussions 
into contact. First, considerations of how scientific communities react to 
epistemic situations. Second, considerations of the role non-epistemic 
values play in determining significance in science. A well-adapted 
science is one where the incentive structures are geared towards 
achieving the values discussed in the latter literature, and can do so in 
part in virtue of lessons from the former. On my view, understanding 
when a research program is well adapted involves local, detailed work: 
thick descriptions of epistemic situations. The models favoured by the 
economic approach can play a critical role in suggesting and exploring 
potential interventions and effects.

5.2 A science of existential risk

I’ve argued that, insofar as science doesn’t promote creativity — hot-
searching — it is not well set up for investigating  existential risk. In the 
parlance of the last section, science is badly adapted to  existential risk. 
However, researching  existential risk is desirable: on the reasonable 
assumption that human  extinction is a bad thing, just a little bit of 
knowledge which might lower the chances of  extinction is going to be 
worth having. The question, then, is: how do we better adapt science to 
this epistemic situation? The crucial first step, I think, is to identify the 
sources of the maladaptation, and the second is to ask which of these 
we might do something about. I take myself to have gone some way 
towards the first part of this task. The second part, that is, identifying 
which aspects of the epistemic situation might be intervened on to better 
promote research outcomes pertaining to existential risks is tricky and, 
in this chapter at least, above my paygrade. It is worth noting, however, 
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that in the last sub-section I provided an explicit story for how such 
intervention strategies might be generated. Simplified models, the bread 
and butter of the economics approach, can create and explore hypotheses 
pertaining to the causes of conservatism and their possible interventions. 
For instance, O’Connor’s model should give us pause in assuming that 
increasing competitiveness will select for conservativeness.62 Combined 
with thick descriptions of epistemic situations, and perhaps integrated 
with empirical data (Harnagel, 2019) such models can then motivate 
trials of said interventions.63

In Section 4 I listed a set of factors which make investigation of X-risk 
require creative strategies. And in Section 3, I listed a set of factors 
which make science non-creative. We should ask which of these features 
discussed in Section 3 may be manipulated in such a way as to make a 
better-adapted science. 

My account of creativity involved a partial trade-off between 
exploration and efficiency. A science of  existential risk should be 
exploratory, but science is geared towards efficiency and, as we’ve seen, 
at least some features promote efficiency at the expense of creativity 
(although I doubt this is a necessary trade-off).64 Although paradigm 
X-risks face a particular epistemic situation, these are not unique insofar 
as there is bountiful overlap with other sciences. Above, I pointed 
out similarities between X-risk and sciences like  paleontology and 
conservation biology. These sciences might provide inspiration for 
how to promote study of X-risk. And indeed some interventions have, 
generally-speaking, begun to be discussed and partly implemented. 
The National Science Foundation’s “transformation” grants explicitly 
attempt to fund exploratory research. Some scientific journals have 
adopted alternative publishing standards: PLOS ONE’s policy of 
publishing any result which is judged to be methodologically sound is 
an example. And there are at least a few instances of alternative funding 
allocation strategies being trialled.65 I take my job in this chapter to be 
making explicit the underlying reasons for wanting to explore these 
alternatives — particularly in light of X-risk — but exploring the 
space of solutions must be left for further work. Those challenges are 
summarised in Table 1.
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Table 1. Sources of scientific conservatism.

Property Increases Conservatism by…

Peer review (in funding/
publishing)

Tying success to pleasing peers.

Slowing down funding/publishing 
process. 

Centralised funding Tendency towards large projects.

Tendency towards safe projects.
Monistic publishing standards Only some results are published.

Bias towards research likely to produce 
those kinds of results.

‘Public eye’ Possibility of miscommunication (either 
public overreaction or loss of faith).

Crowded marketplace Scientists hunt out the safest bets in 
picking research directions.

Explicit success criteria in funding Makes exploratory research difficult to 
sell.

Disciplinary focus Interdisciplinary work/publishing 
detrimental to career (particularly early 
on).

Informal gate-keeping (gossip 
etc…)

Reputation traps

Institutionalised teaching Tacit consensus

Differences in heritability of 
success between hot and cold labs.

Lab-level selection for conservative 
strategies

I see this as a first pass at a research agenda targeting the mitigation 
of conservation-causing features of science. This list is undoubtedly 
speculative, surely incomplete, and some features might be 
mischaracterised or misunderstood. But determining this will require 
further study, some of which might involve the economic approach, as 
well as the examination of case studies, and the kind of thick descriptions 
I have used here. And from this, it is plausible that further interventions 
might be trialled.
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6. Conclusion

The essential tension in this chapter is between aspects of science which 
make it productive — efficient — and those which make it creative. I 
doubt there is a clean trade-off between these virtues, but often we do 
need to decide whether scientific communities ought to be organised to 
favour productivity or creativity — cold or hot searches — and to what 
extent. And those decisions, I’ve suggested, should be made depending 
upon the epistemic situations those communities face. For X-risk, 
contemporary science is far too skewed towards productivity. A well-
adapted science of X-risk, then, would be tailored towards generating 
creativity. I’ve provided a speculative, preliminary list of the sources of 
conservatism, and these deserve further study both via empirical and 
theoretical routes. Especially for cases such as X-risk, understanding 
how to create well-adapted science is urgent. However, whatever 
interventions we consider will likely be themselves speculative and 
risky: and these are risks being taken with the livelihood of individual 
scientists. In light of this, making such trials fair — providing safety 
nets, for instance — should be considered part of this research program 
as well.
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II. METHODS, TOOLS, AND 
APPROACHES

As we saw in Section 1, the study of extreme global risks, including 
existential and Global Catastrophic Risk, raises a number of empirical 
and epistemological challenges. These risks involve unprecedented 
phenomena and  complex systems moving outside of their “normal” 
operating space; they demand the synthesis of knowledge and expertise 
from different disciplines and domains; they are rapidly evolving and 
yet require long-term planning; and they involve all of humanity but are 
mostly shaped and perceived by a few elite individuals.

There are many ways that the field can and has been responding to 
these challenges; however, one of the most important of these is in the 
creation, development, application, and evaluation of methodologies, 
and this form of innovation has been core to the work of the Centre 
of the Study of Existential Risk. Without wishing to get into a 
philosophical discussion about the  nature of methodology, some key 
features of methods include their generality, in the sense that they 
can be applied in more than one case; formality, in the sense that they 
follow a set of rules or procedures; publicity, in the sense that they are 
known both to the producer and consumer of research; and objectivity, 
in the sense that their results should depend upon more than the pre-
existing beliefs, values, or biases of individual researchers. There are 
many forms of methodology, including those of the natural sciences (for 
instance, testing and refuting empirical hypotheses), the social sciences 
(for instance, producing an objective statement of observed social 
phenomena), the humanities and mathematics (for instance, presenting 
a clear chain of reasoning that others can follow), and engineering (for 
instance, breaking down a complex problem into components whose 
solution is already known or easy to determine).1

As a trans-disciplinary field, Existential Risk Studies has benefited 
from the work of researchers who make use of all of these methodologies, 

1 These are only intended to be vastly oversimplified examples of the kinds of 
methodologies used in different fields of study and we apologize to the many 
researchers who feel their work does not fit into this catagorisation.
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and others not mentioned above. Alongside this, researchers have 
also developed a suite of more focused tools, that can be used to 
study particular issues or phenomena but are not as generalisable as 
methodologies, and also less tangible ideas we refer to as “approaches”, 
that provide a stimulus to creative thinking about extreme global risk 
but are either less formal or less objective than methodologies. In the 
following chapters we review a range of these methods, tools, and 
approaches, focusing on those that have been developed or influenced 
by the  Centre for the Study of Existential Risk, but also surveying the 
wider landscape. Our aim is both to help readers to understand these 
methods, tools, and approaches and how they work and to feel able to 
consider whether they could help them in their own work. In this respect, 
many of these chapters talk about the origin and history of different 
methods, tools, and approaches, who currently utilises them and why, 
what they do and do not tell us about risks, how they can inform better 
policy- and decision-making, and whether they are suited to exploring 
a  diverse possibility space or exploiting a more tightly defined problem 
set and evidence base.

The chapters gathered in this section provide a wonderful overview 
of many of the methodological developments taking place in relation 
to the study of extreme global risk, and also point towards some of 
the core debates that these have provoked. The works here show how 
empirical assessments have been utilized in tandem with speculative or 
exploratory tools to study  hazards and  vulnerabilities as both obdurate 
facts and contingent potentialities. Given the field’s core focus on 
events, or sequences of events, that are generally of low probability, but 
extremely high impact, this interplay between examinations of what is 
and experiments with what might be remains a necessary and exciting 
challenge for the development of methods and approaches for study. 
The chapters gathered in this section provide some insight into how 
different approaches taken to date have engaged with, and negotiated 
these interplays. 

Alongside these (hopefully productive) tensions, between empiricism 
and positivism on the one hand and explorations of possibility on the 
other, these chapters also point to debates over the form, function 
and value of generalisability of research methods for existential and 
catastrophic risks. While research on one category of risks and our means 
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of mitigating it might yield insights that can be explored in relation to 
other categories, the chapters here also remind us that aspirations for 
a “perfect” science for studying catastrophic risk shouldn’t supersede 
critical reflections on the actually existing differences between different 
 hazards, their drivers, and the factors that condition our specific and 
uneven  vulnerabilities to them. Works in this section illustrate the need 
for ongoing reflection, mutual learning from alternative methodologies, 
and an attentiveness to the interactions between risks and  vulnerabilities 
in a  complex system, whilst also demonstrating the limitations of one-
size-fits-all approaches or methods that homogenise specific cases.

Another tension that several of these chapters highlight is that 
between the credibility of different methods and the researchers 
who apply them. Existential Risk Studies is a field of research that 
has crystallised around a number of elite academic institutions, and 
researchers in this space can easily find themselves with a ready 
platform for their research in virtue of this. However, thinking 
about methods, tools, and approaches challenges us to look past the 
capacities and status of individual researchers to consider what they 
are actually doing in their research. Sometimes, emphasizing this 
point can actually detract from the credibility of particular claims, 
especially where methodologies highlight subjective opinions or 
model assumptions that are open to question. This is something that 
should be welcomed, and yet as Chapter 5, Existential Risk, Creativity 
and Well Adapted Science, points out, Existential Risk Studies exists in 
an economic paradigm that often privileges what is seen as good for 
researchers ahead of what may be better for their research. Ensuring 
that the right methodologies are being deployed, and that they are 
used in ways that are beneficial for both researchers and their work, 
is thus very important for the longstanding health of Existential Risk 
Studies as a field.

Chapter 6, An Analysis and Evaluation of Methods Currently Used to 
Quantify the Likelihood of Existential Hazards, provides a wide-ranging 
overview and assessment of different methodologies and approaches 
in Existential Risk Studies, with a focus on those that have been 
used to quantify the likelihood of existential  hazards. These include 
analytical approaches based in philosophy and mathematics, 
extrapolation from available data, toy models,  fault trees,  Bayesian 
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networks,  complex  systems models,  agent-based models, individual 
judgement, simple surveys, weighted aggregation, enhanced 
solicitation techniques, and  prediction markets. The chapter uses an 
informal evaluative framework to consider and assess each of these 
methods for  rigour, ability to handle  uncertainty,  accessibility for 
researchers with limited resources, and  utility for communication and 
policy purposes. It finds that different methods have very different 
profiles of advantages and disadvantages, with no clear “winner” for 
quantifying  existential risk. Nevertheless, some methods may be more 
suitable to certain purposes within Existential Risk Studies and some, 
especially the  Delphi technique and related forms of Structured Expert 
Solicitation, may deserve a wider application by the community. More 
importantly, when turning from methodologies in general to their 
specific implementation by researchers in the field, the authors find 
that in many cases, claims based on poor implementations of these 
methods are still frequently invoked by the Existential Risk Studies 
community, despite the existence of more methodologically robust 
estimates. This includes the subjective judgement of high-profile 
researchers within the field who seldom present a clear methodology 
for how they arrived at their claims, and eye-catching claims by 
researchers from other fields that may not be given much credence by 
disciplinary colleagues. The chapter therefore calls for a more critical 
approach to the selection and implementation of methodologies and 
approaches, and argues that this may be more important than the 
actual method selected. The authors hope that a greater awareness 
of the  diversity of methods available to these researchers form an 
important part of this.

Chapter 7, Scanning Horizons in Research, Policy and Practice, focuses 
on the kind of methodologies that Chapter 6 argues may be most 
under-utilised, relative to its value, within Existential Risk Studies: 
structured  expert elicitation. In particular, this chapter surveys 
different approaches to  horizon scanning: collecting information from 
a wide range of sources and then using communities of practice to 
sort, verify, and analyse that information to look for early indications 
of poorly recognized threats and opportunities. This does not 
necessarily involve the quantification of estimates of risk, or any part 
of it, but does involve some kind of collective judgement about the 
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relevance, importance, and or urgency of future threats. There are two 
forms of  horizon scanning, both of which are relevant to Existential 
Risk Studies. The first is the exploratory — to identify novel issues by 
searching for the first signals of their emergence — and the second 
is “issue-centred”, where we monitor issues that have already been 
identified as potentially emerging, confirm or deny this, and provide 
further judgements about them. Drawing primarily on the experience 
of the conservation community (which has played a significant role 
in developing these tools), the chapter assesses a range of techniques 
that can be used for these purposes and their implementations. It 
covers both manual and semi- automated approaches with regard 
to scope selection, input gathering, data sorting, cataloguing and 
clustering, result analysis and prioritisation, output utilisation, and 
process evaluation. The authors find that manual approaches require 
a structured form of  expert elicitation to mitigate biases and promote 
objectivity but that semi- automated tools and  AI may increasingly 
enable searches to be more impartial. For policy purposes, it is best 
if  horizon scanning is actively incorporated by organisations and 
decision-makers into the policy design process, or at least if additional 
tools like road mapping are used to translate findings into policy, rather 
than when  horizon scanning is used as a predominantly academic tool. 
Within  CSER these findings have informed our own developing use 
of horizon scans, which we have predominantly applied to a range 
issues around Global Catastrophic Biological Risk. For instance, we 
continue to develop our horizon-scanning protocols and to seek out 
policy partners to implement them with, such as the World Health 
Organization.2

The next chapter, Exploring Artificial Intelligence Futures, surveys 
a different set of methodologies in relation to a different risk area, 
looking at methods and approaches for exploring possible futures 
for artificial intelligence that are  accessible to researchers from 
the humanities. While they do not predict the future of  AI, or its 
impact on society, these methods can still help us expand the range 
of possible futures we consider, to reduce unexpected surprises, 

2 World Health Organization. Emerging Technologies and Dual-Use Concerns: A Horizon 
Scan for Global Public Health (2022); World Health Organization. Emerging Trends and 
Technologies: A Horizon Scan for Global Public Health (2022).
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and enable constructive conversations about the kinds of futures 
we would like to produce or avoid. Historically, one of the most 
influential approaches for thinking about the future of  AI (and 
other technologies) has been the construction of speculative fictional 
narratives, as discussed in Chapter 1. While many of these have little 
value in thinking about  AI, and are more focused in either using it as 
a metaphor for other issues or merely as an exotic narrative device, 
some have shown careful research and consideration and have had a 
significant role in provoking, and informing, public and professional 
discourses. However, fictional narratives tend to suffer from a range 
of issues, many of which stem from the economic incentives of the 
creative industries that produce them; such as the need to entertain 
audiences, pressure to embody  AI in physical forms, like robots, 
that are more easily described or pictured, a lack of  diversity in 
authorship and representation, and limited accountability for their 
claims. There is also a long history of researchers from a variety of 
disciplines, including Science and Technology Studies, philosophy, 
engineering, and  risk analysis, producing high quality studies on the 
future of  AI that draw on the unique insights from their field. Their 
predictions tend to fare poorly due to biases, partial perspectives, 
 non-linear trends, and hidden  feedback mechanisms. Furthermore, 
inevitable disagreements between experts across disciplines can have 
a paralysing effect for audiences. Group-based future explorations 
can address some of these challenges, using techniques like expert 
surveys, polling, interdisciplinary futures exercises, and  expert 
elicitation, and there are also opportunities to extrapolate futures 
from past and current data trends. Perhaps the most promising 
methodologies are participatory futuring tools such as workshops, 
scenarios, and role-plays. These not only provide opportunities 
to combine divergent exploration with individual exploitation of 
knowledge and experience (as discussed in Chapter 5) but also offer 
greater accountability and opportunities for public participation, 
to promote responsible research and innovation (an important 
consideration also discussed in Chapter 2). However, they still need 
to be realistic, integrative, and data-driven, and producing such 
scenarios is a challenge that  CSER has sought to address in later 



 217II. Methods, Tools, and Approaches

projects such as our participatory scenario role-play tool Intelligence 
Rising.3

Having surveyed a wide range of methodologies and approaches to 
studying extreme global risks, the second set of three chapters in this 
section focus on the development of three specific tools that  CSER use 
to help us with our work.

Chapter 9, Accumulating Evidence Using Crowdsourcing and Machine 
Learning: A Living Bibliography About Existential Risk and Global 
Catastrophic Risk, describes the creation of a semi- automated process 
for systematically reviewing the relevance of academic research 
to the study of  existential risk to improve our evidence base for 
policy and  risk analysis. As Chapter 7 describes, this move to semi-
 automated scanning can be helpful for reducing individual biases 
and increasing the scope of research. In a systematic review, one 
of many time-consuming tasks is to read the titles and abstracts of 
research publications, to see if they meet the  inclusion criteria. This 
chapter shows how this task can be shared between multiple people 
(using crowdsourcing) and partially  automated (using  machine 
learning). The authors used these methods to create The Existential 
Risk Research Assessment ( TERRA), which is a living bibliography 
of relevant publications that gets updated each month and is freely 
available at terra.cser.ac.uk. The chapter presents the results from the 
first 10 months of  TERRA, highlighting the potential and challenges of 
this tool and recommending that, for now, such semi- automated tools 
should only be used in tandem with manually curated bibliographies. 
The challenges noted include the need to make trade-offs between 
recall ( inclusion of all relevant research) and accuracy (exclusion of 
irrelevant research), conflicts and inconsistencies in the assessment 
of papers for use in training the algorithms, and the incomplete 
assessment of this training data.

Chapter 10, The Mortality of States Dataset, describes the creation of 
 MOROS (the MORtality Of States) database. This combines data on the 
lifespan of political  states into a tool to help us understand both the 
phenomenon of collapse and the  nature of entities that dominate global 

3 Avin, S., R. Gruetzemacher and J. Fox. ‘Exploring AI futures through role play’, 
Proceedings of the AAAI/ACM Conference on AI, Ethics, and Society (February 2020): 
8–14.
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risk. The database defines a  state as “a set of centralized institutions that 
coercively extract resources from, and impose rules on, a territorially 
circumscribed  population” and characterises their lifespan in relation to 
“rough, critical dates in which significant changes to  state form, function, 
and/or sovereignty occurred”. The database was synthesised from a 
variety of primary data sources verified and expanded with a wider 
literature review. However, creating this tool was not simply a matter of 
data collection; significant interpretation was required to conceptualise 
 states and their lifespans, and the authors ultimately view the result 
as a qualitative overview of expert opinion. In future it is hoped to 
use  expert elicitation and structured literature reviews to improve the 
database, alongside finding better ways to code for the continuity of 
 states and adding details about the consequences and reasons for  state 
termination.

Finally, Chapter 11,  ParEvo: Enabling the Participatory Exploration 
of Alternative Futures, describes  ParEvo, an online tool for developing, 
and evaluating, alternative future scenarios using a participatory 
evolutionary process.  ParEvo was developed by Rick Davies and has 
been applied by a range of organizations for different purposes. Since 
2021,  CSER has run three  ParEvo exercises, two of which were used 
to inform this chapter. The  ParEvo process is designed to be used by 
multiple people to produce both a set of storylines and data on the 
structure of participation in how people have collaborated to produce 
those storylines.  ParEvo can help its users both to think creatively 
about alternative futures and about how they do that thinking while 
also prompting participants to consider ways of responding to possible 
futures and to exploit and/or mitigate their consequences. In general, 
 ParEvo is more about the exploration of divergent futures, but as this 
chapter discusses, it could also be used for the purpose of convergence 
and exploitation of collective judgement. Due to its dual aims,  ParEvo 
is not merely a scenario-generating tool but is also deeply tied up with 
the evaluation of scenarios and participation. The chapter considers 
the challenge in evaluating storylines, including establishing two-way 
feedback between participants and exercise facilitators; assessing post 
exercise outcomes; and identifying and assessing meta-goals for  ParEvo 
as a tool.
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All of the methods, tools, and approaches described above are 
presented within a particular context and often these relate to specific 
drivers of risk. Horizon scanning is discussed mainly in relation to 
conservation, due to the unique role that the conservation community 
played in developing these tools and bringing them to  CSER. We have 
developed a scenario role-play tool, Intelligence Rising, only thus 
far used for exploring risks around Artificial Intelligence.  MOROS 
shows the potential for historical data to be used to improve our 
understanding of collapse and the role of  states.  TERRA has so far 
only been implemented to assess literature concerning  existential risk 
as an entire phenomenon, while the chapter on  ParEvo considers two 
exercises that used it to explore possible futures for  biotechnology 
governance and the field of Existential Risk Studies. As Chapter 6 
argues, however, one beneficial development within Existential Risk 
Studies could well be the application of methodologies that have 
predominantly been used by one discipline or community to study a 
wider range of phenomena.

A lack of familiarity with different methods, tools, and approaches 
carries the risk of endowing them with a sense of “magic” to the 
uninitiated. It seems relatively common within academia for people 
to evaluate the usefulness of a particular method relative to their own 
familiarity with it, although it may be a matter of personal temperament 
whether people assume that methods they do not themselves use 
are “clearly useless” or “clearly beyond my understanding and 
therefore powerful”. We hope that greater familiarity with different 
methodologies may dispel some of these biases and help researchers 
to appreciate what different methods, tools, and approaches have to 
add to our understanding of risk, and what they merely repackage into 
another intellectual form. This applies both to the methodologies we 
have described in detail here, like  horizon scanning, scenario role-plays, 
and semi- automated literature reviews, and to those that we have not, 
like models,  Bayesian reasoning, and analytical frameworks.

In the next section we will turn to considering what these models 
are generally used for: the assessment and management of different 
causes of risk. Some of the chapters of that section clearly utilise one 
of these methodologies and some draw on several. We hope that 
having familiarised themselves with the chapters in this section, 



220 An Anthology of Global Risk

however, readers will be in a better position to both understand how 
these methodologies are being used and what they can really tell us 
about different risks and to critically reflect on the quality of their 
implementation and the resulting conclusions that are drawn from 
this.



6. An Analysis and Evaluation 
of Methods Currently Used 

to Quantify the Likelihood of 
Existential Hazards

 SJ Beard, Thomas Rowe and James Fox

Highlights:

• This chapter examines and evaluates the range of methods that 
have been used to make quantified claims about the likelihood 
of existential hazards, drawing on a comprehensive literature 
review of 67 such claims, across 13 kinds of hazard, that are 
presented in an appendix.

• The chapter uses an informal evaluative framework to consider 
the relative merits of these methods, regarding their rigour, 
ability to handle uncertainty, accessibility for researchers with 
limited resources, and utility for communication and policy 
purposes.

• The authors find that each method has advantages and 
disadvantages but there is no uniquely best way to quantify 
existential risk. Nevertheless, they argue that some methods 
may be more suitable to certain purposes within Existential 
Risk Studies and that some methods, especially the Delphi 
technique and related forms of Structured Expert Solicitation, 
should be more widely used within the community.

© 2024 SJ Beard, Thomas Rowe & James Fox, CC BY-NC 4.0  https://doi.org/10.11647/OBP.0360.06
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• More importantly, however, they find that, in many cases, 
claims based on poor implementations of these methods 
are still frequently invoked by the Existential Risk Studies 
community, despite the existence of more methodologically 
robust estimates.

• The chapter ends with a call for a more critical approach to the 
selection and implementation of methodologies and the use of 
quantified claims within Existential Risk Studies, and argues 
that a greater awareness of the diverse methods available to 
these researchers should form an important part of this.

This chapter was published in 2020 after a multi-year review of evidence 
and methodology by the authors and a preliminary presentation and 
discussion at the 2018 Cambridge Conference on Catastrophic Risk. 
Its calls for more critical reflection on methodological selection and 
implementation, as well as for the greater use of structured expert 
solicitation, continue to inform the developing field of Existential 
Risk Studies. The uses of horizon-scanning tools like Delphi is further 
discussed in Chapter 7, while an applied example of this type of 
methodology is continued in Chapter 15. Chapter 10 meanwhile offers 
an example of using historical data in Existential Risk Studies and 
Chapter 13 shows one method for constructing system models from 
empirical data.

Apocalyptic predictions require, to be taken seriously, higher standards 
of evidence than do assertions on other matters where the stakes are not 
as great.

— Carl  Sagan1

How likely is it the next century will see the collapse of civilisation 
or the  extinction of humanity, and how much should we worry about 
different  hazards that constitute this risk? These questions seem to 
bedevil the study of  existential risk. On the one hand, they are important 
questions that deserve answers, not only to assess the level of risk facing 
humanity but as part of an integrated assessment of  existential risk and 
opportunities to mitigate it.2 On the other hand, the quantification of 
 existential risk is extremely challenging. As Carl Sagan pointed out, part 
of the problem with apocalyptic pronouncements is their theoretical basis 
and the fact that they “are not amenable to experimental verification — at 



 2236. An Analysis and Evaluation of Methods

least not more than once”.3 Not only would a human extinction event 
be unprecedented, but the risk of such an event tends to emerge at the 
interaction of complex social, environmental and economic systems that 
are hard to model, and there is a substantial degree of  uncertainty about 
the second-order “risk space” where they might be found. Together, these 
problems have made the quantification of risk speculative and reliant on 
new and creative methods for analysing the threats humanity faces.4

Previous analysis by Bruce Tonn and Dorian Stiefel attempted to 
resolve this tension, by evaluating a range of methods for quantifying 
 existential risk from an ideal perspective, and made several important 
recommendations, most of which we endorse.5 However, although the 
number of researchers developing methods for the quantification of 
 existential risk has grown, these methods have only been applied in 
a piecemeal fashion to a limited number of disciplines. For instance, 
conservation biologists have made important innovations in the use of 
structured  expert elicitation; analysts in the Intelligence Community 
have developed new  forecasting techniques with a high degree of success 
in assessing the probability of events in the near future and climate 
scientists, economists and epidemiologists have developed powerful 
models of complex global systems. These, together with the range of 
existing techniques — from philosophical analysis and opinion polling 
to toy  modelling and  fault trees — each have benefits and limitations, 
and we believe it is time they were more widely understood and 
adopted. The aim of this chapter is, therefore, to survey the literature on 
the quantification of  existential risk, to introduce different techniques to 
new audiences and to give an informal assessment of their capabilities, 
together with some suggestions for how they can be implemented 
and improved. We hope that this will spur still more methodological 
 diversification and development.

This chapter is addressed primarily to a group of scholars we refer 
to as the Existential Risk Studies community. This is made up both 
of researchers who work within institutes that focus on the study 
of existential and Global Catastrophic Risk (such as the  Future of 
Humanity Institute, the  Centre for the Study of Existential Risk, The 
Global Catastrophic Risk Institute and the Future of Life Institute) 
and those who are consciously seeking to  align their research with the 
goal of understanding and managing such risks. However, it is written 
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from an awareness that these two groups do not necessarily contain all 
of those researchers whose work can be expected to contribute to our 
understanding and management of  existential risk, and indeed many 
of the sources we consider were produced by researchers who are in 
neither of these groups. It is our conviction that one of the key roles of 
 existential risk organisations like the above should not only be to support 
researchers who see themselves as falling into the Existential Risk 
Studies community but to forge better connections with, and a better 
understanding of, all research that is relevant to the understanding and 
management of these risks.

Finally, it is worth noting that this chapter does not seek to consider 
fully every aspect of the quantification of  existential risk. The risk 
arising from a specific threat is given by multiplying the probability of 
the threat occurring with its expected severity. This chapter only sets out 
to examine the methodologies used to quantify the former. If one held 
the severity of all threats constant, at the point of human  extinction, then 
this is all one needs to know. However, while some studies in this chapter 
do aim to assess this, others assess threats at a lower point of severity, 
such as that of causing a global  catastrophe or  civilisational collapse, 
while others do not specifically consider the severity of a threat but are 
included rather because they relate to potential scenarios that have been 
of interest to scholars of  existential risk. In these cases, one needs to be 
mindful that the severity of the event is still to be determined, or at best 
is only imprecisely defined when considering the overall quantification 
of that risk.

1.1 A brief introduction to different notions of probability

We begin by noting that, while this chapter refers to the probability of 
 existential risk, there are multiple ways of understanding the notion of 
probability. The first of these is the frequentist, or objective, notion of 
probability. According to this approach, probabilities are fundamentally 
related to the frequencies of events based on past observations. Once an 
experiment has been repeated many times, the frequency of any observed 
phenomena indicates its underlying regularity. Therefore, frequentist 
probability claims are sensitive to the experimental setup and measuring 
technique, and any new evidence requires probabilities to be reassessed 
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from scratch. The second notion of probability is the  Bayesian, or 
subjective, account, according to which probabilities represent our level 
of belief that a phenomenon will occur. One begins with a subjective prior 
belief about the probability of an event and then updates this via Bayes’ 
Theorem (or Bayes’ rule), which specifies how additional information 
affects the probability of an event. Even though these probabilities are 
subjective, one is required to set out reasons for arriving at them, which 
allows others to challenge these or update them further. 

In this chapter, we discuss the two notions of probability 
interchangeably with only a few passing remarks and we will instead 
focus on the quality of the methodologies that can be used to produce both 
kinds of probabilistic statement without prejudice. This is because even 
though  Bayesian notions of probability dominate the field of  existential 
risk, there are some areas — most notably in the domain of public health 
— where frequentist notions of probability are more common.

1.2 Conceptual challenges in studying existential risk

The term “ existential risk” can be understood in many ways, and 
clarifying its definition is undoubtedly a crucial concern. However, since 
our aim is merely to study methods of quantifying  existential risk, which 
approach this term from multiple angles, we will take a very broad 
view of how the term should be used, encompassing human  extinction, 
 civilisational collapse and any major  catastrophe commonly associated 
with these things.

Another point is that most studies consider  existential risk in terms 
of distinct threats (such as nuclear  war, pandemics and  climate change). 
However, global  catastrophes tend to involve a combination of multiple 
factors, including a precipitating catastrophic event, a systemic collapse 
that spreads this  catastrophe to the global scale and a failure to take 
adequate steps to mitigate this risk.6 

Finally,  existential risk cannot be studied in a vacuum. Even our 
assessment of such risks can profoundly affect them. For instance, if we 
take existential threats more seriously, this may lead to greater efforts to 
mitigate them. Sometimes, risk assessments can take account of human 
activities, such as when multiple estimates of catastrophic  climate 
change reflect different future emission paths; however, this is not 
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always possible. Whilst important, we do not see this as a problem that 
we must solve here, since it is common to many fields of  risk analysis 
and affects all the methods we describe to a greater or lesser extent. 

Whilst some futurists may respond to these difficulties by adopting a 
pluralist conception of multiple futures, in which the goal is to map out the 
likely consequences of decisions that we face in the present,  existential risk 
mitigation must go beyond this. In particular, it is necessary for research 
and mitigation efforts to be prioritised and for risk-risk trade-offs to be 
undertaken, such as when assessing dual-use technologies; these require 
the quantification of risk. We therefore believe that it is imperative to 
combine such pluralistic future scenarios into an integrated assessment 
that takes account of factors such as the resilience of global systems and 
the magnitude of  existential risk. Given that such assessments are at an 
early stage, however, we will generally assume that all risk assessments 
are being made against a “business as usual” scenario, where people 
continue mitigating risk roughly as much as they did at the time when 
that risk was assessed. In general, we suspect that this will overstate the 
future level of risk because it misses the potential for  technological and 
governance interventions. However, that may not always be the case, as 
economic development can systematically push global systems into a 
more fragile  state, making  existential risk increase over time.

1.3 Four criteria for evaluating methodologies

As well as presenting and discussing the existing methods for 
quantifying  existential risk, we will provide an informal assessment of 
each according to the following four criteria: 

Rigour: Can they make good use of the — generally limited — 
available evidence? Three key considerations for this are: 1) their 
ability to access a broad range of information and expertise from across 
multiple perspectives, 2) the suitability of their means for turning this 
into a final judgement, and 3) the ease of incorporating new information 
into this judgement or combining different judgements together using 
the same method.

Uncertainty: How well do they handle the — generally considerable 
—  uncertainty in this field? Three key considerations for this are: 
1) whether they provide opportunities to quantify the level of 
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confidence or  uncertainty in their estimates, 2) whether the application 
of this method tends to systematically ignore or compound sources of 
 uncertainty in the process of forming a final judgement and 3) whether 
they can help to identify and overcome epistemic bias.

Accessibility: Can they be applied by the individuals and — 
generally small and interdisciplinary — research groups that make up 
the Existential Risk Studies community? This is to be assessed in terms 
of: 1) the amount of time required to implement them in a reasonable 
way, 2) the level of expertise required for a researcher to take a lead or 
principal role in implementing them and 3) what other barriers exist to 
their implementation.

Utility: Do they provide results that can be used for purposes like 
policy selection and prioritisation, and can be communicated to varied 
stakeholders? Three key considerations for this are: 1) their credibility, 
both with scientists and non-scientists, 2) their ability to provide useful 
quantified information and 3) their ability to provide further information 
and insights about a risk and how to manage it.

For each of these, we assess methods on a four-point scale from Very 
Low to High and summarise the results of this evaluation in Appendix B. 
We do not mean to imply that these four criteria are of equal importance; 
however, their relative importance is likely to depend upon the context 
for which an assessment of  existential risk is being produced.

2. Analytical Approaches

Not all methods for attempting to quantify  existential risk are based on 
specific evidence for that risk. Given the lack of evidence available, this 
is perhaps more appropriate than it seems. 

By far the most widely discussed of these is the so-called “doomsday 
argument”, which was developed by multiple philosophers including 
Brandon Carter, Richard Gott and John Leslie. It is a statistical argument 
about the probability that any given human observer will be at a 
particular place in human history. There are multiple versions of this 
argument. Some appeal to our current position in the timeline of human 
history — for instance, it is much more likely that human history thus far 
represents more than 5% of all human history than that we have more 
than 95% of our history ahead of us. Others appeal to our position in 
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the  population of all human observers — it is much more likely that the 
human  population born before me represents at least 5% of all humans 
than that 95% of humans will be born after me.

These arguments are controversial and they have been used to justify 
very different claims about the probability of  existential risk, from a 
less than 2.5% chance that we will fail to survive for at least another 
5,100 years,7 to a 20% probability that we will not survive the next 
century.8 Important factors that determine the difference between these 
claims include the type of doomsday argument being deployed, one’s 
assessment of the length of human history or the number of humans who 
will ever exist and one’s assumptions about the temporal distribution 
of  existential risk (whether it is evenly distributed over time or comes 
in peaks and troughs). In theory, some of the  uncertainty about these 
could be quantified by providing multiple calculations with differing 
assumptions; however, in practice, this is seldom done. 

Two other analytical arguments are sometimes discussed in relation 
to their implications for the likelihood of human  extinction. The first 
is known as the Simulation Argument, which connects the probability 
that humans face imminent  extinction to the probability that we are 
living in a computer simulation.9 The second, known as the Great 
Filter Argument, connects the probability that humans face imminent 
 extinction to the probability that there is intelligent life on other planets.10 
Several sources cite a 2006 working paper titled ‘The Fermi Paradox: 
Three Models’, by Robert Pisani of the Department of Statistics at UC 
Berkeley, as providing a quantification of  existential risk based on the 
Great Filter argument. However, the paper was never published, and no 
version is currently available online. Apart from this, these arguments 
have yet to be used for the purpose of  existential risk assessment.11

Part of the explanation for the interest in, and use of, the doomsday 
argument and other analytical tools is their high level of  accessibility. They 
score Very Low across the other three categories. However, this does not 
mean these approaches should have no role to play in quantifying risk, 
as they can still inform people’s prior beliefs about human  extinction, 
i.e. what we might most reasonably guess about the likelihood of 
human  extinction before considering the evidence. A  Bayesian account 
of probability requires such a prior to begin. In most scientific cases, the 
prior’s precision is relatively unimportant as one can continually update 
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it with evidence. However, within the context of  existential risk, where 
evidence is sparse, prior probabilities are disproportionately important, 
meaning that any technique helping produce better priors can still be 
very useful. This is the approach taken by Leslie12 and Wells.13 

3. Modelling-Based Approaches

Since it is not possible to undertake an empirical study of human 
 extinction or global  civilisational collapse, the next set of methods use 
observable evidence to produce a set of assumptions, or a model, that 
allows us to study them indirectly.

3.1 Toy models and extrapolation from data

The simplest approach of this kind involves assuming there exists 
an underlying regularity in the frequency of certain events that have 
historically already occurred and have the potential to pose an  existential 
risk in the future. A frequentist analysis of historical data can then be 
used to estimate the approximate time interval between such events and 
hence produce an annual occurrence probability. So far, this approach 
has been applied to asteroid impacts,14 supervolcanic eruptions,15 
nuclear wars,16 space weather,17 particle physics experiments,18 and 
the occurrence of extinctions and global catastrophes in general.19 
Yampolskiy also applies this approach to predicting  AI failures but 
without producing a quantified estimate of their probability.20

Where no such underlying frequency can be assumed — for instance, 
because an event is historically unprecedented — it is possible to produce 
simple toy models that can allow one to use historical data to determine 
the probability of an event occurring in other ways. Firstly, one can assume 
that the magnitude of impact from certain threats follows a specific 
distribution, enabling one to estimate the probability of a large impact 
event taking place from the historical record of smaller impact events.21 
For instance, Millett and Snyder-Beattie22 for the number of fatalities 
from biowarfare or bioterrorism and Riley for solar flares both assume 
power law distributions,23 while Bagus assumes that the fatalities from 
influenza pandemics follow an exponential distribution.24 From this, they 
can estimate the probability of more extreme events of this kind that have 
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the potential to pose and  existential risk. Other toy models include Day, 
André & Park,25 Fan, Jamison and Summers,26 and Millet and Snyder-
Beattie,27 all of which assess the risks of catastrophic pandemics.

Secondly, one could assume that a currently unprecedented event 
would occur as a consequence of multiple events with historical 
precedents. The existential event could be the end result of a chain of 
precipitating events each a possible consequence of another. In this case 
the unprecedented event’s probability is the product of the conditional 
probabilities down the chain. Klotz and Sylvester,28 Lipstich and 
Inglseby,29 and Fouchier30 use this method to estimate the likelihood and 
impact of a global pandemic resulting from Gain of Function influenza 
research by assuming that such a risk results from the occurrence of 
two events whose probabilities are easier to determine, a laboratory-
acquired infection and a biosecurity failure. Similarly, Hellman estimates 
the probability of a nuclear  war resulting from a “Cuban Missile Type 
Crisis” as the product of probabilities of a sequence of four precipitating 
events.31 Alternatively, the unprecedented event could arise due to the 
coincidence of two mutually independent events. This would create the 
basis for a  fault tree, discussed in the next section.

Although these approaches are methodologically clear, clarity does 
not imply objectivity. For instance, the analysis of the geological record 
is itself speculative and open to interpretation,32 so that Decker’s estimate 
of the probability of supervolcanic eruptions,33 while widely cited in the 
Existential Risk Studies community, is often seen as pessimistic amongst 
volcanologists and is higher than most other estimates. Other instances of 
disagreement are even greater, Lipsitch and Inglesby34 and Fouchier35 arrive 
at probability estimates over seven orders of magnitude apart, despite using 
the same toy model to evaluate the same risk. This points to the central 
issue, approaching the same historical data in different ways can result 
in very different probability estimates. Love comments on the “limited 
accuracy of statistical estimates” when comparing his result to Riley’s for 
the recurrence probability of Carrington-like geomagnetic storms, saying 
that we can only conclude that the probability is “somewhere between 
vanishingly unlikely and surprisingly likely”.36 Meanwhile, Hellman 
openly cherry picks evidence so as to not appear “alarmist”.37

Another problem with these methods is that some events are excluded 
from the historical record because of the “anthropic shadow” they would 
leave. Roughly speaking, were any such event to have occurred in the 
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past, this would have led to the non-existence of the present observer. 
Therefore, even if its probability was extremely high, it must seem to us 
as if it could not have happened because our very existence depends on 
it.38 David Manheim looked at risk estimates of natural pandemics and 
concluded that there is significant  uncertainty about the relationship 
between historical patterns and present risk because of such “anthropic 
factors and other observational selection biases”.39 Tegmark and Bostrom 
also take account of this effect when quantifying the threat from particle 
physics experiments, but most theories ignore it. A related issue is 
that the historical record may need to be understood not just by what 
happened but also what didn’t happen. Gordon Woo argues we should 
sometimes incorporate “counterfactual analysis” of near-miss events 
to more accurately model risks because of the likelihood that very rare 
events will be underrepresented in historical data.40 For instance, if the 
true underlying probability of a certain sized  asteroid striking earth was 
0.004 per year and we have 100 years of data, then it is most probable 
that this event would not have occurred within this period leading our 
analysis to underestimate its probability. However, if we had evidence of 
 asteroids of this size passing close to the earth without striking it during 
this period then we can use this information to arrive at a better estimate 
for the underlying probability of such a strike. Woo cites numerous 
“near-misses” in fields from maritime and air disasters to terrorism that 
can be used to make better predictions about rare kinds of catastrophe,41 
while other scholars have incorporated historical near misses into the 
study of nuclear  war.42

In principle, using historical data allows us to calculate our degree of 
 uncertainty via simple statistical techniques. Thus, many of the sources 
that utilise this approach provide ranges for the probability of the events 
that they study. However, care needs to be taken when combining 
 uncertain statistics in toy models, since merely multiplying  uncertainty 
ranges will overstate  uncertainty as the coincidence of multiple outliers 
can be expected to be rarer than any individual outlier. Furthermore, 
because the  modelling approaches we discuss make assumptions about 
the distribution of the underlying phenomena from which the data has 
been sampled, they are  vulnerable to abnormal (or even discontinuous) 
changes in these phenomena. For instance, Fouchier points out that 
when using historical data about biosecurity, one must account for 
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generally increasing safety standards. Similarly, Manhiem notes that 
the likelihood of Global Catastrophic Biological Risks might be higher 
than historical evidence implies because of contemporary global travel, 
high  population densities in megacities, and closer contact with animal 
populations due to factory-farms.43 Therefore, simplistic frequentist 
approaches may underestimate the appropriate level of  uncertainty. 

Despite its simplicity and popularity, we believe that toy  modelling 
of  existential risk has serious shortcomings. We rate these methods 
Low for  rigour,  uncertainty and  utility, while once again noting their 
often underutilised potential to quantify and estimate  uncertainty. 
Indeed, the  utility of this approach appears to be highest in cases where 
assessors are overconfident, both regarding the  uncertainty surrounding 
their predictions and the objectivity of the historical record, which is 
potentially dangerous. We do however rate this method highly in terms 
of its  accessibility and the opportunities it provides for researchers 
to bring existing evidence to the study of  existential risk. We see this 
approach as having limited appeal for quantifying  existential risk as the 
field matures, though it may still play a useful role in stimulating further 
research and in producing estimates that can be taken as “objective” — 
priors for further  Bayesian analysis. 

3.2 Fault trees and Bayesian networks

A more sophisticated  modelling technique for studying  existential risk 
involves  fault trees. Originally developed to model the emergence of 
system failures in safety engineering, they have now been widely applied 
in  risk analysis. Fault tree models use Boolean algebra to map out in a 
logic tree, using “and” and “or” gates, how a system failure could arise. 
Branching backwards from overall system failure at the tree’s top, we first 
write the ways failure could happen as different nodes and then branch 
further backwards with how this node could fail and so on. If possible, a 
probability of failure is assigned to each node and then one can sum or 
multiply probabilities, depending on the Boolean  nature of each gate, to 
give the overall probability of system failure. Importantly,  fault trees can 
also clearly reveal preventative steps that could be taken. This technique 
has been used to study risks from nuclear war44 and AI safety.45



 2336. An Analysis and Evaluation of Methods

 Bayesian networks are an extension of  fault trees and present great 
promise for existential risk analysis.46 Although the power of Bayesian 
networks is also rooted in its graphical representation of the possible 
failure under study, the nodes now represent random variables, and 
it is the edges between these nodes that are quantified. These edges 
are directed from parent to child nodes, and every node comes with a 
conditional probability table to provide the causal probabilistic strengths 
for the edges between connected nodes. As with  fault trees, a Bayesian 
network is first drawn by working backwards from a failure  state (or any 
other outcome one wishes to study) through the conditions that might 
lead to this  state. However, unlike  fault trees, Bayesian networks can 
handle dependencies between different parts of the system and so all 
conditions can be factored into one’s analysis, including those that are 
only rarely important. This can make it easier to incorporate information 
from near-misses and other tenuous sources whilst still being rooted in 
observed system behaviour. Once a network has been created, Bayes’ 
rule can determine the final expected occurrence probability of each 
node in this network, including that of the final outcome, and this can 
be calculated dynamically and updated continuously to take account of 
additional information. 

Khakzad et al. show that  fault trees are less suitable for  modelling 
 complex systems because Bayesian networks are far superior at 
handling dependencies between different parts of the system, common 
cause failures, and uncertainty.47 Also, Bobbio et al. demonstrated 
that every   fault tree has a corresponding Bayesian network and so the 
methodology is proven to be generalisable.48 However, when evidence is 
sparse, the results from Bayesian networks can be significantly affected 
by the modeller’s choice of prior probabilities.  Bayesian network analysis 
has not yet been used to study  existential risk directly; however, it has 
been applied to a variety of  catastrophe models — for instance, Li et 
al. demonstrated how  Bayesian networks can assess catastrophic risks 
under uncertainty by modelling catastrophic flooding in China.49 Both 
 fault trees and Bayesian networks improve on simpler toy models as they 
can manage more  complex system dynamics whilst handling a greater 
range of data and inputs. We rate both approaches as Medium for  utility 
but note their particular value in providing insights that can be used 
to study risk mitigation by  modelling how changes in components of a 
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system affect its probability of failure. To be useful, the model must be 
a sufficiently faithful and detailed representation to capture accurately 
the effect of individual policies or interventions. It is possible that if the 
model fails on either of these, then it may simply lead decision-makers 
astray and give them false confidence. This is reflected in our higher 
degree of  uncertainty about this particular classification.

Bayesian networks outperform  fault trees in terms of both  rigour 
(High/Medium compared to Medium) and  uncertainty (High compared 
to Low), performing especially well in relation to the quantification 
of  uncertainty. However,  fault trees outperform Bayesian networks in 
terms of  accessibility (Medium compared to Low), a category in which 
neither method performs well as both require significant  modelling 
skills and domain knowledge. Fault tree analysis requires considerable 
familiarity with the underlying system to understand the processes 
that may lead to it failing.  Bayesian networks require an even greater 
degree of familiarity as the assessor must provide probabilities for all 
the conditional relationships that may play a role in determining an 
outcome.

3.3 Adapting and applying existing models

Some researchers, usually from outside the Existential Risk Studies 
community, have also adapted existing models to study globally 
catastrophic and existential threats. These include using models of 
pandemic influenza to assess the likelihood and impact of a “modern 
Spanish flu”,50 adapting IPCC climate models to assess the probability 
of catastrophic climate change51 and using astronomical models of 
near-Earth objects to assess the likelihood of asteroid impacts.52 Other 
authors infer from existing estimates of the  uncertainty in models what 
the possibility of more severe impacts might be, including: Wagner and 
Weitzmann for catastrophic climate change53 and Atkinson et al. for 
near asteroid impacts.54 Finally, some identify parameters where they 
believe the model is mistaken and use this as a justification to “correct” 
the final output, as Dunlop and Spratt55 and King et al. do for the IPCC’s 
predictions about  climate change.56

In theory, these approaches can build on the underlying  rigour and 
 utility of the model being used; however, this depends significantly on 
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the validity of their adaptation or application. Most models, including 
the IPCC’s, are not designed to assess catastrophic risks specifically, 
so catastrophic outcomes will be outliers. This provokes debate about 
whether these outcomes should be treated with genuine concern or can 
be dismissed as model failures.57 Modifications must only be made by 
those with significant skills and a deep understanding of the model’s 
functionality to adapt them in ways that will preserve their virtues. 
This may explain why the most comprehensive efforts to do this come 
from scholars like Ramanathan and Madhav who are outside of the 
Existential Risk Studies community, which, in turn, may mean that these 
researchers understand less about the  nature of such risk.

Despite their very low levels of  accessibility, well-executed 
applications of sophisticated  modelling techniques represent a desirable 
next step in the study of Existential Risk and we rate them highly in 
terms of  rigour,  uncertainty and  utility. However, we are sceptical of 
attempts to replicate the success of high profile existing models with 
fewer resources, by making less considered model adjustments or 
making concrete predictions based solely upon their current levels of 
 uncertainty and suggest that this approach should be adopted cautiously 
and only by better resourced groups within the Existential Risk Studies 
community.

4. Subjective Approaches

Of the 66 sources in our literature review, 45% relied, at least in part, on 
the subjective opinion of the author or others, without direct reference 
to specific models, data or analytical arguments. This included all the 
sources that discussed the potential threat from Artificial Intelligence, 
which many  existential risk scholars believe to be the most significant. 
This is unsurprising given the difficulties that other methods face, and 
the use of subjective expert opinion is a well-established and successful 
means for handling uncertainty in many other scientific fields.58 
However, not all subjective opinion should be treated equally and, in 
the next two sections, we will consider different approaches.
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4.1 Individual judgements

At one end of the spectrum are individual opinions given without 
reference to clear reasoning. Examples include Rees59 and Stern,60 who 
both consider the overall probability of human  extinction, one for a 
“scientists’ warning” and the other to determine the correct social 
discount rate.  Bostrom provides a similar judgement, although this 
appears to be based on updating a prior belief derived from analytical 
arguments, to account for “the balance of evidence”.61 Halstead62 and 
Chapman63 both present a considerable degree of evidence and 
argumentation before offering subjective conclusions about the threat of 
 climate change and  asteroid impacts, but without any specific method 
to connect the two. At best these estimates represent what Tonn and 
Stiefal refer to as “ holistic probability assessments”, in which “the 
individual probability assessor estimates the holistic  extinction risk 
through informed reflection and contemplation”.64

A more sophisticated approach to subjective opinion formation is 
for probability assessors to break down any risk into a set of mutually 
exclusive threats and then classify the danger posed by each of these 
and the probability of their occurrence (together with the likelihood 
that they would pose an  existential risk). Tonn and Stiefel refer to this as 
the “ whole evidence  Bayesian approach”. This encourages a systematic 
way of estimating probabilities and is useful to anyone reviewing such 
an assessment as it makes it easy to update predictions in the light of 
new evidence or different reasoning.65

Another approach is what Tonn and Stiefel refer to as “Evidential 
Reasoning”. This involves specifying the effect every piece of evidence 
has on one’s beliefs about the survival of humanity. Importantly, these 
probabilities should only reflect the change that this evidence makes, not 
one’s initial prior beliefs, allowing others to assess them independently. 
As such, they will only be “imprecise probabilities” that describe a small 
portion of the overall probability space, where the contribution each 
piece of evidence makes to one’s belief and its complement need not sum 
to 1. For instance, one might reason that evidence about the adaptability 
of humans to environmental changes suggests a 30% probability that 
we will survive the next 1,000 years, but only a 10% probability that we 
will not.66 Combination functions can then be used to aggregate these 



 2376. An Analysis and Evaluation of Methods

imprecise probabilities to return the overall probability of  extinction 
within this period. This method not only helps assessors determine 
the probability of  extinction, but also provides others with information 
about the sources of evidence that contributed to this decision and the 
opportunity to determine how additional information might affect this.

A final method listed by Tonn and Stiefel draws on the technique, 
common amongst futurists, of anchoring assessments in scenario-based 
considerations of what it would take to bring humanity to  extinction. 
Assessors envisage a possible human  extinction scenario and then 
consider how indicative this scenario is of both the space of all possible 
future scenarios and the space of those in which humanity goes  extinct. 
This exercise is repeated until the assessor judges that they have 
exhausted all, or at least a substantial portion, of the human  extinction 
scenario space. They can then estimate what proportion of future 
scenarios involve human  extinction, and by extension how likely this is. 
Advantageously, this focuses on the end result, human  extinction, rather 
than on the processes by which this might be brought about, although 
the use of scenarios is sometimes frowned upon in other communities. 
Despite the fact that these three techniques consist of little more than 
clearly setting out one’s assumptions and reasoning process for others to 
follow, none of them has so far been implemented well in the literature 
on Existential Risk.

It has been shown that, with only a few hours of basic level 
training using freely available tools, most people can be  calibrated to 
give reliable estimates of their level of  uncertainty for their subjective 
opinions based on their current state of knowledge.67 Despite this, few 
who have conducted subjective probability assessments have indicated 
that they have undertaken any such  calibration or to  state their degree of 
 uncertainty. Instead, experts have tended to hedge their bets merely by 
couching otherwise precise estimates in vague language. Furthermore, 
individuals routinely suffer from overconfidence and confirmation 
bias in their subjective estimates, and when individuals have their 
name attached to a figure, such biases become especially problematic. 
Eliezer Yudkowksy discusses the relevance of cognitive biases affecting 
the judgement of Global Catastrophic Risk including the availability 
heuristic, hindsight bias, conjunction fallacy, scope neglect and 
overconfidence.68
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The popularity of individual subjective opinion is probably because 
they are especially easy for researchers to apply and are often offered as 
the basis for further discussion and inquiry in the future. Such estimates 
can also be well received by media and policymakers alike, especially 
when they can be linked to a high-profile academic of celebrity and 
hence become associated with that individual’s perceived authority, 
potentially enhancing their  utility. Indeed, it often appears easier to get 
people to agree with the single judgement of a known individual than a 
collective judgement which combines information from that individual 
with others. 

The quality of individual subjective opinion thus depends on both 
the person providing the estimation and where suitable techniques are 
used to present and clarify their reasoning and assumptions. We rate this 
approach as Low/Medium for  rigour. Despite the fact that this kind of 
estimate is well received we rate its  utility as Low, reflecting its generally 
narrow focus and lack of credibility within scientific communities. 
We also rate it as Very Low for  uncertainty, in particular due to its 
weaknesses in overcoming bias. However, we rate this method as high 
in terms of  accessibility, which probably helps to explain its relative 
popularity in this field. The kind of robust approaches to clarify one’s 
thinking would hardly detract from this high level of  accessibility, and 
indeed may make it even easier for assessors to reach a final judgement, 
so it is disappointing to see them so little used. 

4.2 Aggregating expert opinion

Another way of seeking to improve on individual subjective opinions 
is to pool together the judgements of multiple people to account for 
a more  diverse range of perspectives. There are two reasons why this 
could improve the quality of judgements.

The first of these relates to the “ wisdom of crowds”69 which provides 
an epistemic justification for the aggregation of large numbers of 
individual opinions to determine the truth of some proposition. It 
relies upon the assumption that individuals receive some kind of signal 
pointing to the truth or falsity of that proposition, and that as a result, 
they are slightly more likely to judge correctly than incorrectly. The 
theory then  states that, so long as individuals are making independent 
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judgements, adding more will increase the probability that the group’s 
median judgement will tend towards the correct one. The distribution 
of judgements across the group will effectively cancel out the noise that 
leads to some incorrect individual judgements and amplify the correct 
signal.

The second is that whilst individual judgements will be affected by 
multiple biases, when aggregated over many people, these biases may 
average out, improving collective judgement’s accuracy. However, this 
can also be counterproductive as biases are often shared across large 
groups, or even reinforced by groupthink and the sense that one may 
be judged by biased peers. This violates the independence of individual 
judgements and can lead to the predictive power of a group decreasing 
with its size (Fujisaki et al., 2018). Partly as a response to this, some 
studies have suggested that aggregation methods that give more weight 
to outlying opinions outperform straightforward averaging approaches.70

In this section, we will limit ourselves to discussing approaches 
which simply average expert judgements, whilst in the next section, we 
will turn to more structured and  deliberative approaches. 

Simple aggregation is the dominant method for making predictions 
about the existential risk from Artificial Intelligence,71 but has also been 
applied to the prediction of nuclear wars72 and to quantifying existential 
risk in general.73 These surveys vary considerably in quality and size, 
with many showing little concern for the  diversity of participants, the 
statistical  rigour of their analysis or  uncertainty quantification (the 
honourable exception being Grace et al.).74 Most surveys take the median 
response as their prediction, but Turchin argues that this is sometimes 
not optimal for existential risk.75 For AI safety, instead of using the 
median estimate of  AGI creation for risk assessments, we should be 
concentrating on the earliest possible time of  AGI creation and define a 
“minimum acceptable level of  AI risk”.

Those who have adopted this approach often acknowledge its 
limitations. For example,  Sandberg and  Bostrom  state that “these 
results should be taken with a grain of salt. […] There are likely to be 
many cognitive biases that affect the result, such as unpacking bias 
and the availability heuristic as well as old-fashioned optimism and 
pessimism”.76 Judgement independence is hard to ensure as surveys are 
often completed at conferences and so it is difficult to guarantee that 
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individual judgements are not influenced by others. Remote participation 
via an anonymous platform may offer a partial solution to this 
problem. However, given how close-knit many academic and technical 
communities are, this still may not secure judgement independence. 
Finally, although aggregation may improve judgements, it has the effect 
of making them less well behaved. For instance, if one seeks the median 
estimate from a group about the probability of  superintelligence being 
developed and the probability of  superintelligence leading to human 
 extinction and then combines these figures, this can differ substantially 
from the median group prediction that humanity will go  extinct from 
 superintelligence. 

The aggregation of expert opinion has the potential to improve upon 
individual judgements regarding their  rigour and ability to handle 
 uncertainty; however, in practice, this opportunity is, once again, often 
not taken. This may reflect the fact that extensive, well designed surveys 
are still out of reach of many small research groups and that people 
seem to respond equally well, if not better, to overconfident survey 
results from a small pool of “experts” than to extensive well-designed 
surveys that express an appropriate degree of  uncertainty. We rate this 
approach as Medium for  rigour, Low for  uncertainty and  utility, and 
Medium, both with a reduced level of confidence, for  accessibility (due 
to disagreements about the amount of time it takes to conduct surveys 
in a “reasonable” way).

5. Structured and Deliberative Approaches

The final family of approaches we discuss also use subjective opinion, 
but seek to combine multiple opinions in more structured ways than 
simple aggregation. A variety of such methods have been developed 
by scientists and  foresight specialists to aid decision-making under 
 uncertainty, although so far these have been sparsely used in quantifying 
 existential risk. Some of the techniques we describe form part of 
proprietary  foresight tools such as the Delphi Technique (developed 
by RAND) and Superforecasting (developed by the  Good Judgement 
Project); however, these can be disaggregated into their constituent 
parts for the purposes of discussion.
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5.1 Weighted aggregation

The first of these approaches weights opinions differently in the 
aggregation based on an assessment of each individual opinion’s value. 
For instance, Roger Cooke’s “classical” approach to  expert elicitation 
gives greater weight to subjective opinion based upon experts’ 
performance on a series of  calibration questions that ask them to predict 
things that are either known or that can easily be determined.77 An 
expert who more often gets closer to the truth has a larger weight in the 
overall aggregation of judgments. This approach’s prediction accuracy 
has been shown in multiple studies to outperform simple aggregation.78

However, this method is not well suited to predicting  existential risk 
as the experts’ competency at predicting catastrophic and  existential 
risk cannot be  calibrated due to their unprecedented  nature. It might 
be possible to test experts’ putative accuracy through their success at 
predicting more common and nearer term future events; someone’s 
success at predicting short-term  AI milestones could reflect the strength 
of their predictions about the long-term future of  AI. However, there is 
no obvious means for assessing how success at predicting short-term 
and long-term trends are related.

An alternative means of weighing individual judgements is via peer 
ratings of respect and reliability. Theoretically, this avoids the problem 
of needing to  calibrate individual predictors based on past performance 
and could help individuals assess their own beliefs by considering 
their credence in the beliefs of their peers. However, such weights are 
often of little, if any, meaning, especially in the context of  existential 
risk.79 Weightings can also be generated by repeatedly sampling experts’ 
predictions and weighting those who gave more consistent answers 
more strongly than those whose answers varied, potentially indicating 
a lack of evidence-based judgement. For instance, Bamber and Aspinall 
asked for the same estimate from experts two years apart and those 
resampled were forbidden from referring to their first estimate to test the 
stability of individual judgements in determining the risk of a future sea 
level rise due to climate change.80 However, this approach is problematic 
because it would be hard to distinguish between estimates that varied 
over time because of the randomness arising from a lack of evidence and 
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those which changed because the estimators were successfully updating 
their predictions to take account of additional information.

The final method of weighting that we consider was developed by 
the  Good Judgement Project on the basis that empirical studies indicate 
that some individuals (who the project terms “ superforecasters”) are 
substantially better at making predictions about the future than others. 
The project selected over 2,000 individuals and tasked them with 
assessing the likelihood of various world events. It found a considerable 
degree of variance amongst participants, with some individuals 
performing consistently well regardless of the kind of prediction they 
were being asked to make. Furthermore, it found that individuals who 
performed consistently highly in making accurate predictions were 
able to outperform even domain experts and professional intelligence 
operators. Philip Tetlock, the project’s leader, concluded that these 
individuals had particular psychological traits that led them to make 
more accurate predictions, including caution about the strength of 
their beliefs, humility about the extent to which complex processes 
can be simplified, curiosity about the facts of a case, valuing  diverse 
views and opinions and a belief in the possibility of self-improvement.81 
However, rather than assessing these psychological traits directly, the 
key to identifying  superforecasters has been to keep track of individual 
performances at making predictions, including people’s ability to 
update these in order to account for new information. This was done 
by assigning a “ Brier score” to each  superforecaster, an assessment of 
how close their predictions came to actual events.82 The project found 
that the most accurate predictions were produced from an aggregation 
of participants’ predictions, but those with the highest Brier scores were 
weighted more strongly. However, it is worth noting that the success of 
these  superforecasters was found to diminish significantly when they 
were asked to make predictions more than 12 months ahead. At present 
it is unclear whether this reflects a limitation of  superforecasters’ abilities 
or a general problem with making longer term predictions.

While some evaluators rated these methods slightly more favourably 
our overall evaluation of them is no better than Aggregated Opinion 
Surveys for any category but low for  accessibility. Given this, it is hardly 
surprising that such techniques have not been used in the assessment of 
 existential risk thus far.
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5.2 Enhanced solicitation

Another approach to structured  expert elicitation is to seek to improve, 
rather than simply measure, the quality of experts’ predictions. Broadly 
speaking, this can be performed prior to solicitations being made, at the 
point of solicitation or between solicitation and a final judgment being 
produced.

Pre-solicitation methods of improving the quality of expert judgement 
focus on training and method selection. We have mentioned a variety 
of such approaches already in Section 4.1, including  calibration of 
 uncertainty and the use of formal methods like  evidential reasoning and 
 holistic probability assessments. However, some methods specifically 
focus on prediction as a structured group activity and these are worth 
noting here. For instance, the  Good Judgement Project found that both 
natural  superforecasters and those who did not share their psychological 
traits were able to learn and develop them over time to greatly improve 
the accuracy of their predictions when they went through a process of 
probability training, teaming and tracking. Probability training helped 
correct cognitive biases, teaming allowed for the sharing of information 
and the public justification of why a probability was given, and tracking 
encouraged participants to outperform their previous track record 
and helped develop stronger teams of peers who could learn from one 
another.83

However, it is worth nothing that a large amount of time and resources 
go into selecting super- forecasting teams. The  Good Judgement Project 
spent four years assembling their elite  superforecasting team. It is 
difficult to imagine that such teams could be rolled out more extensively. 
Nevertheless, the approach itself is quite simple, and several people 
in the Existential Risk Studies community have attempted to adapt 
elements of it into their work. For example, just one hour of training in 
probabilistic reasoning noticeably improved  forecasting accuracy.84

Whilst no  superforecasters have attempted to predict the 
possibility of Human Extinction; the organisation Open Philanthropy 
commissioned a team of super-forecasters to predict the probability of a 
nuclear war.85 Lessons from this approach could be incorporated by the 
Existential Risk Studies community in one of two ways. Firstly, it might 
be possible to train those who make Existential Risk predictions with 
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the  superforecasters’ techniques. Secondly, applying more resources 
could motivate existing super- forecasting teams to make more relevant 
predictions of  existential risk. Both will take considerable work, and it 
remains unclear how successful they will be. 

Efforts to improve the quality of probability estimates at the point of 
solicitation focus on what questions are asked and how the person soliciting 
expert opinions engages with them. In a recent, albeit unpublished, 
solicitation of expert judgements of the probability of a Global Catastrophic 
Biological Risk, David Manheim used a variety of such approaches to 
solicit better quality information from experts in infectious disease.86 He 
found that these experts were both poorly versed in probabilistic thinking 
and liable to reject the notion of a global catastrophic biological risk (in 
this case “a natural infectious disease that kills 1 billion people”); they 
disputed whether this could ever happen. However, Manheim proceeded 
to explain to these experts that other natural events could have catastrophic 
effects and challenged them to provide a fundamental reason why such 
an event was impossible within the infectious disease domain. By then, 
engaging the experts in scenario-based thinking about what properties 
such a disease would need to have, Manheim was able to solicit useful 
information with a reasonable degree of consensus between the experts. 
Only one expert continued to claim such an outcome was utterly 
impossible, but they now justified this claim, stating that this was a result 
of their belief that public health responses would always be sufficient to 
prevent such a pandemic. The experts remained unwilling to be quoted 
because they perceived a significant reputation risks in even discussing 
these extreme events. Post-solicitation methods focus on deliberation 
between experts, creating opportunities for experts to offer updated 
predictions or sometimes requiring them to adjust their judgements to 
move towards a consensus opinion. The most famous result is the so-called 
“ Delphi technique” developed by RAND in the 1950s. This can be applied 
to a variety of  foresight and horizon-scanning activities and uses a panel 
of experts who are asked to respond to a series of questions across two 
or more rounds. After each round, a facilitator provides an anonymised 
summary of the results, along with the reasons each expert provided for 
their answers. Extreme outliers must substantiate their position. Experts 
can then revise their judgements given the broader knowledge achieved 
through considering the responses of others leading, hopefully, to experts 
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converging on the “correct” judgement. Delphi studies have been conducted 
to provide quantitative assessments in many areas of  risk analysis, but 
the technique has not yet been used to provide quantitative estimates of 
 existential risk, although Wintle et al. apply it to identify key emerging 
risks related to biotechnology in the Existential Risk context. 87 Other forms 
of structured  expert elicitation that are related to, though not identical with, 
the  Delphi technique have been harnessed to assess existential and Global 
Catastrophic Risk. For instance, Pamlin and Armstrong88 used a complex 
multi-layered process of literature review,  deliberative workshops and 
individual subjective judgements to select and assess Global Catastrophic 
Risks, but without multiple rounds of estimation. Another approach that 
has recently been developed, in part by Existential Risk researchers, is 
the IDEA (Investigate, Discuss, Estimate and Aggregate) protocol.89 This 
drops the focus on seeking consensus and allows participants to discuss 
differences of opinion and defend probability estimates directly rather than 
responding to anonymised statements of reasons. The final independent 
estimates are given as anonymous submissions and then aggregated.

Whilst the  Delphi technique and its relations aim to remove personal 
bias from predictions, as with all survey methods there may still be bias 
in the selection of the experts that can potentially lead to self-fulfilling 
prophecies.90 Individual biases may influence people’s willingness to 
update their judgment in light of evidence from the group and thus 
disproportionately sway the overall groups’ findings. Moreover, some 
participants may wish to tailor their contributions to ensure that there is 
a concordant result, rather than rocking the boat with a contribution that 
throws the group further away in their estimate. Furthermore, the focus 
on consensus may be at the expense of cultural and other embedded 
differences in individuals’ perspectives on information.91 Finally, when 
the aggregation of expert opinion involves additional deliberation 
between experts, this can lead them to shift away from consensus and 
towards the most extreme views under discussion; individuals begin to 
cluster their identities around opposing positions, such as those defined 
along political or disciplinary lines.92

These techniques are relatively difficult to implement, requiring 
technical familiarity and the resources to convene a sufficient number 
of experts to implement them, but these barriers are lowering with time 
especially as the  Delphi technique has a long track record of use in a 
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variety of scientific and policy contexts. The fact that this approach can 
harness knowledge and expertise from across disciplinary backgrounds, 
requires individuals to substantiate judgements and encourages 
individuals to revise their first estimates in light of new information 
lends it a considerable degree of  rigour, at least relative to many other 
methods that we have looked at. Whilst potentially controversial, 
the results are easy to communicate and are given credibility by the 
structured process through which they are obtained.

Bamber and Aspinall noted that experts in their study were 
“exceedingly uncertain about the answer to [the] key question”.93 
They argue that whilst structured  expert elicitation can help to 
quantify uncertainties; it does not overcome them. Such high degrees 
of  uncertainty are often seen as prohibitive for quantitative research, 
and this may be part of why the Delphi Technique is often reserved for 
qualitative studies. However, we believe that this feature of the technique 
should be viewed in a very different light within the field of  existential 
risk, where confidence in predictions is often overstated. 

We believe that enhanced solicitation techniques have a significant 
underused potential to contribute to the quantification of  existential 
risk. They are more  rigorous, useful and able to handle  uncertainty 
than individual or aggregated subjective opinions, although they are 
also harder to implement. A particular attraction of these techniques is 
their ability to open up a broad range of knowledge and perspectives on 
risk and to guide experts in combining this into coherent judgements. 
We rate these methods as High/Medium for  rigour and Medium for 
 uncertainty and  utility, although we a higher degree of  uncertainty for 
all three categories. However, we rated these techniques as only Low for 
 accessibility due both to the time and expertise required to implement 
them well.

5.3 Prediction markets

Prediction markets function by providing a platform on which people 
can make trades based on their different assessments of the probability 
of an outcome or event. The more accurate any person is, the higher 
their payout. The price at which people are willing to make these trades 
depends on their probability assessments and their level of certainty 
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in these assessments. This incentivizes individuals to be as  rigorous 
and accurate as possible and allows for aggregation to take place over 
a potentially unlimited number of participants. The  prediction market 
Metaculus uses trades with in-platform credits allowing individuals 
to perform actions such as posing their own questions. It has set up a 
market to establish the probability of human extinction,94 although the 
market clearing price, which will represent its “final” prediction, will 
not be available until it closes in 2030. However, as Metaculus notes, 
this market, unlike its others, will not be able to pay out and users are 
therefore asked to make trades “in good faith” only. One proposal to 
overcome this barrier is to build the markets around trade in a resource 
that would help individuals survive a global  catastrophe, such as access 
to survival shelters.95

Lionel Page and Robert Clemen argue that  prediction markets 
are relatively well- calibrated when the time to expiration is relatively 
short, but that prices for the future are significantly biased.96 One might 
overcome this barrier by establishing markets for events that would be 
related to, but not necessarily cause, an Existential Risk. For instance, 
 prediction markets could be used to determine the probability that 
a large  asteroid will pass within lunar orbit, that at least one  nuclear 
weapon will be detonated by a  non- state actor or some other “near miss” 
event that would help us understand Existential Risk without implying 
that humanity would actually go  extinct.97 

As with all markets, individuals who have limited information may 
assume that the market is better informed than they are and therefore 
not bid away from the current market price. This can cause price 
biases, where it becomes entrenched and prevents markets fully taking 
account of changing conditions. Nevertheless,  prediction markets have 
proven success at making predictions even under situations of extreme 
 uncertainty, such as whether CERN will locate the Higgs boson.98

Prediction markets currently have a strong track record, and there is 
considerable interest in their use, both amongst experts and as a means 
of “democratising” decision making. However, there are significant 
barriers to their application for Existential Risk. If a suitable platform 
could be established where participants were shown to have a clear 
interest in the long term, and their returns were guaranteed against 
inflation and loss of investment potential, perhaps via a philanthropic 
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backer, then they might have an important part to play in assessing the 
probability of existential near misses. We rate  prediction markets Low 
for  uncertainty and  utility and Medium for  rigour and  accessibility.

6. Discussion and Recommendations

In this section, we discuss the relative value of each of the methods that 
we have described above and make some recommendations for how 
they should be applied, implemented and evaluated by the Existential 
Risk Studies community.

6.1 Comparing methodologies

There are many methods currently being used, or with potential to be 
used, to quantify Existential Risk. Each method comes with its advantages 
and disadvantages, which we summarise in the following table. 

Table 1: Comparing methods for quantifying existential risks.

Methodology Rigour Uncertainty Accessibility Utility Used for
Analytical 
Approaches

Very 
Low

Very Low High Very Low X-risk

Extrapolation 
and Toy 
Modelling

Low Low High Low Volcanoes, 
Pandemics, 
Nuclear, 
Space, 
Particle 
Physics, 
Asteroids

Fault Trees Medium Low Medium* Medium* Nuclear,  AI
 Bayesian 
Networks

High / 
Medium

High Low Medium* None

Adapting 
Large-Scale 
Models

High High Very Low High Pandemics, 
Climate, 
Asteroids

Individual 
Subjective 
Opinion

Low / 
Medium

Very Low High Low X-risk, 
Climate, 
Asteroids, 
Nuclear
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Methodology Rigour Uncertainty Accessibility Utility Used for
Aggregated 
Opinion 
Surveys

Medium Low Medium* Low  AI, 
Nuclear, 
X-risk

Weighted 
Aggregation

Low / 
Medium

Low Low Low None

Enhanced 
Solicitation

High / 
Medium

Medium* Low Medium* Pandemics, 
Nuclear, 
X-risk

Prediction 
Markets

Medium Low Medium* Low X-risk

There appear to be no standout “winners” from this analysis and every 
technique is rated Low on at least one criterion. The top scorers from 
our analysis as a whole are  Bayesian networks, adapting existing models 
and Enhanced Solicitation Techniques, all of which score Low or Very 
Low in terms of  accessibility. Of the more  accessible approaches Toy 
Modelling and Aggregated Opinion Surveys perform best.

Given this variety of methodological virtues, we conclude that 
method selection should be understood in context and that the suitability 
of a method to a researcher’s needs and circumstances is more important 
than its overall performance. At present, methodology choice seems to 
be strongly related to the  nature of the studied threat. Some methods 
may well lend themselves to specific threats, depending on whether they 
have already been modelled at the sub existential level or whether there 
is a past historical record on which to build one’s analysis. However, 
we feel that most of these methods could be applied far more widely 
and that more appropriate determinants of their use are the resources 
available to a team, whether the research is being undertaken for 
scientific or policy purposes and how findings are intended to be used.

Tonn and Stiefel go further and argue for giving the “results of all 
methods to a panel of experts to reflect upon before they are asked for 
holistic assessments”.99 However, that strikes us as potentially problematic 
because it leads to the homogenisation of quite  diverse methodological 
perspectives and the potential loss of insight and introduction of bias that 
this entails. Realistically, it also represents a further loss of  accessibility 
and therefore may put researchers off from conducting empirical studies 
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to begin with. Hence, we conclude that it would be better to encourage 
researchers to focus on the methods that are best suited to their particular 
context and let a thousand flowers bloom.

6.2 Structured and deliberative approaches 

We believe that the use of structured approaches, and especially enhanced 
solicitation techniques has been especially underdeveloped within the 
field of  existential risk research and that this deserves more attention. 
While processes like the  Delphi technique and  superforecasting are not 
unproblematic, they have developed a good reputation in many scientific 
circles for being well suited to both interdisciplinary research and 
making judgements under  uncertainty, two of the greatest challenges 
facing  existential risk quantification.

In particular, two areas strike us as prime candidates for employing 
such techniques. Firstly, given the lack of a transparent methodology 
for establishing probabilities in the Pamlin and Armstrong report,100 
the Delphi or IDEAs technique may be an appropriate tool should the 
Global Challenges Foundation seek to update this research. Secondly, 
given the prevalence of unstructured surveys in the analysis of Artificial 
Intelligence as an existential threat, we believe that a more structured 
approach to combining expert opinions in this area would be valuable 
in providing a more  rigorous perspective on a controversial subject. 

6.3 Improving methodologies

Beyond this, however, our study serves to highlight the significant 
 diversity in approaches to the implementation of these methods. There 
are examples of both good and bad practice in the literature at present 
and, regrettably, it is not always the good practice that is driving out 
the bad in the marketplace of ideas. In particular, many of the methods 
we considered allow researchers to objectively set out their reasoning 
process for others to critique and potentially update in light of new 
evidence and most have techniques for assessing and reporting degrees 
of  uncertainty in a judgement. However, in very many cases such 
opportunities were not taken or were merely paid lip service despite 
requiring little, if any, additional effort.
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The main reasons for not taking advantage of such opportunities 
are reputational. If one expresses  uncertainty, then others are likely to 
see your judgements as less credible, and if one clearly sets out one’s 
reasoning process, then others may see it as mistaken. These are not good 
reasons for bad science, and even if there is some argument to be made 
for simplification in public-facing communication, clear statements of 
methodology and  uncertainty should be produced for the Existential 
Risk Studies community. 

A good example is set by the IPCC who make use of a clear  uncertainty 
framework in their reports. This combines probability judgments and 
confidence judgements, with separate terms used to describe each. For 
instance, terms such as “likely” present a probability judgment, whilst 
terms like “confident” are used to present degrees of certainty. According 
to the IPCC, authors guidance notes: “A level of confidence provides a 
qualitative synthesis of an author team’s judgment about the validity of 
a finding; it integrates the evaluation of evidence and agreement in one 
metric.”101 A potential strength of this approach is that it can be sensitive 
to particular limitations within a domain, such as the availability of 
evidence, the level of disagreement about how to interpret that evidence, 
the robustness of models and methods that are currently used to evaluate 
it and the overall level of consensus that has been achieved. 

Other good examples tend to be set by studies that come out of 
the “hard” sciences, including those relating to pandemics and space 
weather, or those that are embedded in  risk analysis, such as the work 
of Anthony Barrett and Seth Baum on nuclear  war. However, in each 
of these domains, there remain examples of bad, or even discredited, 
science that are still repeated by Existential Risk researchers, both in 
public-facing work and academic papers.

Conclusion

Despite the challenges involved, the quantification of  existential risk 
seems highly likely to continue as a prominent strand of research in 
this area, for risk communication, research prioritisation and policy 
formation. We believe, however, that it is time that researchers in this 
field became more aware of how they can, and should, go about this 
process. There are a wide variety of methods that have been tried thus 
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far, and none of these is definitively best, each having both merits and 
challenges. More importantly though, any of these approaches can be 
implemented well or badly and the mere fact that a certain probability 
assessment has been produced does not mean it is worthy of reproduction 
or  inclusion in further analysis. 

This is basic science and common sense. However, it is arguable that 
within the nascent field of  existential risk research people have been 
insufficiently discriminating in this regard. This is not only problematic 
in that it risks using worse results when better ones are available; it also 
holds back the development of the field by failing to stimulate scholars 
to improve the quality of assessments that they produce.

 (In the references that follow, bracketed mentions of ‘source x’ refer to 
the accompanying literature review contained in the online appendice, 
which is available at https://www.sciencedirect.com/science/article/
abs/pii/S0016328719303313#sec0115)

https://www.sciencedirect.com/science/article/abs/pii/
S0016328719303313#sec0115
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Highlights:

• Horizon scanning involves crowdsourcing information and 
drawing on communities of practice to sort, verify and analyse 
that information in order to look for early indications of poorly 
recognised threats and opportunities.  

• “Exploratory”  horizon scanning identifies novel issues by 
searching for the first signals of change, while “issue-centred” 
scanning monitors issues that have already been identified by 
searching for additional signals to confirm their emergence.

• The chapter assesses a range of horizon-scanning approaches 
and implementations, both manual and semi-automated, 
in relation to scope selection, input gathering, data sorting, 
cataloguing and clustering, result analysis and prioritisation, 
output utilisation, and process evaluation.

• If using manual approaches, structured methods are essential 
to mitigate biases that human horizon scanners are prone to. 
Manual approaches can be further improved by making the 
search for issues systematic. Semi-automated tools and AI will 
increasingly enable searches uninfluenced by the biases of the 
manual searcher.
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• Horizon scanning is most effective as an aid to policy-making 
when it is incorporated by organisations and decision-makers 
into the policy design process. There are a range of frameworks 
that can help translate scanning outputs into policy, such as 
road mapping.

 This chapter surveys the development of  horizon scanning within 
the conservation research community and its spread to other fields, 
including Existential Risk Studies. Since 2017,  CSER has produced a 
range of horizon scans using some of the techniques described here and 
our researchers continue to work on developing them. Examples of the 
research undertaken within the field are discussed in more detail in 
Chapters 15 and 16 of this volume. 

1. Introduction 

Conservationists have long had to deal with a number of prominent, 
recurring issues, such as habitat loss and fragmentation, pollution, 
invasive species and wildlife harvesting, to name a few. On top of 
these well-known challenges, others have emerged. Over the last half 
century, these have included the impact of halogenated pesticides and 
defoliants, acid rain from coal-fired electricity generation, ecological 
impacts of biofuel production and atmospheric releases of ozone-
depleting chemicals. In more recent times, concerns have emerged 
around microplastics and exploitation of the Arctic, although some 
changes also bring opportunities for conservation, such as using 
mobile phones to collect data. New and emerging issues tend to make 
policy and practice more difficult. They add to an already challenging 
agenda, and often require a response when knowledge of the problem 
is limited.

Emerging from the relatively new field of “futures” studies, 
 horizon scanning is still developing as a method. By crowdsourcing 
information and drawing on communities of practice to sort, verify 
and analyse that information,  horizon scanning offers an efficient 
way to look for early indications of poorly recognised threats and 
opportunities.1 It aims to minimise surprises by foreseeing these 
threats and opportunities, enabling policy-makers and researchers 
to respond quickly to developing problems. Horizon scanning is an 



 2617. Scanning Horizons in Research, Policy and Practice

approach primarily used to retrieve, sort and organise information 
from different sectors that is relevant to the question at hand, in a 
similar process to intelligence gathering. It can also include varying 
degrees of analysis, interpretation and prioritisation, but deciding 
which issues to act on, and how to act on them, typically takes 
place after the  horizon scanning, and is assisted by other “futures” 
tools, such as visioning, causal layered analysis, scenario planning 
and backcasting.2 Recent frameworks have also been developed to 
link different futures tools, such as  horizon scanning and scenario 
planning, together.3

Horizon-scanning outputs come in a wide range of forms. Some 
broadly describe a single trend that cuts across different parts of society, 
such as the rise of  big data, or the future of a general area of interest, 
such as “Environmental Sustainability and Competitiveness”.4 These 
outputs are usually  aligned with more general  foresight programmes. 
Other exercises look at a set of more specific potential threats, such as 
invasive species that may arrive in the UK and threaten biodiversity,5 and 
compare them in an approach similar to risk assessment. For the last 10 
years, conservation scientists have run annual horizon scans to identify 
emerging issues with the potential to impact global conservation.6 A 
similar approach has also been used to identify important scientific 
questions that, if answered, would help guide conservation practice and 
policy.7

As with any policy advisory work, there is always a risk that useful 
information is gathered but not followed up, as decisions are often 
driven by other, usually non-scientific, factors. This risk may be higher 
with unsolicited scans (grassroots scans produced by a community 
of practitioners, researchers or academics) rather than solicited scans 
(called for by policy- and decision-makers). It can be unclear where 
the responsibility lies for integrating outputs into policy-making, and 
uptake depends on the organisational culture at the time.8 Schultz 
pointed to a conceptual contradiction between evidence-based 
policy and  horizon scanning, where the latter searches for issues 
that may not be fully supported by a definitive body of evidence.9 
A more optimistic perspective is that  horizon scanning needs to be 
embedded in a broader strategic  foresight framework, to increase the 
likelihood that findings are translated into practice.10 As mentioned 
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above,  horizon scanning identifies emerging and novel threats and 
opportunities as a first step, but other  foresight tools serve different 
purposes along the pathway to adopting appropriate policy. These 
other  foresight tools are not explicitly covered in this chapter, but 
we provide an example, The Antarctic Science Scan and Roadmap 
Challenges Exercise, of a hybrid  horizon scanning activity where an 
accompanying road map was also produced to outline actionable 
recommendations (Box 2).

In this chapter, we introduce both general and specific approaches 
to  horizon scanning, outline some ways of achieving and measuring 
impact, and explore how  horizon scanning may evolve in the future.

2. Approaches to Horizon Scanning

 Figure 1: General framework for  horizon scanning, reflecting the key steps in 
the procedure (ovals), inputs and products (rounded rectangles), key outputs 
(rectangles), actors and end users (triangles), and activities and methods 

(floating text). Process adapted from Amanatidou et al.11

“Exploratory  horizon scanning” identifies novel issues by searching 
for the first “signals” of change across a wide range of sources (such 
as an early scientific paper describing a potentially impactful new 
 technology). “Issue-centred scanning” monitors issues that have 
already been identified by searching for additional signals that confirm 
or deny that the issue is truly emerging.12 Signals can be organised into 
clusters (multiple pieces of information) that can either contribute to 
the evidence base around pre-identified issues, or form a long list of 
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novel issues that are potentially emerging (Figure 1). The long list of 
issues can be further analysed and prioritised into a shortlist using 
methods detailed below. Some  horizon scanning exercises take further 
steps to make the output more useful for the end user—for example, 
by assessing the policy relevance of the issues or the feasibility of 
addressing them, and by identifying those that warrant ongoing 
monitoring.13

There is a range of different ways to carry out  horizon scanning; we 
introduce the main stages and provide some specific examples in the 
boxed texts and Table 1. Because our definition of  horizon scanning 
concentrates largely on information retrieval, sorting and, to some 
extent, analysis and prioritisation, we focus here on methods that 
facilitate these activities.

 Table 1: Approaches to  horizon scanning (some activities and examples 
overlap)

Approach Examples
Manual search of an invited 
expert group with Delphi-
style prioritisation

Global conservation,14 Antarctic science,15 
 bioengineering,16 Mediterranean 
conservation17

Manual search of a large 
crowd-sourced group (open 
call) with Delphi-style 
prioritisation (invited)

Future of the Illegal Wildlife Trade18

Automated open-source 
search and manual analysis/
prioritisation (usually by a 
community of experts)

IBIS,19 Global Disease Detection Program 
(Centers for Disease Control and 
Prevention, www.cdc.gov/globalhealth/
healthprotection/gdd/index.html), 
HealthMap (www.healthmap.org/en/), 
ProMed (www.promedmail.org/)

Advanced text analytics to 
identify emerging issues and 
research areas (e.g. sentiment 
analysis,  machine learning)

FUSE Program (www.iarpa.gov/index.php/
research-programs/fuse), Meta (https://
meta.org/), X risk database (terra.cser.ac.uk)

Manual searches within an 
organisation (by employees, 
interns or volunteers), results 
tagged and catalogued in a 
database

US Forest Service,20 UK Department for 
Environment, Food and Rural Affairs21
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Approach Examples
Comprehensive programme 
including scanning, sentiment 
analysis, scenario planning; 
manual and  automated)

Singapore’s Centre for Strategic Futures 
(www.csf.gov.sg/), partnered with the 
Risk Assessment and Horizon Scanning 
Programme Office

Expert opinion (voting, 
survey)

Global Risks Report 201922

Regular meeting of a cross-
disciplinary horizon-scanning 
group to discuss emerging 
issues and build database

Australasian Joint Agencies Scanning 
Network (www.ajasn.com.au/), Human 
Animal Infections and Risk Surveillance 
group (www.gov.uk/government/
collections/human-animal-infections-
and-risk-surveillance-group-hairs#risk-
assessments-and-process)

2.1. Scoping

Like any major project, horizon scans need to be scoped and clear 
guidelines developed to assist scanners. A comprehensive scoping 
exercise addresses the following questions.

• What is the guiding question that defines what you want to 
know?

• How broadly or narrowly defined is the field of interest?

• What are the key drivers of change and activities in the field? 
It is common to organise thinking around a STEEP (Social, 
Technological, Economic, Environmental and Political factors) 
framework.

• What is the spatial scope? For instance, are you seeking issues 
with global or more localised impact?

• How far into the future should scanners be projecting?

• Who should be involved?

• Who are the potential end users?

Many of these considerations will be constrained by the resources 
available and the needs of the end user, but tools such as stakeholder 
analysis,23 domain mapping24 and issues trees25 can be useful. Scoping 
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exercises may also involve some pilot scanning to get a feel for how well-
defined the task is. For example, preliminary scanning in a US Forest 
Service project that aimed to identify emerging issues that could affect 
forests and forestry in the future revealed that “natural resources and 
the environment” was too broad a topic for their exercise. Instead, it was 
narrowed to “forests”.26

Horizon scans that rely heavily on people rather than computers 
to do the scanning reflect the biases of those participants. A well-
structured procedure for obtaining judgements from participants (e.g. 
Figure 2) will go a long way to mitigating psychological biases,27 but 
in order to capture a broad array of perspectives, involving a  diverse 
group of people to identify and prioritise candidate issues is critical. 
A cognitively  diverse group—comprising individuals who think 
differently—is thought to maximise collective wisdom and objectivity.28 
A good proxy for cognitive  diversity is demographic  diversity. Achieving 
demographic  diversity can be challenging in practice. For example, 
there may be language barriers to overcome, and people with certain 
occupations (e.g. scholars) may be over-represented in horizon scans 
conducted by researchers. Inviting contributions from further afield, 
both geographically and from outside immediate peer circles, broadens 
the scope of issues considered. This might be achieved by putting out an 
open call for issues online and advertising it through relevant websites 
and email lists,29 or posting a call for ideas on social media.

2.2. Gathering inputs

Inputs to a scan can either be gathered manually (by people) or with 
the aid of  automated software, which is then (usually) analysed 
by people. Manual scanning typically involves a group of people 
monitoring current research and relevant trends (e.g.  technology 
trends, disease trends or  population trends) via desktop searches, 
attending conferences and consulting other people in their networks. 
Information can be manually scanned in news articles, social 
media, publications, grey literature and other output of relevant 
organisations (such as models and projections). This is typically the 
first step in a “Delphi-style” method that then goes on to analyse 
and prioritise candidate issues in a structured approach, usually 
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involving one or more expert workshops (see Boxes 1 and 2 for 
examples and further descriptions of the procedure). Scanners could 
be provided with guidelines by a facilitator to direct their search, 
including suggestions of where to look. Manual methods have the 
advantage of accessing content that may not exist online (e.g. grey 
literature or unpublished research), or content that may be difficult 
to locate in the absence of known keywords to direct database and 
online searches. The downside of manual methods is that they are 
labour-intensive and may be  exposed to the biases of the searcher, as 
they are less systematic.

 Box 1: A Delphi-style method for  horizon scanning in conservation.

 Figure 2: The Delphi-style horizon-scanning approach often used in conservation.30 
Figure reproduced from Wintle et al.,31 published under the Creative Commons 

Attribution 4.0 Licence.

With its foundations in the Delphi Method,32 this structured 
approach (Figure 3.2) was first applied in  horizon scanning 
for conservation by Sutherland et al.33 There are now several 
variants. The key features that make this approach “Delphi-
style” are iteration (issues are submitted, scored, discussed 
and scored again) and anonymity of submissions and scoring. 
Typically, about 25 conservation experts from around the world 
participate in the following procedure. Over the course of several 
months, participants independently scan material from a variety 
of sources (e.g. papers, reports, websites, conferences) looking 
for issues (threats or opportunities) that are relatively novel, but 
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that we should start planning for. Over email, each participant 
anonymously submits short summaries of two to five issues they 
have selected as the best “horizon-scanning” candidates, defined 
as reflecting a combination of novelty, plausibility and potential 
future impact on global conservation. The facilitator compiles 
the issue summaries and circulates them back to the group, 
who anonymously score each issue in terms of its suitability 
as a “horizon-scanning” item (using the definition above). A 
shortlist of the top-scoring issues, containing perhaps twice the 
total number sought, is recirculated back to participants. Each 
participant is assigned approximately five issues (not their own) 
to investigate further, gathering further evidence to support 
or oppose the issues’ suitability. This means each issue will be 
cross-examined by at least two to three people. These five issues 
are usually assigned to people who are not considered experts 
in that subject matter, in the hope that they will have fewer 
preconceptions about the issue and that the experts will add their 
knowledge anyway. The whole group then meets at a workshop 
and systematically discusses each of the shortlisted issues (e.g. 
to consider new perspectives, relevant research, and whether the 
issue is genuinely novel or just a repackaging of an old issue). The 
issues are kept anonymous to reduce biases and allow for an open 
discussion. After the discussion, participants individually score 
the issues a second time. The top-scoring 15 are redrafted by one 
of the other group members and published each year in Trends in 
Ecology & Evolution.34
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 Box 2: Antarctic science scan and Roadmap Challenges project.

The international Antarctic community came together to  horizon 
scan the highest priority scientific questions that researchers 
should aspire to answer in the next two decades and beyond. 
The approach included online submission of questions from 
the science research community, followed by a subset of 
75 representatives (by nomination and voting) attending a 
workshop. At the workshop, approximately 1000 submitted 
questions were winnowed down to the 80 most important 
through methodical debate, discussion, revision and elimination 
by voting. All information used, including the 1000 submitted 
questions, was made publicly available in a database at a  horizon 
scan website.35 The horizon scan was followed by the Antarctic 
Roadmap Challenges project that was designed to delineate the 
critical requirements for delivering the highest priority research 
identified. The project addressed the challenges of enabling 
technologies, facilitating access to the region, providing logistics 
and  infrastructure and capitalising on international cooperation. 
The process uniquely brought together scientists, research funders 
and those that provide the logistics for field research in the 
Antarctic. Online surveys of the community were conducted to 
identify the highest priority  technological needs, and to assess the 
feasibility (time to development) and cost of these requirements. 
Sixty experts were assembled at a workshop to consider a series of 
topic-specific summary papers submitted by a range of Antarctic 
communities, survey results and summaries from the  horizon 
scan, as well as existing documents addressing future Antarctic 
science directions, technologies and logistics requirements.36

Computer-assisted scanning is increasingly used for automating the 
process of gathering a vast quantity of inputs, often crowdsourced 
and usually from the internet.37 Several such tools are now used 
in agriculture and health biosecurity to provide early detection of 
disease outbreaks (see Table 1 and Box 3 for examples).38 Early online 
information, such as a tweet about a Tasmanian devil with a tumour 
on its face, or a YouTube video about a new device for targeting an 
invasive species, although unverified to begin with, may be critical 
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for establishing the first in a series of signals that suggests a new or 
emerging threat.39 Information on the internet can be retrieved in 
a number of ways. Keywords can be inserted into whole web search 
engines and/or particular websites can be targeted in more depth (e.g. 
Twitter can be searched using search terms, handles and hashtags). 
Research, news and current affairs can also be accessed via the RSS 
feeds of particular news and science sites, or by email and subscription 
to social media and blogs. Online data are often retrieved with the 
help of web scraping (accessing and storing particular web pages) and 
web crawling (accessing and storing links, and links of links from that 
page).40 With the recent increase in “fake news”, web searches require 
some form of quality control and vetting of sources: a process that can 
also be useful for exposing fake news. Large volumes of text scraped 
from the web, articles, patents, reports and other publications can be 
mined and filtered for potential relevance using  automated software, 
such as  machine learning algorithms.

Automated scanning is fast, systematic and comprehensive in its 
scope, but often relies on people—sometimes experts—to screen, 
review, and perhaps investigate all reports before on-posting or 
incorporating them.41 For tools that scan across a wide range of 
topics, and those that use ongoing surveillance, this can be onerous 
and time-consuming. There are three other notable challenges to 
relying on online content for  horizon scanning. First, material needs 
to already be posted on the web, and there may be a delay before an 
event, such as an invasive species incursion, is reported online. The 
second is that useful content is not always publicly available, as it can 
lie behind pay walls, be stored on intranets (e.g. grey literature), or 
secured because it is commercially, politically or personally sensitive. 
The third challenge is that most methods for obtaining online content 
rely on using the right keywords, which requires some idea of what 
you are looking for.

2.3. Sorting, cataloguing and clustering

Tagging and cataloguing content derived from both manual and 
 automated scans (e.g. by relevance, credibility, source type, sectoral 
origin)42 occurs concurrently with input gathering by scanners. Content 
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can be further reorganised and vetted at a later stage. During this 
process, new search terms to direct further scanning can be generated, 
or existing search terms refined. Content can be organised according 
to a framework that also considers the level of response required and 
the strength of the evidence, which can help prioritise risks and other 
identified issues at a later stage.43 Clustering methods, such as network 
analysis,44 are useful for capturing cross-cutting issues that affect a 
number of topics of interest.

2.4. Analysing and prioritising

At this stage, a long list of issues will have been compiled, with 
some more suitable to the project aims than others. This can be an 
opportune time to reiterate objectives. Do you seek issues that most 
have not heard of? Do you intend to identify broad, developing 
topics or very specific developments (for example, the “increase in 
hydropower” versus “fragmentation effects of hydro-power in the 
Andean Amazon”)? Are you interested in issues likely to arise soon or 
events that have a smaller probability of playing out in the long-term 
future? Does the output need to be useful to policy-makers? Many 
exercises, especially those with follow-up plans, aim to prioritise a 
select number of “most suitable” issues, and the precise manner in 
which such prioritisation decisions are made makes a real difference 
to the quality of the output.45 Our experience with exercises that aim 
to identify novel issues is that participants gravitate towards well-
known, although important, issues. Avoiding this requires strong 
chairing and a group that accepts the objective. To help overcome 
the problem, each participant can be asked whether they have heard 
of each issue, so that well-known topics can be excluded from the 
shortlist.

 Box 3: Online  horizon scanning: Intelligence-gathering for biosecurity

The International Biosecurity Intelligence System (IBIS) is a 
generic web-based application that focuses on animal, plant and 
marine health, and provides continuing surveillance of emerging 
pests and diseases, including environmental ones.46 It also detects 
other environmental issues, such as harmful algal blooms. It 
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is open source, in that it gathers articles from regular feeds of 
trusted sources (e.g. industry news, research) and publicly 
available online material, like news reports, blogs, published 
literature and Twitter feeds. Searches can be directed by broadly 
relevant keywords, such as “disease” or “outbreak” or “dead”, 
in addition to specific diseases of concern (e.g. “oyster herpes 
virus“). Articles can also be manually submitted by registered 
users to the application directly. A large expert community—
the registered users, who are self-selected and approved by the 
administrator—then filter the articles, promoting those that they 
deem important and relevant to the home page, and demoting 
those that appear to be irrelevant or junk. Automated tools also 
assist with filtering (e.g. with  machine learning and network 
cluster analysis), but as  machine learning is still in its infancy, its 
use is limited to disease outbreaks from trusted sources. Items 
classified as junk by people are retained in a database to help the 
system’s artificial intelligence ( AI) algorithms learn. The broader 
user community (anyone who signs up online) is alerted to items 
that have been flagged by the registered users as important, via 
a daily email new digest. IBIS is also “open analysis”, meaning 
that analysis of the publicly available information is performed 
openly by registered users. They can create or contribute to an 
emerging/ongoing issues dashboard that features a window 
for adding content, a Delphi-based  forecasting section, links to 
related reports, share functions, comments and a map showing the 
location of events of interest (e.g. an outbreak). Registered users 
can also conduct their own searches and use integrated analytical 
tools to construct intelligence reports. IBIS has been effective for 
guiding policies and active risk management decisions for the 
Australian Government since 2006. The system may produce up 
to five Intel briefs a week on major issues affecting biosecurity and 
trade, allowing the government to respond to threats much faster 
than before. For instance, the system picked up a report of oyster 
herpes virus from a UK farm, which had previously purchased 
used aquaculture equipment from a disease-stricken oyster farm 
in France. Intelligence from IBIS revealed that businesses that 
had been closed down by the disease had been liquidating their 
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equipment and selling to other countries. In response to this, 
the Australian Government changed its biosecurity policy to 
decontaminate all used aquaculture equipment on arrival.47

Within a manual Delphi-style approach (described in Boxes 1 and 2), 
issues are prioritised through an iterative scoring or voting process, 
usually facilitated online or in a workshop with a group of experts. 
The goal is to reduce a pool of potential horizon-scanning items or 
ideas to a smaller subset. The number of items, or issues, covered in 
the final list can vary, but tends to reflect around 10–30% of the initial 
items put forward.48 As a point of comparison, the horizon scans 
described in Box 1 describe 15 issues annually, while the Antarctic 
hybrid  horizon scan identified 80 shorter, priority scientific questions 
(Box 2). The final number may be constrained by how many the end 
user can realistically give their attention to (for a busy policy-maker, 
this may only be 15–20 half-page summaries), but is also driven by 
the number of (in)appropriate issues submitted. The main purpose of 
prioritisation is to remove issues that do not satisfy the selection criteria 
(novelty, plausibility, potential impact) and select those that are the 
most urgent or time sensitive. Prioritisation of issues will inevitably 
involve trade-offs, especially where different group members have 
different perspectives. Because individuals’ diverging opinions can 
be masked in aggregated scores, analysing interrater concordance 
(e.g. with Kendall’s W) affords insights into the level of agreement 
between contributors. In a  diverse group, we would expect a wide 
variety of viewpoints to be voiced, but a core of shared opinions is 
often discernible.49

Items identified in a computerised scan (e.g. articles returned from a 
keyword search) are also prioritised by groups of people with varying 
levels of content expertise. People may be  employed to sort through 
material, such as in governmental horizon-scanning programmes like in 
Singapore, or they may volunteer to do so because they are interested in 
the output, such as a farmer or epidemiologist concerned with news of 
disease outbreaks. Initially, items are sorted according to their relevance 
to the scanning aims (often done in the initial tagging/sorting process). 
Irrelevant items are discarded or moved to low priority. A second form 
of prioritisation involves flagging issues or topics that are particularly 
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noteworthy.50 This can be because signals have grown stronger (more 
evidence is gathered to suggest an issue is becoming a threat or 
presenting an opportunity for action),51 or it might be because the 
potential consequences are so severe that the issue warrants immediate 
attention, even when evidence is limited or the probability is low (“wild 
cards”).

2.5. Using the output

The previous step described prioritisation within the  horizon scan 
to reduce a candidate set of issues. In that step, issues are ideally 
not judged according to importance, but rather according to less-
subjective criteria, such as the likelihood of occurring or exceeding 
some threshold within a given timeframe. Prioritising which issues 
are the most important, and therefore should be acted on, is a different 
goal, and might be decided through follow-up, explicitly values-driven 
exercises involving representatives from government or relevant 
organisations.52

Bringing together a cross-section of policy-makers in a follow-up 
exercise can be useful, not only to identify those issues that require 
further monitoring or evidence before being acted on, but also to 
encourage prioritisation of cross-organisational issues, knowledge 
sharing, and collaborative development of policy. Ideally, feasibility 
assessments of the options available would be included (as carried out 
in the extension of the recent Antarctic scan, Box 2).

2.6. Evaluating the process

Assessing the success of horizon scans in identifying emerging issues is 
challenging, and has rarely been attempted. However, a recent review 
by Sutherland et al. examined the first of the annual global conservation 
scans described in Box 153 to consider how the issues identified in 2009 
had developed.54 This was assessed using several approaches: a mini-
review was carried out for each topic; the trajectory of the number of 
articles in the scientific literature and news media that mentioned each 
topic in the years before and after their identification was examined; 
and a Delphi-style scoring process was used to assess each topic’s 
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change in importance. This showed that five of the 15 topics, including 
microplastic pollution, synthetic meat and environmental applications 
of mobile-sensing  technology, appeared to have shown increased 
salience and effects. The development of six topics was considered 
moderate, three had not emerged and the effects of one topic were 
considered low.

As part of the same exercise, 12 global conservation organisations 
were questioned in 2010 about their awareness of—and current and 
anticipated involvement in—each of the topics identified in 2009.55 This 
survey was repeated in 2018.56 Awareness of all topics had increased, 
with the largest increases associated with micro-plastic pollution and 
synthetic meat; the change in organisational involvement was highest 
for microplastics and mobile-sensing  technology. Perhaps the most 
surprising result was the number that had not heard of what are now 
mainstream issues: 77% for microplastics, 54% for synthetic meat and 
31% for the use of mobile sensing  technology. A decade ago the idea of 
collecting environmental data using phones was cutting-edge.

Thus, efforts have begun to examine the development of previously 
identified horizon-scan topics, but further research into the impact 
of horizon scans, and a consideration of issues that may have been 
“missed” (not identified but subsequently emerged as important) is 
needed.

3. Making a Difference With Horizon Scanning

Gauging the extent to which horizon-scanning outputs inform policy, 
future research directions and resource investments is not always 
straightforward and no-one has yet tested the effectiveness of this 
process. In instances where the primary decision-making organisation 
uses  horizon scanning internally to assist with deliberations (e.g. scans 
to set priorities for a government agency), actions can be mapped 
directly against outcomes. In these cases, implementing the actions 
indicates impact. In other cases, scans can be driven by a community 
outside of government to set agreed future directions that can then 
be used to persuade external resource allocators. Even in cases where 
policy appears to reflect issues flagged in a  horizon scan, it is difficult to 
trace direct influence, as inputs from multiple sources are often blended 
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in final policy decisions without attribution. It also may take years for 
real-world impact to be realised. Nevertheless, there are ways in which 
uptake of horizon-scanning output can be encouraged.

As a starting point, horizon-scanning outputs can be matched to the 
organisations they are most relevant to. For example, policy-makers and 
practitioners can come together in a follow-up workshop to assess the 
importance of previously identified horizon-scanning issues for their 
organisation,57 or the end user (e.g. policy-makers and practitioners) 
can be engaged in the  horizon scan from the outset, as in a recent scan 
of research priorities for protected areas.58 Similarly, horizon-scanning 
networks involving representatives from a range of government 
agencies, such as the Australasian Joint Agencies Scanning Network, or 
the UK Human Animal Infections and Risk Surveillance group, provide 
an ongoing forum for sharing information on new and emerging 
issues that potentially impact different departments and organisations. 
Regular meetings and reports are used to deliver this information to 
policy-makers in a timely way.59

In-depth follow-up analyses of horizon-scanning issues may 
also help policy-makers decide which to target first. A formal  risk 
analysis of likelihood and consequences might be most appropriate 
for horizon-scanning outputs that compare similarly well-defined 
issues: for example, comparing one invasive species with another.60 It 
may be more challenging if some of the issues in the candidate set 
are more coarse-grained than others (e.g. comparing ocean warming 
with a specific emerging fungal disease in some snakes). Nonetheless, 
risk-based prioritisation at least offers a framework for comparing 
and forecasting issues61 and for formally considering the strength of 
evidence for each.62

Simply making horizon-scanning outputs known and available to 
policy-makers can encourage uptake. For example, issues identified in 
the annual global conservation scans (Box 1) have previously helped 
inform the UK’s Natural Environment Research Council “Forward 
Look” strategic planning, but when a decision-maker does not already 
have a use in mind, it may be unclear what to do with horizon-
scanning information without more context and guidance. Detecting 
signals and potential issues is only the first step towards making a 
difference: further intelligence about drivers is then needed to make 
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sense of that information. For example, incorporating available data 
and  modelling on air traffic movements with disease surveillance data 
might have helped anticipate the emergence of West Nile Virus in 
the United States in 1999.63 It is the combination of horizon scanning, 
intelligence analysis (which provides context for the scanning output) 
and  forecasting the chances of events unfolding that is particularly 
helpful in translating scanning outputs for policy-making. This can be 
embedded in a workflow, parts of which can be  automated, such as 
compiling the context, narrative and structure into a digestible report 
on an important emerging issue (e.g. Box 3). When  forecasting and 
open-analysis communities are already in place, this workflow can be 
delivered efficiently.64

Horizon scanning that occurs within organisations is evolving 
into a more effective tool than it was in its infancy. To facilitate the 
spread of best practice and reduce duplication, the UK has seen 
greater integration of horizon-scanning activities between different 
government departments, mainly in response to the Day Review.65 The 
review recommended that horizon scans: (i) look beyond short-term 
agendas and parliamentary terms, (ii) focus on specific areas rather 
than broad topics in order to get more traction, (iii) are championed by 
those who use them in strategic decision-making, (iv) produce shorter 
outputs that are more likely to get the attention of senior decision-
makers and (v) draw on inputs and existing analyses sourced from a 
“wide range of external institutions, academia, industry specialists and 
foreign governments“. The extent to which all these recommendations 
have been implemented is unclear, but they represent a clear set of 
guidelines to follow.

There are a range of other useful frameworks that can be used 
for translating scanning outputs including road mapping the steps 
towards acting on different horizon-scanning issues, for example, 
by assessing the feasibility and estimating how long it would take 
to develop technologies needed to address particular research gaps 
(Box 2). The Antarctic science scan and roadmap has since been used 
to set National Antarctic Program goals, judge the effectiveness and 
relevance of past investments, and guide investment of other national 
programmes.66
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4. Future Directions

We have discussed some of the pros and cons of different approaches to 
 horizon scanning. If using a manual approach, structured methods are 
essential for mitigating the social and psychological biases that human 
horizon scanners are prone to, especially when  forecasting complex 
and uncertain futures.67 Although historically it has been criticised for 
confusing opinion with systematic prediction,68 an iterative Delphi-style 
approach offers the advantage of drawing on the collective wisdom of 
a group, while affording individuals the opportunity to give private, 
anonymous judgements and revise them in light of information 
and reasoning provided by others. Compared with other elicitation 
approaches, such as traditional meetings, the Delphi method has also 
been found to improve forecasts and group judgements.69 Manual 
approaches could be further improved by making the search for issues 
more systematic. Semi- automated tools and  AI will increasingly enable 
searches uninfluenced by the biases of the manual searcher. For example, 
the Dutch “Metafore” horizon-scanning approach,70 developed in The 
Hague Centre for Strategic Studies, already uses some  automated 
approaches to systematically collect, parse, visualise and analyse a large 
“futures” database to complement their manual scanning.

Future  horizon scanning and intelligence gathering may also 
see more open analysis, “citizen science” tools becoming adopted. 
While organisations are increasingly scanning open-source material 
(including news and social media), analyses typically remain internal.71 
This means the analyses are generally not available to external users in 
an unfiltered form or in a timely way, which is particularly important for 
risks such as disease spread. Governments may opt for confidentiality 
for both security and political reasons. For instance, negative public 
perceptions about a suspected emerging herpes virus in oysters might 
affect trade, which might delay the disclosure of this information by 
authorities, in turn delaying risk mitigation actions.72 Intelligence tools 
(e.g. Box 3) that draw on a community of users to openly analyse news 
and information on potentially emerging issues offer more timely and 
transparent synthesis of information, which encourages more responsive 
decision-making. Examples of this can be seen in citizen science—for 
example, where citizen volunteers have helped analyse satellite-based 
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information  in  the  wake  of  natural  disasters  to  help  emergency 
responders to rapidly assess the damage.73 In conservation science, 
involving a broader community of people in a participatory process 
like open analysis may also increase public support for science and the 
environment.74 More open-source and open-analysis scanning tools in 
the future will also likely be complemented with better information 
visualisation and GIS (e.g. including maps that indicate where a 
relevant incident has taken place),75 not only for identifying novel issues 
and monitoring issues that are already emerging, but also for locating 
and efficiently communicating this information.

Advanced text analytics, including text mining, will also provide 
a more comprehensive and systematic approach to future horizon 
scans. Indeed, some horizon-scanning centres, such as Singapore’s Risk 
Assessment and Horizon Scanning programme, already use sentiment 
analysis—a way of computationally categorising subjective opinions 
expressed in text (e.g. positive, negative or neutral)—to uncover 
themes in content retrieved by their analysts. Even more sophisticated 
text analytics are becoming available, for example, to explore areas of 
disagreement, conflict or debate in the text of scientific literature to help 
track developments in science and technology.76 They can also be used 
to detect language expressing excitement about a new idea, and other 
indicators of emergence, such as the increasing use of acronyms and 
abbreviations indicating that the scientific community is beginning to 
accept a technology or idea as established.77 Through automation, new 
computational tools have the capacity to process a massive volume of 
papers and patents to anticipate which developments will have the 
biggest impact in the future.78 These advances in text analytics have 
recently led to the development of a particularly powerful open-source 
 AI tool, Meta (https://meta.org/), to help biomedical scientists and 
funders to connect emerging research areas and potential collaborators 
and inform investment. Due to the complexity of emerging issues (and 
complex environment for machines to learn in), progress towards 
detecting issues effectively through  AI is slow. Computers may never 
outperform humans at natural language understanding, but steady 
improvements in the  technology, coupled with the speed at which 
text can be processed by computers—in a range of languages—will 
undoubtedly add value to  horizon scanning in the future.
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8. Exploring Artificial Intelligence 
Futures

 Shahar Avin

Highlights:

• This chapter provides a survey and initial categorisation of 
tools for exploring different futures for Artificial Intelligence, 
drawing mainly on work in the humanities.

• While no tools exist to reliably predict the future of  AI, they 
can still help us expand our range of possible futures to reduce 
unexpected surprises and create common languages and 
models that enable constructive conversations about the kinds 
of futures we should try to occupy or avoid.

• Fictional narratives have long dominated thinking about  AI 
futures but vary greatly in their degree of realism. They tend 
to suffer from a range of issues, including the need to entertain 
audiences, pressure to embody AI in physical forms like 
robots, a lack of diversity in authorship and representation, 
and limited accountability for their claims.

• Researchers from a variety of disciplines have produced high 
quality work drawing on insights from their fields. However, 
their predictions tend to fare poorly due to factors such as 
biases, partial perspectives, non-linear trends, and hidden 
feedback mechanisms. Furthermore, disagreement between 
experts can have a paralysing effect for audiences.
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• Group-based futures exploration can address some of these 
challenges using techniques like expert surveys, polling, 
interdisciplinary futures exercises, and  expert elicitation. 
There are also opportunities to extrapolate futures from past 
and current data trends. Perhaps the most promising tools 
at our disposal are  participatory futuring tools, including 
workshops, scenarios, and role-plays; however, these need to 
be realistic, integrative, and data-driven.

This chapter provides an alternative perspective on futures and 
 foresight techniques, drawing more on work in the humanities, and 
their applications to Artificial Intelligence. The chapter’s identification 
of high-quality scenario role-plays as an important methodological 
tool led directly to the development of Intelligence Rising (https://
intelligencerising.org). The development of this tool is described in 
Exploring AI Futures Through Role Play1 and is the subject of ongoing 
research, with further papers forthcoming. Group-based, collaborative 
and collective forms of knowledge generation and futures exploration 
are also discussed in Chapters 11 and 16. 

1. Introduction

“Artificial Intelligence” ( AI) is one of the more hyped-up terms in 
our current world, across academia, industry, policy and society.2 The 
interest in  AI, which long predates the current fascination, has given rise 
to numerous tools and methods to explore the potential futures of the 
 technology, and its impact on human lives in a great variety of domains. 
While such visions are often drawn to utopian or dystopian extremes, 
more nuanced perspectives are also plentiful and varied, drawing on the 
history of the field, measurable progress and domain-specific expertise 
to extrapolate into possible future trends. 

This chapter presents a survey of the different methods available for 
the exploration of  AI futures, from narrative fiction in novels and movies, 
through disciplinary expert study of e.g. economic or philosophical 
aspects of  AI futures, to integrative, interdisciplinary and participatory 
methods of exploring  AI futures. 
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I begin in this section with setting common terms and boundaries for 
the discussion: the boundaries of “Artificial Intelligence” for the purposes 
of this chapter, certain contemporary technologies and trends that help 
ground and define the space of exploration, and an outline of the utopian 
and dystopian extremes that bound the current imagination of  AI futures. 
I then go through each method of futures exploration in turn, providing 
a few examples and discussing some of the advantages and shortcomings 
of each. I conclude with a summary of the different methods and 
suggestions of strategies that may help furnish us with better information 
and expectations as we progress into a future shaped by  AI.

1.1 Defining Artificial Intelligence

Given the newfound interest in  AI, it is important to remember the 
history of  AI as a field of research originating from work during the 
Second World War on computation and encryption, and the visions 
of the field’s founders of machines that can learn and think like 
humans.3 

While a precise definition of  AI is elusive, I will satisfy myself with 
an analogy to artificial hearts and lungs: machines that can perform 
(some of) the functions of biological systems, in this case the human 
or animal brain/nervous system, while at the same time lacking 
other functions and often differing significantly in shape, material 
and other properties; this behavioural definition coheres well with 
the imitation game, or Turing test, that focuses on the machine 
“passing as” a human in the performance of a specific, delineated 
task within a specific, delineated domain. As the tasks become more 
vague, multifaceted and rich, and the domain becomes wider and 
less well defined, we move on the spectrum from narrow to general 
intelligence.4

The history of the field of  AI research shows how wrong we tend 
to be, a priori, about which tasks are going to be easy, and which 
will be hard, for a machine to perform intelligently.5 Breakthroughs 
in the field are often indexed to new exemplars of classes of tasks 
being successfully automated — for example, game playing6 or image 
classification.7
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1.2 Contemporary Artificial Intelligence

The current  AI hype cycle is dominated by  machine learning, and in 
particular by deep learning.8 Relying on artificial neural networks, 
which emerged as broadly neurologically inspired algorithms in the 
second half of the 20th century,9 these methods gained newfound 
success with the increasing availability of fast hardware and of large 
labelled datasets.10

In recent years we have seen increasing applications of deep 
learning in image classification, captioning, text comprehension, 
machine translation, and other domains. In essence, the statistically 
driven pattern recognition afforded by these technologies presented a 
sharp break from previous conceptions of  AI as logic/rule-based, and 
a transition from the domain of explicit expert knowledge to domains 
of split-second recognition and response tasks (including, for example, 
driving-related tasks). However, the revolution also touched on expert 
domains that rely on pattern recognition, including medical image 
diagnosis11 and Go game-play.12

Alongside these broadly positive developments, we have seen more 
ethically questionable applications, including in speech13 and video 
synthesis14 that mimics existing individuals, in learning to execute 
 cyber attacks,15 and in profiling and tracking individuals and crowds 
based on visual, behavioural and social patterns.16 Existing and near 
future technologies enable a range of malicious use cases which require 
expanded or novel policy responses.17

1.3 Possible Artificial Intelligence futures

As we look further into the future, our imagination is guided by common 
tropes and narratives that predate the  AI revolution.18 

On the utopian end, super-intelligent thinking machines that have 
our interests as their guide, or with which we merge, could solve 
problems that have previously proven too hard to us mere humans, 
from challenges of environmental management and sustainability, to 
advanced energy sources and manufacturing techniques, to new forms 
of non-violent communication and new worlds of entertainment, to 
medical and biological advances that will make diseases a thing of 
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the past, including the most terrifying disease of all —  ageing and 
death.19

On the dystopian end, robotic armies, efficient and entirely lacking 
in compassion, coupled with the ability to tailor propaganda to 
every individual in every context on a massive scale, suggest a future 
captured by the power-hungry, ruthless few, with no hope of freedom 
or revolution.20

Worse still, if we ever create super-intelligent artificial systems, 
yet fail to  align them with humanity’s best interests, we may unleash 
a process of relentless optimisation, which will (gradually or rapidly) 
make our planet an uninhabitable environment for humans.21

The danger with extreme utopian and dystopian visions of  technology 
futures is that they chart out what biologist Drew Endy called “the half 
pipe of doom”,22 a dynamic where all attention is focused on these 
extreme visions. More attention is warranted for mapping out the rich 
and complex space in between these extremes.

2. Exploring Artificial Intelligence Futures

We are not mere bystanders in this  technological revolution. The 
futures we occupy will be futures of our own making, by action or 
inaction. To take meaningful action, we must come prepared with a 
range of alternatives, intervention points, a map of powerful actors and 
frameworks of critique. As the technical advances increasingly become 
widely  accessible (at least on some level), it is our responsibility, as 
scholars, policy makers, and citizens, to engage with the technical 
literature and communities, to make sure our input is informed and 
realistic. 

While it is the responsibility of the technical community to engage 
audiences affected by their creation (which, in the context of  AI 
technologies, seems to be everyone), there is also a responsibility for 
those in the relevant positions to furnish decision-makers (again, broadly 
construed) with rich and  diverse, yet fact-based and informed, futures 
narratives, maps and scenarios. Below I will survey a variety of tools 
available to us for exploring such futures, pointing out a few examples for 
each and considering advantages and limitations for each tool.
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As a general note, this survey aims to be illustrative and comprehensive, 
but does not claim to be exhaustive. The examples chosen are by no means 
representative or exemplary — they are strongly biased by my regional, 
linguistic and disciplinary familiarity and preferences. Nonetheless, I 
hope the overall categorisation, and analysis of merits and limitations, 
will generalise across languages, regions and disciplines. I look forward 
to similar surveys from other perspectives and standpoints.

2.1 Fictional narratives

Probably the most widely recognised source of  AI futures is fictional 
narratives, across different media such as print (novels, short stories, 
and graphic novels), music, films and television. These would often 
fall within the science-fiction genre, or one of its numerous sub-genres. 
A few examples, chosen somewhat carelessly from the vast trove of  AI 
fictions, include  Asimov’s Robot series, Leckie’s Imperial Radch trilogy, 
Banks’ Culture novels,  Wells’ Murderbot Diaries series, The Jetsons, the 
Terminator franchise of movies and TV series, the movie Metropolis, and 
the musical concept series of the same name by Monáe. 

Works vary greatly in their degree of realism, from those rich in 
heavily researched details, to those that deploy fantastical  technology as 
a tool to explore some other topic of interest, such as emotions, power 
relations, agency or consciousness. As such, fictional  AI narratives can be 
both a source of broadened horizons and challenging ethical questions, 
but also a source of harm when it comes to exploring our  AI futures — 
they can anchor us to extreme, implausible or misleading narratives, 
and, when they gain widespread popularity, can prevent more nuanced 
or different narratives from gaining attention. 

The challenge for fictional  AI narratives to provide useful guidance is 
further aggravated by four sources: the need to entertain, the pressure to 
embody, a lack of  diversity, and a limited accountability.

2.1.1 The need to entertain

Authors and scriptwriters need to eat and pay rent, and the amount 
of remuneration they receive is linked to the popularity of their 
creations, either directly through sales or indirectly through the 
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likelihood of contracting. Especially with high-budget production 
costs, e.g. in Hollywood films,23 scripts are likely to be more popular 
if they elicit a positive response from a broad audience, i.e. when they 
entertain. There is no prima facie reason to think that what makes for 
good entertainment also makes for a useful guide for the future, and 
many factors are likely to point to these two coming apart, such as the 
cognitive load of complexity and other cognitive biases,24 or the appeal 
of extremes.25

2.1.2 The pressure to embody

Especially in visual media, but also in written form, narratives are 
made more  accessible if the  AI technologies discussed are somehow 
concretised or embodied, e.g. in the form of robots, androids, cyborgs 
or other machine bodies.26 Such embodiment serves as a useful tool 
for exploring a range of pertinent issues, but also runs the risk of 
distracting us from other forms of intelligence that are less easy to make 
tangible, such as algorithms, computer networks, swarm intelligence 
and adaptive  complex systems. The pressure to embody relates to, and 
is made complicated by, the proliferation of embodied instances and 
fictions of Artificial Intelligence, either as commercial products27 or as 
artistic creations of robots and thinking machines in visual and physical 
forms — for example, robot toys or the illustrations that accompany 
news articles and publications. In general, as per my definition in the 
beginning, our understanding of Artificial Intelligence should focus 
on action and behaviour rather than form, though there are good 
arguments suggesting the two are linked.28 

2.1.3 Lack of diversity

While narrative fictions may well provide us with the most rich and 
 diverse exploration of possible  AI futures, we should be mindful 
that not all identities and perspectives are represented in fictional 
narratives, and that the mere existence of a work does not readily 
translate into widespread adoption; narratives, like individuals, 
groups and world views, can be marginalised. While  science fiction 
has been one of the outlets for heterodox and marginalised groups 
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to make their voices heard,29 this is not universally welcome,30 and 
the distribution of attention is still heavily skewed towards the most 
popular works.31

2.1.4 Limited accountability

Creators of fictional narratives receive feedback from two main sources, 
their audience (through purchases and engagement with their works) 
and their critics. While these sources of feedback may occasionally 
comment or reflect on a work’s ability to guide individuals and publics 
as they prepare for the future, this is not seen as a main aim of the works 
not an essential part of it.32 In particular, there is little recognition of 
the possible harms that can follow misleading representations, though 
it is reasonable to argue that such harms are limited, especially in the 
absence of better guidance, and the fact that experts deliberately aiming 
to provide such guidance tend to fare quite poorly (Armstrong and 
Sotala, 2015). 

2.2 Single-discipline futures explorations

As part of the phenomenon of  AI hype, we are seeing an increase in 
the number of non-fiction books exploring the potential implications of 
Artificial Intelligence for the future, though of course such books have 
been published since before the field became established in academia, 
and previous “ AI summers” have led to previous periods of increased 
publication. The authors who publish on the topic come from a wide 
range of disciplines, and deploy varying methods and arguments from 
 diverse sources. These contribute to a richer understanding of what is, 
at heart, a multifaceted phenomenon.

For example,  AI researchers spend just as much time on the history 
and sociology of the field, and on dispelling misconceptions, as they 
do on laying down observations and arguments with relevance for the 
future; 33 mathematicians and physicists focus on the world as seen 
through the lens of information, models and mathematics, and the 
 AI futures that such a perspective underwrites; 34 technologists focus 
on underlying technology trends and quantitative predictions;35 risk 
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analysts explore the various pathways by which  AI technologies could 
lead to future catastrophes;36 economists focus on the impacts of AI 
technologies on the economy, productivity and jobs;37 self-published, 
self-proclaimed business thought-leaders share their advice for the 
future;38 political commentators write manifestos arguing for a particular 
future;39 and philosophers examine the very nature of intelligence, and 
what happens when we extrapolate our understanding of it, and related 
concepts, into future capabilities that exceed what evolution has been 
able to generate.40

While the quality of research and arguments presented in such 
works tends to be high (as academic and public reputations are at 
stake), any predictions presented in such works tend to fare poorly, 
due to numerous factors including biases, partial perspectives,  non-
linear and discontinuous trends, hidden  feedback mechanisms, and 
limited ability to calibrate predictions.41 Furthermore, disagreement 
between experts, while to be expected given the uncertainties 
involved, can have a paralysing effect for audiences, a fact that can be 
exploited.42

If fictional narratives are best seen as a rich and fertile ground for 
futures imagination (as long as we do not get too distracted by the 
flashy and popular), expert explorations provide a rich toolset of 
arguments, trends and perspectives with which we can approach the 
future with an informed, critical stance, as long as we appreciate the 
deep  uncertainty involved and avoid taking any trend or prediction at 
face value.

2.3 Group-based futures exploration

The  nature of the problem being addressed — what are possible  AI 
futures and which ones we should aim for or avoid (and how) — is 
inherently complex, multi-faceted and interdisciplinary. It is therefore 
natural to explore this problem through utilising  diverse groups. There 
are various methods to do this, each with advantages and disadvantages 
(Rowe and Beard, 2018).
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2.3.1 Expert surveys

What do different individuals think about the future of  AI? One way 
to find out is to ask them. While survey design is not an easy task, we 
have the ability to improve upon past designs, and regularly update 
our questions, the target community, and the knowledge on which they 
draw (as more experience is gained over time).

Surveys amongst experts have been used in particular to explore 
questions of timing and broad assessment of impact — when will 
certain capabilities become available, and will they have a positive or 
negative impact?43 As surveys only tell us what people think, rather than 
why they think it, they are best treated not as a  calibrated prediction 
of the future (as all estimates could be flawed in the same way), but 
rather a useful data point about what beliefs are prevalent right now, 
which in itself is useful for exploring what beliefs might hold currency 
in the future, and how these might affect the future of  AI.

2.3.2 Public polling

Public polling aims to examine both public understanding of the 
 technology, the desirability of possible applications and concerns 
about possible uses and misuses of the technology.44 While it may be 
tempting to interpret these polls as “hard data” on public preferences, it 
should be remembered that many factors affect responses.45 In the Royal 
Society study cited above, conducted by Ipsos Mori, poll findings were 
compared with surveys of focus groups that had in-depth interactions 
with experts and structured discussions around the survey questions. 
Such practices bring polling closer to participatory futures workshops, 
discussed below.

2.3.3 Interdisciplinary futures studies

Often, we would want to go beyond an aggregate of single points-of-
view, aiming for a more holistic understanding of some aspect of the 
future of  AI through interactions between experts. Such interactions 
can be one-off or long standing, and they can be more or less 
structured (Rowe and Beard, 2018). An example of a broad-scoped, 
long-term academically led interdisciplinary study is the Stanford 
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100-year study of Artificial Intelligence.46 An example of a more 
focused study is the workshop that led to the report on the potential 
for malicious use of Artificial Intelligence.47 While such studies offer a 
depth advantage over surveys, and a  diversity advantage over single-
domain studies, they still face challenges of scope and  inclusion: too 
narrow focus, on either topic or participants, can lead to a narrow 
or partial view, while too broad scoping and  inclusion can make the 
process unmanageable.48

2.3.4 Evidence synthesis and expert elicitation

With a growing evidence base relevant to  AI futures, policy-making 
and policy-guiding bodies are beginning to conduct structured 
evidence synthesis studies.49 The methodologies for conducting 
such studies have been improved over the years in other evidence-
reliant policy domains, and many lessons can be ported over, such as 
making evidence synthesis more  inclusive,  rigorous, transparent and 
 accessible.50

We are also seeing efforts from governments to solicit expertise 
from a broad range of source, as early fact-finding steps that could 
lead to or inform policy in this space.51 While such efforts are welcome 
— both in their interdisciplinary and participatory  nature — through 
their democratic mandate, and through the proximity of expertise and 
accountable decision making, it should be noted that results still very 
much depend on the experts in the room, that such exercises tend to 
avoid areas of high  uncertainty or disagreement (which may be the 
areas demanding most attention), and that the issues are often global 
and open in  nature, limiting the effectiveness of national strategy and 
regulation.

2.4 Extrapolating from past and current data trends

While historical trends may provide only a limited guide to the future 
when it comes to emerging technologies,52 it is still useful to have an 
up-to-date understanding of the  state-of-the-art, especially when the 
field is progressing at a rapid pace leaving many outside the cutting 
edge with an out-dated view of what contemporary capabilities are 
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(and are not). This is a constructive and interdisciplinary effort, as 
the tools to measure performance of  AI technologies are just as much 
in flux as the  technology itself. Measurements of the  technology 
focus either on performance53 or the resource use of the technology 
in terms of data or compute,54 though other dimensions could also 
be measured.55 Other efforts go beyond the technology itself and also 
track the ecosystem in which the  technology is developed, looking at 
hardware, conference attendance numbers, publications, enrolment, 
etc.56

2.5 Interactive futures narratives and scenarios

For most of the futures exploration tools described above, the audience 
is passive, and is being communicated at via text or vision and sound. 
Even surveys of the public often involve only localised and limited 
contributions from each individual. However, there also exist tools 
that enable the audience to take a more active role, either in a pre-
defined narrative or in the co-creation of narratives. The emphasis on 
greater public participation is a key tenant of responsible research 
and innovation57 and it applies with force to the field of Artificial 
Intelligence.58

2.5.1 Participatory futures workshops

On the more formal end, participatory future workshops,59 or one 
of the numerous variations on the theme,60 go through a structured 
engagement between different stakeholders. These reflect the (originally 
more corporate and less open) processes of scenario planning.61 Similar 
to scenario planning, where participants explore a range of possible 
futures as a team, wargaming62 and drama theory63 use role-play to place 
participants in opposing roles, to explore what strategies may emerge or 
investigate novel opportunities for cooperation and resolution. While 
the author knows of no such exercises on long-term  AI futures, nearer-
term exercises — for example, on autonomous driving — are already 
taking place.64 When such exercises have the support of government 
and buy-in from both experts and non-experts, they can prove to be 



 2978. Exploring Artificial Intelligence Futures

highly valuable tools in preparing for  AI futures; indeed, they come 
close to certain visions of the ideal interaction between science and 
society.65 However, they also require significant resources and expertise 
to carry out well.

2.5.2 Interactive fictions

At the less participatory end, but still allowing the audience to play a 
more active role, are interactive fictions, especially in the medium of 
video games. While Artificial Intelligence, as a long-standing  science 
fiction trope, has been depicted in video games for decades, recent 
games incorporate more of the nuanced arguments presented about the 
potential futures and characteristics of  AI. 

For example, The Red Strings Club explores fundamental questions 
of machine ethics in an interactive dialogue with the player,66 and 
Universal Paperclips allows the player to experience a thought 
experiment created to explore the “orthogonality thesis”,67 the 
argument that arbitrarily high levels of intelligence are compatible 
with a wide range of ultimate goals, including ones that would seem 
to us foolish or nonsensical.68

Other video games focus less on the narrative element, but rather 
present a rich simulator in which Artificial Intelligence is one of many 
technologies available to the player, allowing the exploration of a wide 
range of future  AI scenarios and their interplay with other systems such 
as diplomacy or resource management. Examples include Stellaris,69 in 
which Artificial Intelligence technologies are available to the player as 
they establish their galactic empire, or the Superintelligence mod70 for Sid 
Meier’s Civilisation V,71 which allows the player, in the shoes of a world 
leader, to gain a strategic advantage using  AI and achieve a scientific 
victory by creating an Artificial Superintelligence, while risking the 
creation of an unsafe  superintelligence which could lead to an existential 
 catastrophe.
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2.5.3 Role-play scenarios

While video games allow audiences to take a more active role in the 
exploration of possible  AI futures within the game environment, they 
hardly satisfy the call for public participation in jointly imagining and 
constructing the future of emerging technologies. To explore  AI futures 
in a collaborative and  inclusive manner, experts and audiences must 
explore them together. One way to achieve this is through the joint 
exploration of narratives in role-play games.

Scenarios that have been developed with expert participation 
through any of the methods above, or through other means, can be 
circulated more broadly as templates for role-play games amongst 
interested parties. At the hobbyist level, game systems such as Revolt 
of the Machines72 and Mutant: Mechatron73 allow players to collectively 
explore a possible  AI future. While these are often very entertaining, 
they may fall into the same failures as narrative fictions. It seems there is 
currently an unmet need for realistic and engaging  AI futures role-play 
game systems.

3. Summary and Conclusion

As  AI hype drives utopian and dystopian visions, while rapid 
 technological progress and adoption leaves many of us  uncertain 
about the future impacts on our lives, the need for rich, informative, 
and grounded  AI futures narratives is clear. It is also clear that there 
is a wide range of tools to develop such narratives, many of which are 
available to creators and experts outside the  AI research community. 
It is less clear, however, how best to utilise each of the available tools, 
with what urgency and in which domains. The table below summarises 
the different tools surveyed above, with their respective advantages and 
limitations.
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As can be expected, no tool is strictly better than all other tools. Some 
provide more evidence-based, deep analysis, but tend to be limited in 
the range of questions they can cover and place barriers on participation. 
Others allow for more  diverse and integrative perspectives, but tend 
to preclude detailed and in-depth analysis or come at a very high cost 
in terms of time and facilitation. Instead of judging individual futures 
narratives in isolation, it may be more useful to look at the entire 
ecosystem of future AI  narratives, asking whether certain narratives 
are dominating our imagination without sufficient warrant, or if there 
are tools and narratives that are underutilised or gaining insufficient 
attention. At present, it seems that not enough attention is being given to 
data-driven, realistic, integrative, and participatory scenario role-plays, 
which can build on and integrate a range of other tools and narratives 
and make them more  accessible to a wider audience in a more nuanced 
way. A more balanced portfolio is called for.

As we act to critique and curate the ecosystem of AI  futures, we 
should keep in mind the aims of these narratives: beyond entertainment 
and  education, there are real ongoing processes of  technological 
development and deployment that currently have, are likely to continue 
to have, significant social impacts. These processes are not isolated from 
the societies in which they take place, and the interactions between 
 technology developers, policymakers,  diverse stakeholders and 
numerous publics are mediated and shaped by the futures narratives 
each group has access to. Thus, AI  futures narratives play a crucial role 
in making sure we arrive at futures of our own choosing, that reflect our 
values and preferences, that minimise frictions along the path, and that 
do not take us by surprise. Thus, critique and curation of AI  futures is 
an integral part of the process of responsible development of Artificial 
Intelligence, a part in which humanities scholars have a significant role 
to play.
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Highlights: 

• This chapter presents a semi- automated process for 
systematically reviewing the relevance of academic research 
to the study of existential risk to provide an evidence base 
for policy and risk analysis. Despite its recent emergence and 
neglected status, the growth and interdisciplinary scope of 
Existential Risk Studies means that an overwhelming volume 
of relevant research has already been published.

• In a systematic review, one of many time-consuming tasks 
is to read the titles and abstracts of research publications, 
to see if they meet the inclusion criteria. This chapter shows 
how this task can be shared between multiple people (using 
crowdsourcing) and partially automated (using machine 
learning). 
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• The authors used these methods to create The Existential Risk 
Research Assessment ( TERRA), which is a living bibliography 
of relevant publications that gets updated each month and is 
freely available at terra.cser.ac.uk.

• The chapter presents the results from the first 10 months 
of TERRA, in which 10,001 abstracts were screened by 51 
participants, highlighting the potential and challenges of this 
approach and recommending that, for now, semi-automated 
tools like this should be used in tandem with manually curated 
bibliographies.

• The authors note that a number of challenges remain, 
including trade-offs between recall (inclusion of all relevant 
research) and accuracy (exclusion of irrelevant research), 
different levels and domains of expertise among assessors, 
and the incomplete assessment of training data. However, they 
suggest that “collaborative and cumulative methods” such as 
these will need to be used in systematic reviews as the volume 
of research increases.

This chapter was originally published in Futures in 2020 but  TERRA 
continues to be maintained and updated by  CSER. If you would like to 
help to continue training our algorithm or sign up for monthly updates 
of new research, please go to terra.cser.ac.uk. The  TERRA database was 
used as part of the research process for Chapter 23 of this volume, whilst 
the utilisation of semi- automated tools is discussed further in Chapter 7.

In the past, censorship worked by blocking the flow of information. In the 
twenty-first century censorship works by flooding people with irrelevant 
information. […] Today having power means knowing what to ignore. 

— Yuval Noah Harari, Homo Deus (p. 462)

1. Introduction

An overwhelming volume of research has been published in recent 
years. There is now a deep division (called the “synthesis gap”) 
between research that has been published and research that has been 
systematically reviewed, synthesised, and used for decision making.1 We 
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need new methods of quickly and efficiently finding relevant research,2 
and we need these methods to be rigorous, transparent, and inclusive,3 
to minimise bias in the decisions that are based on this research. Bad 
decisions can mean death or  extinction in some fields (e.g. medicine 
or wildlife conservation),4 and it may be vitally important to develop 
more efficient methods of reviewing research and using it for evidence-
based decision-making in these fields.5 The need for more efficient 
methods of reviewing research could be even more important when 
considering existential risks and Global Catastrophic Risks, because the 
consequences of bad decisions could be disastrous, and yet decisions 
will need to be made in the near future about which interventions 
should be used to reduce these risks.6

Research on  nuclear weapons, published in the early years of the  Cold 
War, has been seen as some of the earliest research on existential risks 
or Global Catastrophic Risks.7 However, an integrated field of research 
on existential risks and Global Catastrophic Risks as special classes of 
risk has only recently emerged.8 We will refer to these risks collectively 
as “existential risks” or “x-risks” hereafter. Many research centres in 
this field have only recently become established, such as the  Future of 
Humanity Institute (FHI) at the University of Oxford in 2005, the Global 
Catastrophic Risk Research Institute (GCRI) in 2011, the  Centre for the 
Study of Existential Risk ( CSER) at the University of Cambridge in 
2012, and programmes at the universities of Copenhagen, Gothenburg 
(Chalmers), and Warwick. However, an overwhelming volume of 
research on  existential risk already exists, because research from well-
established fields, such as Artificial Intelligence, biosecurity, climate 
science, ecology, and philosophy, is also relevant to the integrated study 
of existential risks. Thus, the volume of relevant research on existential 
risks is perhaps even more overwhelming than it is in many other fields. 

To support evidence-based decision-making about existential risks, 
this research should ideally be systematically reviewed. A systematic 
review is an effort to review all evidence on a research question (e.g. 
“What are the effects on this drug on this disease?” or, in the context 
of  existential risk, “What are the likely impacts of this risk on human 
civilization?”), while minimising bias in the evidence base.9 It is often 
assumed that the best evidence for an evidence-based decision will come 
from systematic reviews,10 but there are other methods of reviewing 



310 An Anthology of Global Risk

research (e.g. “subject-wide evidence synthesis”), which could also 
be useful for a field as broad as  existential risk. In the context of this 
publication, we refer to any information that could be used to support 
decision-making as “evidence” (e.g. not only scientific data but also 
philosophical arguments), and we refer to “systematic reviews” of this 
evidence, but our methods are also relevant to other forms of evidence 
synthesis.

We show how an overwhelming volume of research publications can 
be screened for  inclusion in a systematic review, using crowdsourcing and 
 machine learning, and how the relevant publications can be accumulated 
in an open-access database that can be reused repeatedly. The “synthesis 
gap” is a problem in many fields, and a solution to this problem could 
have broad applications in other fields. However, the methods we use 
here are only a partial solution to this problem. Screening publications 
for  inclusion is only one of many tasks in a systematic review, and much 
more research will be needed before evidence can be extracted from 
these publications, and before the synthesis gap can be closed.

Machine learning can be used to predict the relevance of publications 
to a systematic review, using “text mining”.11 Based on a “training set” 
of publications that have been labelled as “relevant” or “irrelevant” 
by humans, a  machine-learning classifier can be trained to predict 
which publications are relevant, using the text in their titles and/or 
abstracts. The accuracy of the classifier can be tested using a “test set” of 
publications that have also been labelled by humans, and the relevance 
of a new set of publications that have not yet been screened by humans 
can then be predicted by the classifier.12 By using text mining, the human 
workload can be reduced by 30–70% when screening publications for 
systematic reviews.13

Crowdsourcing can also be used when screening publications,14 
and by sharing the workload between multiple people, the time and/
or money it takes can be reduced. For example, the cost was reduced 
by 88% in a test of using crowdsourcing to screen publications.15 If 
the evidence base can be updated and reused (which we refer to as 
“evidence accumulation”), then crowdsourcing can also save time and/
or money by sharing the workload between the past, present, and future. 
Crowdsourcing is used by Cochrane (the collaboration for systematic 
reviews in medicine that has set the standard for other fields of research), 
in the form of the “Cochrane Crowd” (http://crowd.cochrane.org). 
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Crowdsourcing is also used in futures studies, as a method of  horizon 
scanning for emerging threats.16

For crowdsourcing and evidence accumulation to work well over 
time, the evidence that we are beginning to accumulate now will need 
to be relevant to the research and policy questions that are asked in the 
future. Two related methods of accumulating evidence, which are likely 
to be relevant to future research and policy questions, are “systematic 
mapping” and “subject-wide evidence synthesis”,17 in which a wide-
ranging search strategy is used to find publications that are relevant 
to a whole subject (e.g.  existential risk), rather than using a narrower 
search strategy that cannot contribute to future research on related 
topics within that subject. Publications from a wider search can later be 
classified into narrower topics, and the systematic map can be updated 
and reused to answer narrower questions in the future, without needing 
to begin a new search for each narrower topic. Our approach follows 
the principles of subject-wide evidence synthesis, using crowdsourcing, 
 machine learning, and evidence accumulation in an open-access online 
database to create a bibliography of publications about  existential risk. 
We called this process “The Existential Risk Research Assessment” 
( TERRA).

There are already several “conventional” bibliographies of  existential 
risk research (i.e. bibliographies without crowdsourcing or  machine 
learning), including the “Global Challenges Bibliography” in Appendix 
1 of Global Challenges: 12 Risks that Threaten Human Civilization,18 the 
“Bibliography of Collapse” (http://www.collapsologie.fr), and 
bibliographies from research centres such as FHI (https://www.fhi.ox.ac.
uk/publications/) and GCRI (https://gcrinstitute.org/publications/). 
Although these bibliographies are useful resources for the research 
community, they are not based on transparent search strategies with 
clearly stated  inclusion criteria, which are vital principles for systematic 
reviews,19 and which would make these bibliographies more useful for 
future research. In contrast, our approach is based on four principles 
that are recommended for research synthesis:20 “transparency” (clearly 
stating our search strategy and  inclusion criteria), “rigorousness” 
(repeating the process with multiple participants, and minimising bias 
by using a broad search strategy, but not yet being truly comprehensive), 
“inclusiveness” (including the research community as participants in the 
screening process), and “ accessibility” (being freely available online).



312 An Anthology of Global Risk

2. Methods

2.1 Summary of the methods

We used keywords to search for publications about  existential 
risk. Based on the titles and/or abstracts of these publications, we 
labelled each publication as “relevant” or “irrelevant” to  existential 
risk. A bibliography of “relevant” publications is freely available for 
downloading as CSV and RIS files from terra.cser.ac.uk. We used these 
labelled publications to train a  machine-learning classifier. We then set 
up an  automated and regularly scheduled search for new publications, 
using the same keywords. The  machine-learning classifier predicts the 
relevance of the new publications, and the list of the new publications 
that it predicts to be relevant are emailed to the participants, but these 
publications are not added to the bibliography until they have been 
assessed by at least one person.

2.2 Search strategy

Our search strategy was based on the “Global Challenges Bibliography” 
in Appendix 1 of Global Challenges: 12 Risks that Threaten Human 
Civilization,21 which included publications up to 2013, and which was 
the most systematically collected bibliography about existential risks of 
which we were aware. We used the keywords that were used for the 
Global Challenges Bibliography to search the titles, abstracts, keywords, 
and references of publications in Scopus in 2017. We then compared 
our search results with the publications in the Global Challenges 
Bibliography. If a publication in the Global Challenges Bibliography was 
not in the search results, but it was in Scopus, then we added keywords 
that would find this publication (unless there were no keywords that 
seemed specific enough to  existential risk to justify their use). Using 
this extended set of keywords, we then searched Scopus again, and 
we continue to search it regularly for new publications (see below for 
search terms). We acknowledge that this is not the only possible search 
strategy, and Scopus is not the only database of publications, but it was 
the only database to which we had programmatic access through an API 
(Application Programming Interface), which we needed to  automate 
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the monthly searches. These limitations should be considered when 
using our bibliography as part of a systematic review. Nevertheless, our 
bibliography represents a more systematic and comprehensive approach 
to mapping the literature on  existential risk than any other approach of 
which we are aware, and thus it represents significant progress.

2.3 Search terms

Title-Abstract-Keywords: “catastrophic risk” OR “ existential risk” 
OR “existential  catastrophe” OR “global  catastrophe” OR “human 
 extinction” OR “infinite risk” OR “xrisk” OR “x-risk” OR apocalypse OR 
doomsday OR doom OR “ extinction of human” OR “ extinction of the 
human” OR “end of the world” OR “world’s end” OR “world ending” 
OR “end of civilization” OR “collapse of civilization” OR “survival 
of civilization” OR “survival of humanity” OR “human survival” OR 
“survival of human” OR “survival of the human” OR “global collapse” 
OR “historical collapse” OR “catastrophic collapse” OR “global disaster” 
OR “existential threat” OR “catastrophic harm”

References: “catastrophic risk” OR “ existential risk” OR “existential 
 catastrophe” OR “global  catastrophe” OR “human  extinction” OR 
“infinite risk” OR “xrisk” OR “x-risk”

2.4 Inclusion criteria

We used the following  inclusion criteria as guidelines for assessing 
publications as “relevant” or “irrelevant” to  existential risk or Global 
Catastrophic Risk (copied from the website):

For the purpose of this assessment, a risk is “catastrophic” if it causes 
at least 10 million deaths (approximately) and a risk is “existential” if 
it causes the  extinction of the human species or the collapse of human 
civilisation.22 Publications that are relevant do not need to include the 
exact phrase “ existential risk” or “Global Catastrophic Risk” but they 
should be about a risk that is global and catastrophic in scale.

Publications that are relevant should explicitly be about the possibility, 
probability, impact, or management of existential or global catastrophic 
risks, as opposed to other aspects of these risks that are only implicitly 
relevant. For example, a publication about the probability of an 
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 asteroid impact that could kill all humans should be included, whereas 
a publication about some other aspect of an  asteroid impact (e.g. the 
geological evidence of an  asteroid impact in the past) should not be 
included. A publication about  climate change should be included only 
if it is about global catastrophic  climate change. Likewise, a publication 
about insurance against catastrophic risk should be included only if it is 
about Global Catastrophic Risk (and loss of life, as opposed to financial 
loss), and a publication about disaster management should be included 
only if it is about a global disaster (as opposed to a global response to a 
local or regional disaster).

Alternatively, a more common-sense criterion is to ask whether or not 
a publication is really about  existential risk or about Global Catastrophic 
Risk, rather than something that is only tangentially related to such a 
risk. Many publications seem to make passing reference to things that 
are allegedly essential to human survival without actually discussing 
them as such.

Relevant publications should include at least one criterion from the 
following list.

• Discussion of  existential risk or Global Catastrophic Risk per se 
(explicit, not implicit)

• Assessment of such a risk (e.g. the probability or impact of 
nuclear winter in the event of nuclear war)

• Discussion of a strategy for managing such a risk (e.g. strategic 
food reserves to mitigate the risk of human extinction from 
catastrophes that destroy crops)

• Comparison of these risks (e.g. the relative risk of human 
extinction from asteroid impact compared to Artificial 
Intelligence)

• Philosophical discussion that is relevant to these risks (e.g. the 
“value” of the future lives that would be saved by preventing 
the extinction of the human species)

Publications about artistic, fictional, or religious works should not be 
included.
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2.5 Crowdsourcing

 TERRA is based at the  Centre for the Study of Existential Risk ( CSER) 
at the University of Cambridge. To recruit participants from outside of 
 CSER, we promoted  TERRA on social media (Facebook and Twitter), on 
the  CSER website (www.cser.ac.uk), and in a workshop at the Cambridge 
Conference on Catastrophic Risk (17–18 April 2018). Participation was 
open to anyone. Anyone who assessed at least 500 publications as of 31 
August 2018 was invited to be a co-author of this publication. 

 TERRA is a web application that is hosted at terra.cser.ac.uk and 
is based on the Django framework for Python (www.djangoproject.
com). When using the web app, each participant is shown titles and 
abstract from our search results (in a random order, to minimise bias) 
and is asked to assess the relevance of each publication based on the 
 inclusion criteria (see above). Each participant is also asked to assess 
the relevance of each publication to each specific class of risk (such as 
“Artificial Intelligence” or “ biotechnology”). We developed a system of 
classifying existential risks (Figure 1) for the purposes of classifying 
publications for  TERRA, but other classification systems could be used 
for other purposes, such as integrated risk assessment.23

 Fig. 1: The classification of existential risks and global catastrophic risks that we 
developed for The Existential Risk Research Assessment ( TERRA). The classes 

that were used to tag publications are highlighted in yellow.
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Different people are likely to have made different decisions about the 
relevance of each publication, not only because  existential risk is an 
emerging field with blurry boundaries, but also because different 
people have different disciplinary backgrounds, personal worldviews, 
subjective biases, and so on. Therefore, to test the consistency of these 
decisions about the relevance of each publication, we calculated the 
“agreement” between the people who assessed each publication. For 
example, if a publication was assessed as “relevant” by either 0% or 
100% of the people that assessed it, then there was 100% agreement 
between these people. If a publication was assessed as “relevant” by 
50% of the people that assessed it, then there was 50% agreement. We 
plotted agreement by class of risk, and we used Wilcox tests in R to test 
whether agreement about publications with a specified class of risk was 
different from agreement about publications without a specified class 
(i.e. publications about generalised risks). We also plotted the number 
of publications and the number of “relevant” publications over time, to 
test the rate of increase (see “Results and Discussion”).

2.6 Machine learning

We used an artificial neural network, implemented in the TensorFlow 
library for Python (www.tensorflow.org), to predict the relevance of 
publications that had not yet been assessed by humans, based on the 
abstracts of publications that had been assessed (labelled as “relevant” or 
“irrelevant”). First, we excluded the publications that had been assessed 
but did not have abstracts (because we wanted to use the abstract to 
make the predictions). Second, we randomly split the publications that 
had been assessed into a training set (80% of publications) and a test set 
(20% of publications). Third, we used the first 200 words of each abstract 
in the training set (labelled as “relevant” or “irrelevant”) as the inputs 
into the neural network (200 was the average number of words in these 
abstracts), and we used a “convolution” layer in the network to encode 
each of these words as a vector of numbers (“word embedding”), based 
on its relationship to the other words in the abstract. Fourth, we passed 
these word embeddings to a fully connected layer in the network. When 
the network was trained, we used it to predict the probability that each 
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publication in the test set was relevant. These methods were based on 
methods described by Géron.24

We then generated three different models, by setting three different 
probability thresholds to control the unavoidable trade-off between 
“precision” and “recall”.25 Precision is the percentage of publications 
that were predicted to be relevant by the machine that are “truly” 
relevant. Recall is the percentage of truly relevant publications that 
were correctly predicted to be relevant by the machine. We generated 
“low-recall”, “medium-recall”, and “high-recall” models that aim for 
50%, 75%, and 95% recall, respectively. The trade-off is that the models 
with higher recall have lower precision, and so they save less time in 
finding truly relevant publications, but they are less likely to miss truly 
relevant publications. We used these models to predict the relevance 
of publications that had not yet been assessed by humans. Users can 
choose the model that makes the most sense for their use-cases, and 
these trade-offs are explained on the website. 

3. Results and Discussion

3.1 Crowdsourcing

By 31 August 2018, a total of 12,635 publications had been included in 
the database. A total of 51 people had assessed at least one publication, 
and 19 of these people had assessed at least 500 publications, including 
eight people from  CSER (the first eight authors of this publication). 
Many of the other participants were previously unknown to  CSER, and 
so this project is helping us to recruit new participants to our research 
network. A total of 10,001 publications were assessed by at least one 
person (79% of publications in the database), and 2,313 of these 10,001 
publications (23%) were assessed as “relevant” by at least one person.

Of these 10,001 publications, 5,961 were assessed by at least two 
people (47% of the publications in the database), and we analysed the 
agreement between different people for these publications. Of these 
5,961 publications, 1,722 (29%) were assessed as “relevant” by at least 
one person. For each publication that was assessed as “relevant” by one 
person, there was approximately one other person who assessed that 
same publication as “irrelevant” (there was 56% agreement between 
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assessors). However, there was higher agreement overall, when including 
publications that everyone assessed as “irrelevant” (87% agreement). 
Thus, there was higher agreement about what to exclude than what to 
include. Only 628 of these 5,961 publications (11%) were assessed as 
“relevant” by at least two people. Unsurprisingly, this suggests that the 
literature about existential risks and global catastrophic risks is difficult 
to define (because it is an emerging and wide-ranging field). In the 
future, when more people have assessed each publication, we hope to 
be able to use the data on agreement for more sophisticated analyses,26 
but at present we use it only to rank the publications in the bibliography, 
first by relevance (the number of “relevant” assessments minus the 
number of “irrelevant” assessments) and second (within each level of 
relevance) by the total number of assessments. 

The highest-ranked publications are inevitably among those that 
have been assessed the most, but the lowest-ranked publications are 
also inevitably among those that have been assessed the most. We think 
this is sensible, because we have the most information about these 
publications, and so we have the most confidence in whether they are 
seen as relevant or irrelevant. However, a systematic reviewer would 
presumably need to consider all publications that at least one person had 
assessed as relevant, rather than considering only the highest-ranked 
publications (and indeed the downloadable bibliography includes all 
publications that at least one person assessed as relevant). The reason 
that some publications are assessed more than others is partly by 
chance (participants are shown titles and abstracts in a random order) 
and partly by choice (participants are also sent a monthly email, with 
recent publications that the  machine-learning model has predicted to 
be relevant, and they are asked to assess these publications, and they 
are also asked not to assess a publication if they are  uncertain about its 
relevance). Thus, the highest-ranked and lowest-ranked publications are 
more likely to be recent publications (published in or after November 
2017, when the monthly email began to be sent), because recent 
publications are more likely to be assessed by multiple people, and 
they are also likely to be publications about which people had greater 
certainty. For this reason, the ranking should only be seen as a starting 
point for future studies. For example, it would be possible to download 
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the bibliography and reorder it by average relevance, or simply to read 
through all relevant titles in a random order.

Of the 1,722 publications for which we analysed agreement, the 
publications that were also assessed as “relevant” to a specified class of 
risk (Figure 2) often had higher agreement than the mean agreement 
for all publications (Figure 3). Publications about Artificial Intelligence, 
biological disaster,  biotechnology,  climate change, or cosmic disaster 
had significantly higher agreement than the mean, and publications 
about  biotechnology had the highest agreement (74%), but publications 
about ecosystem failure, geological disaster, other science or  technology, 
system failure, and  war or terrorism had agreement that was not 
significantly different from the mean. This suggest that some risks 
could be more definitive of  existential risk as a field of research. If so, 
we should beware of marginalising these other less distinctive risks in 
our thinking about  existential risk as a field. However, it is also possible 
that these risks could be more distinctive because they are bigger risks. 
Moreover, it is possible that these patterns could be caused by sampling 
bias, since the participants were not randomly sampled, and they should 
not necessarily be seen as representative of the global  existential risk 
research community. 

 Fig. 2: Number of publications that were indexed in Scopus, found using our search 
strategy, and assessed as “relevant” to at least one specified class of  existential risk 

or Global Catastrophic Risk by at least one person as of 31 August 2018.
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 Fig. 3: Agreement between assessors as a function of the class of risk. The dotted 
line shows the mean agreement (56%) for all publications that were assessed as 
“relevant” by at least one person. The error bars show one standard error above 
and below each mean. Significant differences from the mean for all publications 
(the dotted line) are shown with asterisks (“*”: P < 0.05; “***”: P < 0.001; P-values 

from Wilcox tests).

The number of publications that have been found by our search strategy 
is increasing over time at an exponential rate (Figure 4). This is an 
unsurprising but concerning trend that has also been reported in other 
fields, and indeed this trend is the motivation for using these new 
methods of evidence synthesis.27 However, what is surprising and may 
be even more concerning is that the number of “relevant” publications, 
as a proportion of the total number of publications, is decreasing over 
time (Figure 4). In other words, to find one “relevant” publication, we 
now need to review more publications than we did in the past. Another 
surprising finding is that there appears to have been a rapid increase 
in the number of publications after the year 2000, followed by a rapid 
decrease after 2010.
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 Fig. 4: Number of publications in the 40 years from 1978–2017 that were indexed in 
Scopus, found using our search strategy, and assessed as “relevant” by at least one 
person as of 31 August 2018 (when only 79% of publications had been assessed, 
and thus this is an underestimate of the total number, but a reasonable estimate 
of the trend, since publications were assessed in a random order). The trend 
lines show the widening gap between all publications and relevant publications 
over time, and their equations are y = –1555.64x + 0.393332x2 + 1538163 for all 
publications and y = –166.197714x + 0.04247x2 + 162574 for relevant publications 

(for the years 1978–2017).

3.2 Machine learning

We were pleased to see that the search strategy had successfully found, 
and the neural network had correctly predicted, the relevance of several 
recent publications that we already knew to be relevant to  existential 
risk,28 but that is only anecdotal evidence. Based on the test set of 
publications in August 2018, the low-recall bibliography had a precision 
of about 50% and a recall of about 50%, the medium-recall bibliography 
had a precision of about 33% and a recall of about 75%, and the high-
recall bibliography had a precision of about 24% and a recall of about 
96% (Table 1).
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Table 1: Trade-off between precision and recall in the three  machine-
learning models as of 31 August 2018. “Precision” is the percentage of 
publications that were predicted to be relevant that are truly relevant. 

“Recall” is the percentage of truly relevant publications that were 
correctly predicted to be relevant. Precision and recall are estimates 
(based on the test set, and thus not necessarily representative of the 
prediction set). “Positives” is the number of unassessed publications 

that was predicted to be relevant. “True positives” = positives * precision 
(and thus it is also an estimate, because it is based on the estimate of 

precision).

Model Recall Precision Positives True 
positives

“High 
recall” 0.9589 0.2422 1258 305

“Medium 
recall” 0.7534 0.3343 696 233

“Low 
recall” 0.5000 0.5034 243 122

Of the 2,758 publications that had not yet been assessed by humans 
on 28 August 2018, when the neural network was retrained, perhaps 
303 were truly relevant (11% of 2,758 publications, based on the 11% 
of publications that had been assessed as relevant by more than one 
person, as reported above, but this is only an estimate). When assessed 
by the neural network, 1,258 publications were included in the high-
recall bibliography, and perhaps 305 were truly relevant (24% precision, 
based on the test set, but precision and recall are only estimates for the 
prediction set), which is similar to our estimate of 303 truly relevant 
publications. Thus, the high-recall bibliography would save time, 
because only 1,258 of 2,758 publications (46%) would need to be 
assessed by humans, and only 4% of truly relevant publications would 
have been excluded (96% recall). The amount of time that this would 
save would depend on how much time it would have taken to assess the 
machine-excluded publications (and many irrelevant publications are 
quick for humans to exclude). The low-recall bibliography would save 
more time, because only 243 of 2,758 publications (9%) would need to 
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be assessed by humans, but 50% of truly relevant publications would 
have been excluded (50% recall).

Thus, the neural network seems to work well as a “recommendation 
engine” (automatically recommending the most relevant publications 
by email), and it could possibly also be used as an acceptable substitute 
for manual screening in systematic reviews, if 100% recall is not critical. 
However, in the short term,  machine learning seems most useful for 
rapid evidence synthesis, in which timeliness is more important than 
comprehensiveness.29 In the long term, if crowdsourcing and evidence 
accumulation can be used to share the workload between multiple 
people and multiple years, then  machine learning seems less useful, 
unless there is an improvement in both precision and recall at the same 
time (using a larger or better training set or a better algorithm).

3.3 Limitations of these methods

 TERRA has several limitations that should be considered before it is 
used in systematic reviews. One limitation is that participants have 
different levels of expertise in  existential risk, and different views about 
the relevance of publications. However, participants were asked not to 
assess a publication if they were  uncertain about its relevance, or else 
to be overly  inclusive if they were ambivalent, and so  TERRA is not 
likely to exclude relevant publications because of a lack of expertise. 
Disagreements between participants are interesting in themselves, and 
they could be an insight into  existential risk as a research field. However, 
differences in expertise and differences of opinion could lead to different 
types of disagreement, and these different types of disagreement should 
be explored in the future.  TERRA also offers an opportunity to learn 
more about  existential risk by participating in the evidence assessment, 
and thus the expertise of participants could also increase over time.

Another limitation of  TERRA is that 21% of the publications in 
the search results have not yet been assessed by anyone, and many 
publications have been assessed by only one person. Thus, the relevance 
of some publications is inconclusive. Another limitation is that only one 
database is being searched (Scopus). This will hopefully be resolved 
when other databases (such as Web of Science) offer free and easy access 
through an API. At present, Scopus is primarily focused on academic 



324 An Anthology of Global Risk

journal articles, and it does not include many books and popular texts 
on existential risk, such as Our Final Century.30 Thus, this bibliography 
should be used in conjunction with other bibliographies, such as the 
Global Challenges Bibliography,31 for increased comprehensiveness.

3.4 Towards a Doomsday Database

 TERRA is helping to build a network of x-risk researchers, who in time 
could collaborate on systematically mapping and reviewing x-risk 
research. We can envision a “Doomsday Database” that would include 
all of the available evidence on the probabilities and impacts of each 
class of risk, based on data extracted from the literature. This evidence 
base could be used to compare different classes of risk and prioritise 
the risks with the highest probabilities and/or impacts, as part of the 
“integrated assessment” of risks.32 For example, risks that have impacts 
on similar “critical systems” (e.g., food systems or security systems) or 
have similar “spread mechanisms” (e.g., biological or digital replicators) 
could be prioritised for simultaneous management.33

It is difficult to see how we could get from “here” (a crowdsourced 
bibliography) to “there” (a subject-wide database of probabilities and 
impacts). It was suggested in the Global Challenges Bibliography that 
the literature on some risks is “too voluminous to catalogue” (e.g.  climate 
change), and this is one reason that we limited ourselves to a search 
for publications about  existential risk in general. Although it was once 
suggested that there were fewer publications on “human  extinction” 
than on “dung beetles”,34 our subject-wide view of the literature on 
existential risks shows that indeed it is voluminous and it is increasing 
at an exponential rate.

However, examples of such subject-wide databases exist. For example, 
the Conservation Evidence project (www.conservationevidence.com) is 
making progress towards a subject-wide database for the effectiveness 
of all conservation actions.35 It is only by imagining the possibility of 
such a database for existential risks that we might make progress 
towards it. Moreover, the further development of crowdsourcing and 
 machine learning may make it easier to imagine this scale of evidence 
synthesis in the near future. If it proves to be impossible to synthesise 
the evidence across all existential risks, on a subject-wide scale, then the 
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methods that we have developed for  TERRA could be used to search for 
publications about narrower topics (e.g. Artificial Intelligence), and a 
database could be developed for each of these topics.

An  accessible,  inclusive,  rigorous, and transparent database could be 
especially useful for the governance of  existential risk, considering the 
catastrophic consequences that policy failures could have (e.g. human 
 extinction), and also considering the probability that the beneficial uses 
of new technologies will be promoted more than their harmful uses 
(for “dual-use technologies” such as genetic engineering and molecular 
nanotechnology). As well as evidence in a narrow sense, this database 
could also provide information about our collective understanding of 
 existential risk. This would be evidence in broad sense (a “knowledge 
base”), and it could be used to support philosophical arguments about 
the definition of  existential risk, and also to communicate  existential risk 
to the public.

4. Conclusions

 TERRA produces a regularly updated bibliography about existential 
risks. By including a wide range of participants (as “stakeholders” 
in  existential risk research), by comparing their assessments, and by 
clearly reporting its methods,  TERRA follows the recommendations 
that evidence synthesis should be  accessible,  inclusive, robust, and 
transparent.36 As well as these strengths, TERRA also has limitations 
that should be considered before it is used in systematic reviews. 
These limitations are not insurmountable, and readers are invited to 
participate in  TERRA and contribute to a bigger and better bibliography 
in the future.
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10. The Mortality of States 
(MOROS) Dataset

 Luke Kemp

Highlights:

• Having better data on  states and their lifespans can help us 
understand both the phenomenon of collapse and the nature 
of entities that dominate global risk.

• This chapter documents the creation of a database of  state 
lifespans, where a state is defined as “a set of centralised 
institutions that coercively extract resources from, and impose 
rules on, a territorially circumscribed population” and their 
lifespan is defined by “rough, critical dates in which significant 
changes to state form, function, and/or sovereignty occurred”.

• The database was synthesised from a variety of primary data 
sources verified and expanded with a wider literature review. 

• Significant interpretation was required to conceptualise 
states and their lifespans, but efforts were made to make this 
consistent and objective, while recognising that it is ultimately 
a qualitative overview of expert opinion. 

• In future it is hoped to use  expert elicitation and structured 
literature reviews to improve the database, alongside 
finding better ways to code for the continuity of states and 
adding details about the consequences and reasons for state 
termination.

© 2024 Luke Kemp, CC BY-NC 4.0  https://doi.org/10.11647/OBP.0360.10
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This chapter lays out a work-in-progress developmental methodology 
to measure the longevity of  states. Arguing that the  state, within the 
international, is an under-theorised object in Global Catastrophic Risk 
Studies, the chapter proposes the value of a standardised dataset for 
enhancing how we understand the role of  states in GCR production and 
mitigation. Further reflections on dataset creation and  modelling can be 
read in Chapters 9 and 20, while an alternative approach to studying 
 state collapse can be found in Chapter 13.

1. Background

Our world is dominated by political  states. Collapse is, at heart, the fall 
of a  state and global risks are largely produced by a small number of 
powerful states and state-backed corporations.1 Despite this, states are 
dramatically understudied in the realm of Global Catastrophic Risks.

Having better data on  states and their ends can help fill this gap. 
Currently there are few resources which provide an overview of the 
lifespans of different  states as well as the theories on why some were 
fragile and others resilient. Instead, there is a patchwork of different 
datasets, ranging from data collected by Rein Taagepera which 
summarise the lifespan of a selection of empires,2 the Seshat database 
of historical polities,3 and the Correlates of War Project.4 Each of these is 
limited in some way. The data from Taagepera is decades old and only 
covers a few dozen empires (focused mainly on Eurasia); the Seshat 
database is not explicitly focused on  state termination and crisis, while 
the Correlate of War Project only covers  states after 1815, a small slice 
of history. 

Unsurprisingly, we know little about the lifespan of  states or societies. 
While indispensable background to thinking about global risk, there have 
only been two studies. In the largest piece to date, Arbesman analysed 
42 empires (covering the period 3000 BCE to 600 CE) finding an ageless 
distribution: the risk of termination was constant, and an empire was 
just as likely to end at age 20 as age 200. Another focusing on 22 Chinese 
Dynasties (221 BCE – 1912 CE) found a power-law distribution leading 
the authors to suggest that it was organised by self-organised criticality. 
Both projects are limited. The first overlooks empires after 600 CE and 
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does not cover all empires during its period of focus. The latter focuses 
just on Chinese empires during a small time slice. 

In a short piece I wrote for BBC Future in 2019, I gathered a larger 
dataset, building off the work of Arbesman.5 While bigger, it was still 
incomplete. This piece highlights a new, more comprehensive and 
systematic way of analysing past  state terminations: the Mortality of 
States ( MOROS) dataset.

2. Overview

The Mortality of States Index ( MOROS) provides an overview of 
the lifespan of different  states. It documents  state formation and end 
dates for over 440 different  states, covering roughly 5,000 years from 
3100 BCE (Egyptian Dynasties I and II) to 2021. We define the  state as 
a set of centralised institutions that coercively extract resources from, 
and impose rules on, a territorially circumscribed  population. This is 
a necessarily broad definition. There was significant variety in how 
pre-modern  states governed, as well as their level of administration, 
centralisation, and coercion. It is not an on/off switch: statehood exists 
on a spectrum.6

The idea of the  state is not without detractors. There are critiques 
including the sheer  diversity of  states, and that the idea of a  state is 
an inappropriate false projection of modern polities onto ancient 
cases.7 These are not compelling arguments and are usually aimed at a 
strawman definition: Weber’s outdated idea that the  state is a monopoly 
on violence.8 Social scientists have crafted sufficiently wide definitions 
(like the one used earlier) which can capture both Pharaonic Egypt and 
the modern US. Nonetheless, there is general consensus across political 
science and archaeology that, despite significant variety,  states provide a 
real and useful political category. While there are difficulties in drawing 
precise boundaries it is a commonly used category in the social sciences.9 

States are far more easily measured than more amorphous concepts 
such as society and civilisation. There are few accepted definitions of 
“civilisation” or “society”, and determining a beginning and end date is 
even more pernicious. States represent a more easily defined, measured, 
and concrete historical unit.
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The dates for both  state beginnings and ends should be seen as 
rough, critical dates in which significant changes to  state form, function, 
and/or sovereignty occurred. They are often indicative of processes that 
may have taken decades to unfold. For instance, 1177 is used as rough 
dating for the collapse of the Bronze Age  state network, even though the 
process unfurled over decades.10 

3. Methods

The entries have been gathered from a range of different materials. I 
worked with Oscar Rousham (see “Acknowledgements”) to pull 
together the first dataset. The initial, primary sources were:

• Three different surveys of historical empires and large polities 
by Taagepera;11

• The Seshat Database;12

• The four-volume 2016 Encyclopedia of Empire13 and;

• The Correlates of War Project.14 

We used these primary sources to generate the first dataset. We 
compared entries to eliminate duplicates. Seshat encompasses not only 
 states, but broader cultural periods that are distinguished by changes in 
material culture. Hence, entries from Seshat were only included when 
they represented a distinct and established  state. 

Each of the primary sources focuses on overlapping, similar units, 
although with differing definitions. Most sources lack a distinct 
measurement of statehood, and hence a guide to coding for  state 
formation, continuity, and termination. The sole exception is the 
Correlates of War Project which uses both political recognition from great 
powers and a  population size of at least half a million as proxies for  state 
sovereignty. While more specific, the arbitrary  population threshold is 
not appropriate for pre-modern  states with often significantly lower 
populations, and recognition by neighbours would inappropriately 
exclude many ancient (especially “pristine”)  states. 

We then drew on a wider literature search to both verify the majority 
of existing entries and to create an additional 22. Most of these were 
from speciality sources for Chinese dynasties15 and Korean kingdoms16 
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which were less covered by primary sources. We also consulted books 
focused on societal collapse, although these were either unsuitable or 
already included.17

Where we have found competing suggestions on  state formations 
and termination dates, we input both the lowest and highest credible 
estimates. 

During this construction phase we excluded 30 polities. Entries were 
excluded for one of two reasons: a) it was unclear whether the polity 
would qualify as a  state, and/or b) the formation and termination dates 
were highly  uncertain (spanning decades) and/or contested. These are 
Benin Edo, the Brunei Sultanate, Chavin, Da Viet, Elam, Indus Valley 
Civilisation, Hurrian Kingdoms of Urkesh, Jene Jano, Kanem Bornu, 
the Maya, Minonan Crete, the Moche, Mutapa, Ndebele, Ngoni, Papal 
States, Rapa Nui, Republic of Pisa, Shona, Srivijaya Empire, Teutonic 
Order, Tui-Tonga, Tukolor Order, Venetian Empire, Vishnukundina 
Dynasty, Wahabi Empire, Western Satrap, Xianbei, Yap Empire, and 
Zapotec. We expect that many of these could be clarified and included 
in a future version of  MOROS.

We applied four criteria to assess statehood:

• The presence of a  state apparatus that was formally (and even 
legally) capable of imposing rules. 

• Institutionalised authority that could enact the functions of 
the state without relying on the charisma of the ruler.

• Continuous rule over a territory extending beyond a single 
city.

• The level of expert (dis)agreement.

The dates in  MOROS do not represent any quantitative thresholds. 
Instead, they represent rough agreement by experts as to when a  state 
can be said to have existed and ended based on interpretation of an 
array of sources and factors. It is a qualitative overview of common 
expert opinion on political periodisation. This poses problems. Different 
experts, and different fields can implicitly deploy varying interpretations 
of what signifies the end of a polity or lineage. This is difficult to detect 
since experts frequently do not explicitly define  state formation and 
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termination. Nonetheless, this approach remains a credible way of 
determining  state formation and termination. 

Note that the dates provided in  MOROS say little about the exact 
 nature of the  state formation and end. An empire in the dataset could 
have undergone a full collapse of political, economic, and societal 
institutions, or just undergone a fundamental change in political 
form (such as the movement of Rome from Republic to Empire). It 
also covers a simpler change in ruling elites, such as dynastic shifts 
in China that were incurred by internal warlords or coups (which we 
have identified and marked within  MOROS). We hope to use  expert 
elicitation and systematic literature reviews in the future to provide 
deeper information on the exact details of each entry, including what 
the termination entailed, a stricter definition of  state formation and 
termination, the purported causes for collapse/transformation, and the 
evidence underpinning different theories.

 MOROS is a work in progress. Further work is needed to ensure the 
estimates, are robust, comparable, and provide appropriate depth in 
analysis. It is not entirely comprehensive of either all  states throughout 
human history or for all types of polities. It excludes city- states, non-
 state polities, and more amorphous units such as “civilisations”. 
Nonetheless, it is — to the best of our knowledge — the largest dataset 
of  state lifespans in existence.

4. Next Steps

 MOROS is a provisional tool. There are many promising ways to expand 
and refine it. The first and most pressing is to simply find better ways 
to code for the continuity of  states. The current dataset simply depicts 
the most accepted historical chronologies, although these do not have a 
common definition for  state termination and formation. Coding the data 
with more strict definitions (such as a prolonged loss of sovereignty) 
would be a more robust and consistent approach. 

A second path is to look beyond simple dates towards the consequences, 
and the reasons for termination. Separating genuine cases of collapse 
from simple elite replacement would make this a far more useful tool, 
as would detailing the proximate and ultimate reasons for termination. 
Pairing  MOROS with  expert elicitation and a literature review are two 
methods to include reasons and consequences into  MOROS. 
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11. Enabling the Participatory 
Exploration of Alternative 

Futures With ParEvo

 Rick Davies, SJ Beard, Tom Hobson and  
Lara Mani 

Highlights:

•  ParEvo is an online method of developing alternative 
future scenarios using a participatory evolutionary process. 
This involves the reiteration of variation, selection, and 
reproduction of possibilities, i.e. an embodiment of the 
evolutionary algorithm.1 

• The process is designed to be used by multiple people to 
produce a collective good — a set of storylines. In addition, 
the process generates data on the structure of participation — 
how people have collaborated to produce those storylines.

• For users,  ParEvo can achieve two related purposes. The first 
is cognitive: to enable participants to creatively think about 
alternative futures and to prompt how they do that thinking 
(metacognition). The second is more behavioural: to prompt 
consideration of ways of responding to possible futures, in 
anticipation and/or in response, and to exploit and/or mitigate 
their consequences.

© 2024 Rick Davies et al., CC BY-NC 4.0  https://doi.org/10.11647/OBP.0360.11



338 An Anthology of Global Risk

• This chapter explored the origins and use of  ParEvo and 
illustrates how it has been implemented and analysed. 
Illustrative references are made to two recent exercises carried 
out by CSER. 

• Three types of evaluation challenges are highlighted, 
concerning the performance of individual participants, 
exercises, and the platform as a whole. Researchers are invited 
to explore the uses of the application and to address some of 
the challenges raised in this chapter.

Exploring possible alternative futures is an invaluable means for thinking 
about how risks and  vulnerabilities might develop, and how they may 
be mitigated. At the same time, this type of collaborative, exploratory 
futuring exercise is also useful for illustrating that, while some path-
dependencies should be attended to, catastrophic (or utopian) visions 
of the future are not ineluctable or inevitable — change always remains 
possible and pathways to a safer, more survivable future can always 
be taken. The opening up of these possibilities is explored, in a rather 
different way, in Chapter 21, while alternative means of exploring 
futures collaboratively are proposed in Chapters 8 and 15. 

The Origins of ParEvo

The design of the  ParEvo process had its origins in the lead author’s 1998 
PhD thesis on organisational learning within non-governmental aid 
agencies (NGOs). That conception of organisational learning was based 
on an evolutionary epistemology.2 The same research led to the design 
of another method also using a social embodiment of the evolutionary 
algorithm known as Most Significant Change (MSC).3 Now used widely 
for impact monitoring and evaluation in complex development projects,4 
MSC is a convergent and optimising process in contrast to  ParEvo which 
is more divergent and satisficing.5

Uses to Date

As of mid-2022, 19 different  ParEvo exercises have been completed, 
during and since the development of the web application.6 Participants 



 33911. Enabling Participatory Exploration With ParEvo

have included school students, volunteers recruited from evaluation 
communities of practice, crowdsourced paid adult university  educated 
UK participants, staff from a UK development aid think tank, UN 
Volunteers, UN agency staff members, and internationally recognised 
experts in particular fields. Futures explored include post-Brexit 
Britain,  climate change post-COP26, post-Trump USA, a five-year 
corporate strategy, uptake pathways for educational research, the global 
governance of  biotechnology research risks, and the future of Existential 
Risk Studies. Alternative histories have also been explored, including 
agricultural development project implementation, UNV volunteer 
experiences, and  gender policy implementation within a UN agency. 
Eight of the earlier exercises were initiated by the lead author; 11 of the 
more recent exercises were initiated by members of other interested 
organisations. Two of these were implemented by the  Centre for the 
Study of Existential Risk ( CSER), in Cambridge, UK, and have been 
used as illustrative examples. Four other exercises are now scheduled 
for 2022–2023.

How a ParEvo Exercise Works

3.1 The generation of storylines

Via an online interface at  ParEvo.org, participants are presented with a 
seed text equivalent to the first paragraph of a novel. This text has been 
prepared by the exercise facilitator. Participants are then each given the 
opportunity, independently and anonymously in parallel, to extend that 
narrative by adding a following paragraph, describing what happened 
next. They are then allowed to view each of those alternative extensions, 
and then choose only one of those which they would most like to 
develop by adding another following paragraph, again independently 
and anonymously in parallel. In most exercises one immediate result 
will be that some initial versions of the story will be ignored, while 
others might be extended by more than one participant. As this process 
is reiterated what emerges is a branching tree structure of alternative 
storylines like that in Figure 1 below. 
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 Fig. 1: Tree structure of alternative storylines generated by  CSER Exercise 2.

In this  CSER example there were up to 10 participants, who participated 
in eight iterations, visible as rows. The process begins at the top with 
a single seed paragraph and ends at the bottom, with nine surviving 
storylines. Each node represents a paragraph of text contributed by a 
participant, and the connecting lines show which new paragraph was 
added to which pre-existing paragraph. Grey nodes in the tree structure 
indicate paragraphs which were not continued and which in effect 
represent “ extinct” storylines. Participants in subsequent iterations were 
not allowed to build on these. Dark green nodes represent paragraphs 
which others did build on and which became part of storylines which 
survived until the end of the exercise (bottom row). Bright green nodes 
represent one storyline which has been highlighted by a user of the 
 ParEvo app. Doing so then brings up the full text of that storyline in 
a panel to the right of the tree structure, on the  ParEvo user interface 
(seen in Figure 2 below).7 
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 Fig. 2: The  ParEvo user interface (contributors’ text obscured).

Figure 2 shows six other features of the user interface. These include 
guidance provided by the facilitator, updated with each new iteration, 
seen on the top right; the full text of a selected storyline, presented on 
the right; comments on two of the participants’ contributions; a search 
facility, above the tree structure; an evaluation widget below the tree 
structure; and a “leader board” on the bottom left. The use of the search 
facility, comment facility and leader board are optional. The leader 
board was not used in the  CSER exercises.

3.2 Evaluation of storylines

When the process of generating a set of storylines is finished, participants 
are then asked to evaluate the storylines that they have helped to 
generate. This can be done using the widget built into the app, shown 
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in Figure 2, but can also be done using a more detailed online survey. 
The widget allows participants to make polar evaluation choices, i.e., 
which storyline they think is most or least likely, desirable, equitable, 
sustainable, etc. The available choices are set by the exercise facilitator. 
The online surveys used to date have used both open- and closed-
ended questions about the contents and process (see example survey 
in Appendix 1). In addition, the facilitator can download from  ParEvo.
org 12 Excel formatted datasets containing automatically generated 
information about the contents of the storylines and the structure of 
people’s participation in the exercise (listed in Appendix 2). Exercise 
facilitators have also organised post-exercise meetings of participants to 
solicit further views from the participants and to provide feedback on 
analyses by the facilitator.

3.3 Theory

There are three different types of theories about what happens during 
a  ParEvo exercise. The first is the participants’ own often tacit and 
informal theories about what might happen in the future, as evident 
in the contents of their contributions, and the resulting composite 
storylines. 

The second is the exercise facilitator’s expectations of what they 
want to see happen in the exercise they have designed and organised. 
As evident in the kind of futures they want to see explored, the 
kinds of people to be involved, the time span and granularity of the 
exercise, and the guidance they give to participants at the beginning 
of each new iteration. Exercise facilitators have a range of exercise 
design parameters they can vary in pursuit of these expectations (see 
Appendix 3).

The third is the expectations of the platform administrator (and 
designer of the  ParEvo app). Each consecutive exercise has been, in 
effect, an opportunistic experiment, usually involving some new 
variations in the design parameters, primarily under the control of 
the exercise facilitator. Some of these variations are persisting across 
multiple exercises and others not. In addition to the evolutionary 
epistemology at the base of the design, there is an associated ongoing 
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interest in the role of  diversity. This perspective has been informed 
by writings on diversity from a complexity perspective,8 measures 
of  diversity used in ecology and sociological uses of those ecological 
ideas,9 and network analysis as a way of visualising and measuring 
 diversity measures.10 Measurement has been relevant when thinking 
about  diversity as an independent variable affecting the creativity 
of the process, but also as a dependent variable that is descriptive of 
the range of possible futures that have been developed. Underlying 
the design of  ParEvo, when used to look forward, is the assumption 
that the generation and analysis of a  diversity of storylines will enable 
participants to be better prepared for the future, which is only likely 
to be partially knowable at best. In this context, the  intention is not to 
predict the future, but to be able to be more adaptive and responsive 
to the futures that might take place. 

This approach is consistent with a substantial body of evidence 
on the importance of  diversity to the more general task of effective 
problem-solving, as referred to recently in Campbell et al.11 However, 
in this instance the ambition has its origins in the author’s work as 
an evaluation consultant, assessing the performance of international 
development aid programmes, and the theories of change embedded 
in those programmes. These are characteristically optimistic, focusing 
on expected and desired futures, but are challenged by unexpected 
events and diverse implementation contexts.12

A small number of other types of online platforms have been 
developed by futurists for collaborative exploration of alternative 
futures, and subject to review.13 ParEvo differs from these in three 
respects. Firstly, there is a generative theory informing the process 
design — the social embodiment of the evolutionary algorithm. 
Secondly the process is more divergent and satisficing rather than 
convergent and optimising, as is the case with online Delphi exercises 
— a widely used method. Thirdly, with ParEvo the construction 
of narratives precedes and informs a detailed analysis, rather than 
following and being informed by a technical analysis of other available 
data. In this respect, it is more ethnographic in orientation, taking 
participants’ views as the primary resource material. Notwithstanding 
these differences, Raford’s review of these platforms has provided a 
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useful set of performance criteria relevant to the ongoing assessment 
of ParEvo and its further development (Appendix 4), some of which 
are discussed below.

Challenges

There are three broad challenges facing  ParEvo facilitators and the 
administrator, including: (a) choosing the right design settings, (b) 
analysing the completed exercise, both the storyline contents and 
participation data, and (c) evaluating outcomes and impacts. The latter 
has been identified as an area of weakness in the field of futures research 
and practice14 and will be explored here.15 Evaluation can be done at 
three levels of aggregation, corresponding to the different types of 
theories of change introduced above: those of individual participants, 
individual exercises and the platform as a whole. 

4.1 Participants

Until now participants have engaged in  ParEvo exercises without receiving 
any  intentional and explicit feedback on the  nature of their individual 
performances. Nevertheless, evaluation surveys of participants in the 
last two  CSER exercises indicate that many participants have enjoyed 
taking part.16 Dropout rates during both exercises were small, with 93% 
of all 88 expected contributions being made in Exercise 1, and 96% of all 
80 expected contributions being made in Exercise 2. 

At best, participants can see what happens to their own contributions 
in subsequent iterations, i.e., whether one or more of the other 
participants choose to build on those contributions, and the way they 
do so — taking the storyline in the same direction or changing it 
radically. This behaviour seems to have different significance to different 
participants. The post-exercise surveys found varying opinions between 
the two exercises and within each exercise, with most but not all 
participants in the second exercise giving more importance to building 
on other participants’ contributions, and vice versa.

Expectations and motivations might be expected to be different 
if there was more explicit feedback on participants’ contribution 
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behaviour. Facilitators now have the option of making a “leader 
board” visible on the user interface, which shows for each participant 
how many other participants have built on their contributions and 
those of others. This could have the effect of more directly motivating 
participants to seek these types of responses. Its consequences have 
not yet been tested, but one possibility is that it may lead to more 
convergent content. That may be desirable in some situations, as 
discussed in the next section on exercise level performance. Another 
leader board is under development where the performance measure is 
the proportion of all the contributions to the surviving storylines that 
were made by each participant. This will provide a more summative 
view of each person’s contributions towards a more collective end. But 
again, its consequences have yet to be tested. Both possibilities can be 
seen as a form of gamification,17 an approach already recognised as 
relevant to enabling collective intelligence.18

Other forms of more individualised and nuanced feedback are 
already available using the comment and tagging facilities, used after 
contributions have been made in each iteration. In exercises to date, 
including the recent  CSER exercises, the comment facility has been only 
used in a very non-directive way by the facilitators, raising questions 
rather than proposing directions or signalling approval or disapproval. 
The option also exists for participants to (anonymously) comment on 
each other’s contributions, and for this to affect the overall structure and 
direction of the storylines. Analysis of any evaluative content of this 
kind, and its influence, will be more challenging.

4.2 Exercises

The expected post-exercise impacts of a  ParEvo exercise vary from 
exercise to exercise, depending on the individual facilitator’s objectives. 
To date, these have included:

• Influencing the content of a strategic plan (one exercise 
completed, one planned)

• Informing the publication of papers in an academic journal 
(two exercises)

• Informing the content of an evaluation (four exercises)
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• Leading to the revision of risk management protocol (one 
exercise in process)

• Changing plans for ensuring research uptake (one exercise in 
process)

There are constraints on the extent to which the specifics of these 
impacts, and the associated causal mechanisms, can be identified by 
the platform administrator. Facilitators are not obliged to share post-
exercise survey data, or other information about the subsequent effects 
of their exercise. 

However, it is possible to identify more immediate differences in 
exercise outcomes, as distinct from post-exercise impacts, using measures 
that can be applied to almost all exercises, regardless of their specific 
objectives. As mentioned in the section on theory above, the generation 
of a  diversity of alternative futures has been a default expected outcome 
for almost all  ParEvo exercises to date. Drawing from the field of 
ecology, Stirling differentiated three facets of  diversity, each of which are 
measurable: 

• variety, also known as richness, which is the number of 
different kinds, e.g. species;

• balance, also known as evenness, being the relative numbers 
of each kind; and

• disparity, the degree of difference between kinds, e.g. between 
people and chimpanzees versus people and bacteria.19

In the analysis of a number of  ParEvo exercises, these aspects of  diversity 
have been measured in three ways. 

4.2.1 Tree structures

The first method looks at the network structure of the storylines, in 
terms of disparity. Some storylines are more similar than others, in 
that they have many contributions in common, only diverging in the 
last iteration. The content of others are less so because they diverged 
in the very first iteration. Comparing the structure of storylines in 
two  CSER exercises (Figure 3 below), four of the original storylines 
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survived to the last iteration in Exercise 1, but only two did so in the 
second. This aspect of  diversity can be measured more specifically 
by counting the links connecting the surviving storylines, a simple 
network analysis measure of distance. There were 53 in Exercise 1, 
versus only 30 in Exercise 2. The significance of disparity is discussed 
further below.

 Fig. 3: Tree structures for  CSER Exercises 1 and 2.

4.2.2 Combinations of sets of ideas

The second approach looks at the kinds of combinations of ideas that 
occurred, as a percentage of all possible combinations. Each participant 
can be seen as a set of ideas. When one participant’s contribution 
builds on the contribution of another, this represents one of those 
kinds of combinations taking place. The total number of possible types 
of combinations can be seen in a participant x participant matrix, but 
is limited further if there are not enough iterations for all to occur, 
and if any participants drop out of any iterations. The percentage of 
those possible combinations actually occurring in Exercise 1 was 61%, 
whereas in Exercise 2 it was 70%. This measure, known as network 
density, is a crude measure of “variety”.20 This measure is of interest 
because the recombination of ideas is considered an important source 
of creativity both in biological evolution and human culture.21
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4.2.3 Storyline evaluations

A third approach looked at  diversity in the evaluation judgements of 
participants. At the end of both  CSER exercises, after eight iterations 
had been completed, participants were asked to identify which specific 
surviving storylines they saw as describing the “most likely”, “least 
likely”, “most desirable”, and “least desirable” futures — as seen from 
their own perspective. Their responses were then used to create a scatter 
plot within which there were four different quadrants of possibilities, as 
shown in Figure 4 below. 

 Fig. 4: Distribution of evaluations of the surviving storylines in  CSER Exercises 1 
and 2.

The values on each axis represent the number of participants who made 
judgements of that kind.22 The assessment of storylines located towards 
the edges of the scatterplot had the support of more participants than 
those towards the centre. The red storylines were those where participants 
had conflicting judgements, where both polar extremes were applied to 
the same storyline, e.g. being most and least desirable. In Exercise 1 two 
of the three contradictory judgements were about desirability. In Exercise 
2 three of the four contradictory judgements were about likelihood.

Diversity in this context can be measured in two different ways. Minimal 
 diversity of judgement would be visible in the presence of only two 
storylines in the scatter plot, when all participants agreed that one storyline 
was most desirable and least likely, and the other was least desirable and 
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most likely.23 Maximum diversity would be visible where all the surviving 
storylines appeared on the scatterplot. In both  CSER exercises there was 
maximum  diversity on this variety measure of  diversity. Within all the 
possible combinations of judgments, the most disparate would be where 
participants expressed contradictory judgements about the desirability, or 
the likelihood, of a storyline. As noted above, these kinds of judgements 
were seen in both exercises, slightly more so with Exercise 2.

4.2.4 Implications for analysis

The  diversity measurement options just discussed can be seen as mediating 
variables possibly affecting the post-exercise impacts exercise facilitators 
are aiming for, such as those listed above, or as dependent variables, of 
interest as more proximate outcomes. In both cases the exercise settings 
can be seen as the independent variables. The relationship between these 
types of variables remains to be explored. Findings could then inform 
how future facilitators can optimise the design of their exercises. 

 Fig. 5: Extreme examples of exploitation versus exploration search strategies in 
 ParEvo exercises.

One dimension of optimisation is captured by the distinction made by 
organisational learning theorist James March, between “exploration”, of 
the new, and “exploitation”, of what is already known.24 The question 
of which strategy is most appropriate in what conditions has been the 
subject of ongoing research since then.25 The same distinction can be used 
to differentiate search processes used in different  ParEvo exercises. The 
two extreme manifestations of these are shown in Figure 5. Exploration 
involves development of many disparate storylines, where exploitation 
involves the more detailed development of versions of a single preferred 
storyline. 
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Viewed from this perspective, and given the earlier analysis of 
disparity, Exercise 2 participants seemed to be pursuing a slightly more 
exploratory futures search than those in Exercise 1, although since 
participants were unaware of one another’s choices, and thus could not 
know for sure whether they were building on the same contributions as 
their peers or not, this is hard to tell.

In the future, it is possible that some facilitators of  ParEvo exercises 
may want to give more emphasis to exploitation, and for their participants 
to converge on a more specific view of the future. In the discussion 
above about the measurement of individual performance, two ways of 
measuring individuals’ contributions were introduced, which if given 
as feedback via a leader board, could encourage such behaviour. That 
possibility needs to be tested.

4.5 Platform

At the platform level, objectives relate to sets of exercises. They have 
included:

• The development of new features in the  ParEvo app. This 
was especially the case with six earliest exercises facilitated 
by the administrator, and has continued as a secondary 
objective thereafter. Visible improvements have included the 
development of a comment facility, a tagging facility, a leader 
board, and more flexible evaluation options.

• Further exercises by first-time facilitators. This has been the case 
with four facilitators, leading to six additional exercises to date.

• Requests by other organisations wanting to use  ParEvo for the 
first time. Five new organisations were registered as users in 
2022, with exercises planned in the next 12 months.26

• Accumulation of data from multiple exercises that is sufficient 
to enable analyses of exercise parameters and how they affect 
exercise outcomes. This process is underway. A supporting 
website, at https://mscinnovations.wordpress.com/, is 
accumulating information on the usefulness of different forms 
of analysis of this data. 
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• Publication of papers about  ParEvo in academic journals and 
books. Six are in process to date.

• Recovery of investment costs, through payments for technical 
support provided to organisations using ParEvo. This has 
been underway since early 2022, although pro bono technical 
support for first-time users remains the norm, as does the free 
use of the app itself.

Objectives for the platform have changed over time. With the earliest 
exercises the main objective was to ensure that the web application 
functioned as expected. Then more attention was given to the development 
of evaluation options, within the app itself, and using third-party survey 
platforms. In the last 12 months, more emphasis has been given to ensuring 
sufficient post-exercise facilitated discussion amongst the participants, to 
work through the implications of the exercise, and its evaluation. This 
emphasis needs to be continued. More encouragement is also being given 
to exercise facilitators to articulate their objectives for their exercises before 
they start. Both facilitators did so in the two recent  CSER exercises.

An Invitation

This chapter has provided a quick overview of  ParEvo.org, a web-assisted 
process enabling the participatory exploration of alternative futures. It 
is hoped that researchers in Existential Risk Studies and elsewhere will 
see this as a potentially useful tool to explore how groups of people can 
collaboratively construct a  diverse set of storylines around a topic of shared 
interest. Each exercise facilitator has considerable freedom in how they 
configure their own exercise. Lessons from previous exercises are available 
both from the  ParEvo website and from the  ParEvo administrator. Each 
exercise generates a significant body of qualitative and qualitative data, 
about both the storyline contents and participants’ behaviour. A range 
of options already exist for the analysis of that data. Several important 
challenges relating to assessment of performance at different levels of 
aggregation have also been identified and could be addressed. 
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The following appendicies are available on-line 1) an example on-line 
survey, 2) a summary of downloadable datasets, 3) the adjustable 
parameters of a ParEvo exercise, and 4) a set of Platform Assessment 
Criteria.

https://doi.org/10.11647/OBP.0360#resources
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III. RISK DRIVERS AND IMPACTS

The chapters in this section showcase a small number of the plentiful 
outputs that researchers at the  Centre for the Study of Existential Risk 
have produced on the individual causes of extreme global risk: the 
natural phenomena, systemic shifts, and novel technologies that carry 
the potential to do massive harm at the global scale.

It is common practice in Existential Risk Studies to describe these as 
discrete existential risks or Global Catastrophic Risks, with categories 
that  align rather neatly with the imagined boundaries of an issue: for 
example,  AI, biotech,  supervolcanoes, and  climate change. However, 
as described in the introduction to this book, researchers at  CSER and 
elsewhere are increasingly taking a different approach. There are many 
kinds of global and existential  catastrophes and there are also many events, 
or chains of events, with the potential to bring these about. However, 
there is no simple one-to-one matching between these things, nor should 
their likeness in potential scale lead us to think that they require similar 
responses or even the same method of study or types of expertise. For 
instance, one kind of global  catastrophe involves darkening of the earth’s 
atmosphere, leading to reduced sunlight, crop failure, and global food 
insecurity. However, this is a  catastrophe that could occur due to a 
variety of causes, including  volcanic eruptions,  asteroid impacts, nuclear 
 war, or even geoengineering. Furthermore, it is a  catastrophe that we 
could respond to in a variety of ways, by seeking to avoid such  hazards 
from occurring (the most obvious response to the threat of nuclear  war) 
or by planning for how we might still be able to feed everyone (or at least 
some people) even under such cataclysmic conditions (perhaps a more 
reasonable response to the threat from  volcanic supereruptions that are 
far harder to prevent). Furthermore, this one kind of  catastrophe is not 
the only thing that we need to worry about from each of these  hazards. 

For instance, Chapter 12, Global Catastrophic Risk From Lower Magnitude 
Volcanic Eruptions by Mani et al. argues that focusing only on the potential 
for  volcanic eruptions to cause a  volcanic winter means that the Existential 
Risk Studies community has equated Global Catastrophic Volcanic Risk 
with the risk from only the most explosive  volcanic eruptions. However, 
 volcanic eruptions can also have other global scale impacts, such as 
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disruption to critical  infrastructure, and these might easily be triggered 
by a far less explosive  volcanic eruption were it to occur in the wrong 
place at the wrong time. Given this complexity, there is a real risk that in 
talking about specific global catastrophic risks we will overlook important 
 catastrophe scenarios and the forces that could cause them.

A similar point is made in Chapter 14, Existential Change by Kemp and 
Beard, which argues that it is problematic to try and answer the question 
of whether something (in this case  climate change) is or is not a Global 
Catastrophic or  existential risk. There are many reasons we should not do 
this. For one thing, risk is a probabilistic concept, meaning that to provide a 
yes/no answer is inherently misleading. For another thing, risk drivers do 
not only operate independently but interact in both positive and negative 
ways. Thirdly, the very notions of  existential risk and Global Catastrophic 
Risk are fuzzy and poorly defined, and often used in ways that elide 
their common-sense meanings. And finally, risks are not only things that 
happen to us but are also things that we actively create in choosing how 
we respond to events. Climate risk therefore involves the risk that we will 
respond to  climate change in ways that are harmful instead of (or as well 
as) helpful, potentially making it much more dangerous. For all of these 
reasons then, the question we need to ask is not whether something is 
an existential or Global Catastrophic Risk, but what contribution it might 
make to the overall level of risk in one or more possible future scenarios. 
The chapters in this section all seek to answer this question in different 
ways, but are united in seeking to do so in a thoughtful and robust manner.

As already mentioned, Chapter 12 focuses on the contribution of 
 volcanic eruptions. Drawing upon the global systems and  vulnerability 
and  exposure-based approaches to Existential Risk Studies described 
in Section 1, the authors argue that there has, to date, been too strong 
a focus on the possibility of direct  volcanic  hazards, in particular 
 volcanic winters caused by the large amounts of material ejected 
into the atmosphere by the most explosive  volcanic eruptions. They 
point out that historically it has not always been the largest  volcanic 
eruptions that are the most damaging or costly, but rather those that 
are most disruptive to humans. To understand which  volcanic eruptions 
might be maximally disruptive, the authors combine data about the 
location of active  volcanoes with critical  infrastructure, including cities, 
manufacturing centres, and key air and sea corridors through which 
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people and goods most routinely travel. In this way they identify a 
number of “pinch points”, within which critical  infrastructure and 
active  volcanoes are closely co-located. Even a smaller  volcanic eruption 
in one of these areas could have the potential to do significant harm at 
the global scale via cascading economic, social, and political impacts.

Chapter 13, Reframing the Threat of Global Warming by Richards et 
al., turns to the contribution of  climate change. Once again, drawing 
on a global systems approach, the chapter seeks to understand Global 
Catastrophic Climate Risk, not merely in terms of the direct  hazard from 
 climate change but in terms of developing more complete  catastrophe 
scenarios that take account of the cascading effects that  climate change 
might have. The chapter focuses in particular on a  cascade pathway 
connecting  climate change to food insecurity and societal collapse. The 
authors conduct a systematic (manual) literature review of this topic and 
code studies based on the kinds of causal connections they investigate 
and the methods they use to do this. By looking at the results of studies 
they then construct an empirical causal loop diagram that presents the 
connections that are supported by evidence, their estimated strength and 
direction, and the quality and kind of research that has so far been used 
to study them. This helps both to understand the  nature of this risk more 
fully and to plan further work to improve our, currently highly limited, 
understanding of this risk driver. A key finding of this study is that the 
global impacts of  climate change require evidence and  modelling at sub-
global degrees of granularity, in order to account for more localised factors 
such as the distribution of populations and natural resources, the role of 
specific institutions and their potential failure, and the interaction between 
 states and other groups through processes such as trade, migration, and 
conflict. If we only consider  climate change scenarios at the global level, we 
will miss important considerations such as these, and are thus very likely 
to misunderstand the real contribution of  climate change to global risk.

Chapter 14, Existential Change: Lessons From Climate Change for Existential 
Risk, provides a short addendum that draws some key lessons from other 
work at  CSER on  climate change. The chapter develops lessons for the 
wider Existential Risk Studies community from  climate risk and how it 
has been studied in the past. Foremost among these is the importance of 
attending to questions of how different  hazards and  vulnerabilities might 
contribute to Global Catastrophic and  existential risk, rather than focusing 
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more exhaustively on questions of whether or not particular consequences 
of  climate change do or don’t constitute Global Catastrophic or existential 
risks. The chapter also offers some reflections on why  climate change has 
been, to date, neglected within Existential Risk Studies (and why the 
most severe climate scenarios are also neglected within  climate change 
research). Finally, the chapter suggests the importance of assessing 
 response risks, and the potential  co-benefits of risk mitigation.

Chapter 15, A Fate Worse than Warming by Tang and Kemp, considers the 
risk of Stratospheric Aerosol Injection ( SAI). This is a  technology that uses 
sulphate aerosols to alter the albedo of the upper atmosphere, reflecting 
more solar radiation out into space and thus reducing the amount of 
the sun’s energy available to warm the surface of our planet. In theory, 
this could allow us to reverse some of the impacts of  climate change on 
surface temperature; however, in doing so it will also have other impacts 
on the Earth’s atmosphere and climate. The chapter seeks to perform a 
preliminary analysis of  SAI as both a contributor and potential mitigator 
of Global Catastrophic Risk. A key element of the chapter is providing an 
analytical framework for different ways in which  SAI might interact with 
Global Catastrophic Risk. These include its direct impacts, for instance 
its climatic and environmental effects, its interaction with other risk 
drivers such as nuclear  war, the  systemic risk it poses by stressing and/or 
changing both natural and social systems, and the  latent risk posed by its 
potential termination and the negative impacts this might have.

Chapter 16, Bioengineering Horizon Scan 2020 by Kemp et al., looks 
at  biotechnology and provides a  horizon scan of emerging issues in 
 bioengineering. While not solely risk orientated, the chapter uses 
horizon-scanning techniques, as described in Chapter 6, to study possible 
future developments in the field. These cover a range of time frames, from 
issues predicted to emerge in the next five years, some of which (such as 
the rapid advances of  automation in functional protein synthesis) have 
subsequently emerged as important issues in the field, to more distant 
issues that may still be a decade or more away but that should still be 
considered carefully and planned for. The study involves participants 
from six continents and covers both technical and governance specialists. 
Unsurprisingly it therefore highlights developments across the  technology 
(from agricultural  gene drives to neuronal probes), its governance 
(from the regulation of genetic databases to the governance of cognitive 
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enhancement) and wider social and ethical trends (such as the increasing 
role of philanthropy in shaping research agendas or the potential misuses 
of neurochemistry) as equally important. Participants also identify seven 
underlying themes as driving change across  bioengineering: political 
economy and funding; ethical and regulatory frameworks;  climate change; 
transitioning from lab to field; inequalities;  technological convergence; and 
misuse of  technology, considering how these could be leveraged in ways 
that could make direct  bioengineering research in more or less positive 
ways. Finally, the study highlights potentially fruitful further avenues 
for research, including focusing on specific areas of  bioengineering, such 
as catastrophic risks; incorporating decision-support tools such as fault-
trees; examining  bioengineering in tandem with overlapping areas such 
as artificial intelligence; and producing policy-focused scans involving 
greater engagement with regulators. 

Chapter 17, Artificial Canaries: Early Warning Signs for Anticipatory 
and Democratic Governance of  AI, by Cremer and Whittlestone, looks at 
potential future developments in Artificial Intelligence. The chapter 
seeks to develop a methodology for identifying ‘artificial canaries’: that 
is, future developments in  AI that could signal that we are approaching 
points at which its transformative potential may rapidly increase. The 
chapter chooses to focus on the transformative potential of  AI, rather than 
more traditional metrics such as the level or generality of its intelligence, 
in recognition of the fact that  AI is deeply enmeshed within socio-
 technological systems, and its contribution to Global Catastrophic and 
 existential risk is likely to be mediated through this. Thus, a  technology 
that fundamentally alters aspects of our economic or political landscape 
may contribute significantly to risk, even if it is not technically very 
different from its predecessors. The authors propose using a variety of 
participatory research methods, including workshops and structured 
 expert elicitation exercises, to gather information about what future  AI 
transformations might look like and how changes in the  technology and 
its place in society could precipitate these. The authors further note that 
these methods should serve to promote more interdisciplinary research on 
these complex, multifaceted problems. Their methodology combines these 
participatory methods with collaborative causal graphs (similar to the 
empirical causal loops discussed in Chapter 13) to identify key milestones 
in the future development of  AI and the relationships between them. They 
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illustrate this approach with two examples, identifying artificial canaries 
for the use of  AI in voter manipulation and developments towards High-
Level Machine Intelligence. Their goals for this methodology are twofold. 
Firstly, identifying early warning signs of transformative applications of 
 AI can support efficient monitoring and timely regulation of progress in 
its development. Secondly, those impacted by  AI must have a say in how 
it is governed, and early warnings can give the public time and focus to 
influence emerging technologies using democratic, participatory processes.

All of the chapters contained in this section do much more than simply 
describing threats to humanity. They build on and utilise both the conceptual 
and philosophical insights from Section 1 and the methodological 
innovations from Section 2 to provide new ways of obtaining, synthesising, 
analysing, and presenting evidence about different drivers of risk. However, 
they also do so in a way designed to draw in decision-makers and help them 
to understand their own role in relation to extreme global risk. Whether it 
is appreciating how the geographical location of  infrastructure or national 
level policies about institutional design, trade, migration, and defence can 
directly impact the global risk posed by  volcanoes and  climate change, the 
potential for  response risks and complex technologies like  SAI to cause 
well intentioned policies to do more harm than good, or the complex 
interactions between regulation,  ethics, and  technological development 
in  bioengineering and  AI, these chapters show the many ways in which 
policy-makers at many levels are influencing the most severe risk facing all 
of us. This research thus aims to be responsible both in seeking to improve 
the field as a whole, by moving beyond mere speculation to  rigorous 
science, and also in positioning its findings in ways that support better 
policy making to try and reduce these risks.

In the final section of this book, we will turn to considering 
questions about policy engagement more deeply and shift our focus 
from understanding existential and Global Catastrophic Risk to 
understanding the best options available to us for promoting global 
safety, and existential hope.



12. Global Catastrophic Risk 
From Low Magnitude  

Volcanic Eruptions 

 Lara Mani, Asaf Tzachor and Paul Cole

Highlights:

• In terms of global-scale  catastrophe, most research on  volcanic 
risk has thus far focused on the impact of only the largest 
volcanic eruptions. 

• However, this focuses only on the catastrophic potential 
of volcanic hazards and ignores issues of our exposure and 
vulnerability to them.

• A more systematic approach to Global Catastrophic Volcanic 
Risk highlights how globalisation has supported the clustering 
of critical infrastructure systems, sometimes in proximity to 
volcanic centres.

• These include areas around Taiwan, the Chinese-North-
Korean border, the Luzon Strait, the Strait of Malacca, 
the Mediterranean sea, the North Atlantic and the Pacific 
Northwest.

• In this emerging risk landscape, even lower magnitude  volcanic 
eruptions in these areas might have cascading, catastrophic 
effects and risk assessments ought to be considered in this 
light.

© 2024 Lara Mani, Asaf Tzachor & Paul Cole, CC BY-NC 4.0  https://doi.org/10.11647/OBP.0360.12
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This article was originally published in Nature, and highlights how a 
more systemic approach to thinking about extreme global risk, grounded 
in the existing sciences of volcanology, geography and sustainability, 
can reveal new risks and approaches to risk management. This chapter 
draws on the systemic approach to Global Catastrophic Risk described 
in Chapter 3.

Within the  volcanic risk literature, the typical focus of attention for 
global-scale  catastrophes has been on large-scale eruptions with a 
Volcanic Explosivity Index (VEI) of 7 to 8,1 which remain relatively rare.2 
The relationship between  volcanic eruptions of this scale and Global 
Catastrophic Risks (GCRs) — events that might inflict damage to human 
welfare on a global scale — provided rationality for this tendency.3 
We define this correlation as a ”VEI-GCR symmetry”, whereby as the 
magnitude of an eruption increases, so too does the probability of a 
GCR event. The eruption of  Tambora in 1815 (VEI 7) is an example 
of the mechanism that governs the VEI-GCR symmetry, in which a 
large release of sulphur into the stratosphere brought about periodic 
global cooling, widespread frosts in the northern hemisphere, and 
crop failures across Europe.4 This VEI-GCR symmetry has historically 
defined society’s relationship with  volcanoes. Indeed, we have often 
failed to consider lower-magnitude VEI eruptions as constituting GCRs. 

Here, we argue that this symmetry has become imbalanced towards 
“VEI-GCR asymmetry”, driven by a clustering of our global critical 
systems and  infrastructures in proximity to active  volcanic regions. 
Critical systems and  infrastructures, such as shipping passages, 
submarine cables and aerial transportation routes, are essential to 
sustain our societies and to ensure their continued development.5 
We observe that many of these critical  infrastructures and networks 
converge in regions where they could be  exposed to moderate-scale 
 volcanic eruptions (VEI 3–6). These regions of intersection, or pinch 
points, present localities where we have prioritised efficiency over 
resilience, and manufactured a new GCR landscape, presenting a new 
scenario for global risk propagation. 
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1. A Manufactured Global Catastrophic Risk Landscape

 Fig. 1: Cascading system failures from moderate  volcanic eruptions. Event tree 
of lower-magnitude (Volcanic Explosivity Index 3–6)  volcanic eruptions in 
proximity to global critical systems. The event tree demonstrates the propagation 
of cascading failures of related and interlinked critical systems, due to various 
eruptive  hazards, such as the eruption of tephra column, ash fallout, and 
pyroclastic density currents, as discussed in this Comment. The figure identifies 
the pathways from systems that are directly  vulnerable to such activities to 
secondary and tertiary knock-on ramifications for interlinked systems. The 
blue boxes and arrows depict the impact pathway linked to  volcanic ash fallout, 
whilst the red boxes and arrows show the impact pathway for Pyroclastic Density 
Currents (PDCs), lahars, and tsunamis. Thick black outlined boxes present 

primary  hazards, whilst dashed outline boxes identify secondary  hazards.

We saw an example of the VEI-GCR asymmetry mechanism in play 
during the 2010 VEI 4 eruption of Eyjafjallajökull, Iceland, whereby 
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a moderate-scale  volcanic eruption occurred in proximity to a pinch 
point of critical systems and networks, resulting in global-scale impacts. 
During the explosive phase of the event, plumes of  volcanic ash were 
transported on north-westerly winds towards continental Europe,6 
resulting in closure of European airspace, at a loss of US $5 billion to 
the global economy.7 This eruption remains the most costly volcanic 
eruption ever recorded, even when compared to the VEI 6 1991 eruption 
of Mount Pinatubo, which was the second largest eruption (in terms 
of tephra ejected) in the last century. The Mount Pinatubo eruption, by 
contrast, resulted in economic impacts around US $374 million (US $740 
million in 2021, recalculated for inflation), despite the eruption being 
100 times greater in scale. However, increased globalisation and demand 
for vital commodities that sustain our societies increased the criticality 
of the trade and transport networks disabled by the Eyjafjallajökull 
eruption, driving the global economic impacts and demonstrating an 
imbalance in humanity’s relationship with  volcanoes, towards VEI-GCR 
asymmetry.

Currently, there is little consideration within existing literature of 
the interplay between critical systems and lower magnitude  volcanic 
activity (VEI 3–6) that mark the new GCR geography, with only a few 
recent studies mentioning this significant link at all.8 Where reference 
is made, it typically focuses on the larger-scale eruption scenarios (VEI 
7 and above), and their direct impacts, such as loss of life and damage 
to infrastructures.9 However, these studies fail to extend the risk 
assessments further to consider cascading failure mechanisms that can 
catapult local systems failures to GCR.10 Figure 1 illustrates potential 
cascading system failures with global ramifications that could result 
from moderate  volcanic eruptions of VEI of 3 to 6. 

2. Seven Global Pinch Points

On the consideration of an emerging, asymmetric  volcanic risk 
landscape, we highlight at least seven geographical locations, or pinch 
points, where a convergence of one or more of critical systems occurs, 
and delineate the particular GCR mechanism each might provoke. 
These seven pinch points identify localities where we perceive the 
highest levels of criticality for the global systems and  infrastructures 
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they encompass, (e.g. shipping passages with high traffic volumes that 
cannot be easily re-routed).

Fig. 2: Seven global pinch points. Map of regions — or pinch points — where 
clustering of critical systems and  infrastructures converge with regions of lower-
magnitude  volcanic activity (Volcanic Explosivity Index 3–6). These pinch points 
are presented with the likely associated  volcanic  hazard activities in circles; where 
yellow is tephra/ash fallout, brown is submarine landslides, blue are tsunamis, 
and green are lahars. Each pinch point also includes the potentially impacted 
systems, including aerial (A), maritime (M), trade and transportation networks 

(TT), and submarine cables (SMC).

Taiwanese pinch point. The Tatun Volcanic Group (TVG) lies on 
the northern tip of Taiwan and on the edge of metropolitan Taipei. 
This  volcanic complex was historically active between 2.8 and 0.2 Ma; 
however, new evidence suggest that it has remained active, with frequent 
episodes of volcanic-tectonic earthquakes.11 Taiwan is home for the 
main manufacturing centre of TSMC, the leading producers of over 90% 
of the most advanced chips and nodes (equivalent to US $18.9 billion 
market share)12 and principal suppliers to the global technology and 
car industries. An explosive  volcanic eruption at TVG could blanket the 
area in thick tephra deposits, forcing closure of transportation networks, 
including the Port of Taipei, essential to TSMC’s supply chain. Prolonged 
rupture of critical  infrastructures such as the electrical grid that supplies 
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the TSMC manufacturing plants could also cause grave disruption to 
the global supply of chips and nodes, with severe knock-on implications 
to the global  technology industry and global financial markets. 

Chinese-Korean pinch point. The Changbaishan  volcanic complex 
encompassing Mount Paektu straddles the Chinese-North-Korean 
border, and is most known for its 946 CE “millennium eruption” which 
was estimated to be a VEI 7 eruption. Tephra deposits from this eruption 
have been documented as far as Hokkaido, Japan,13 demonstrating the 
capability of this volcano to cause widespread disruption in the region. 
An eruption column, even from a smaller-scale eruption (VEI 4 to 6) at 
Mount Paektu could be capable of producing a tephra column that would 
disrupt some of the busiest air routes in the world, such as Seoul to Osaka 
and Seoul to Tokyo14 and to maritime traffic traversing the Sea of Japan.

Luzon pinch point. The Luzon Strait is a key shipping passage 
connecting the South China Sea to the Philippine Sea, and a key route 
for submarine cables, with at least 17 cables connecting China, Hong 
Kong, Taiwan, Japan and South Korea. The Luzon Volcanic Arc (LVA) 
encompassing Mount Mayon, Mount Pinatubo, Babuyan Claro and Taal 
 volcanoes, among others, presents a possible location for an explosive 
eruption to disrupt the Strait. Volcanic ash and volcanically induced 
submarine landslides and tsunamis in this region (particularly from 
submarine  volcanic centres) would pose a risk to submarine cable 
 infrastructure within the Strait, and result in closure of the shipping 
passage. The 2006 7.0 Mw Hengchun earthquake off the south-west 
coast of Taiwan triggered submarine landslides which severed nine 
submarine cables in the Strait of Luzon which connect Hong Kong, 
China, Taiwan, the Philippines and Japan, resulting in near-total internet 
outages and severely disabling communication capacities (up to 80% in 
Hong Kong), with knock-on widespread disruptions to global financial 
markets. These disruptions continued for weeks in the aftermath, with 
repairs to the cables taking eleven ships 49 days to restore.15

Malay pinch point. The Strait of Malacca is one of the busiest shipping 
passages in the world, with 40% of global trade traversing the narrow 
route each year.16 Kuala Lumpur and Singapore both border the Strait 
and comprise busy aerial and maritime travel and trade hubs. The 
region is also one of the busiest airspaces in the world, with the aerial 
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route between both cities alone comprising over 5.5 million seats per 
year.17 This region is also known to be highly volcanically active, with 
numerous  volcanic centres present along the Indonesian archipelago, 
such as Mount Sinabung (VEI 4) and Mount Toba in Sumatra, and 
Mount Merapi (VEI 4) in Central Java. Rupture or either aerial or 
maritime transportation as a result of a tephra column, could result in 
severe delays and disruption to global trade. Modelling for a for a VEI 6 
eruption at Mount Merapi which only considered the cost of disruption 
to aerial routes, with the closure of airspace across Malaysia, Indonesia 
and Singapore, estimated a potential losses of up to US $2.51 trillion 
dollars of global GDP output loss over a five-year period.18

Mediterranean pinch point. Similar to the Straits of Malacca, the 
Mediterranean is a vital passage for the maritime transportation of 
goods and commodities from the Middle East and Asia to Europe, and 
hosts a large network of submarine communications cables connecting 
Europe to Africa, North America, the Middle East and Asia. A 
volcanically induced tsunami from a  volcanic centre such as Santorini 
(as happened during the Minoan eruption 3500 BCE), could cause 
widespread damage to submarine cables and disruption to port facilities 
and global shipping passages, such as the Suez Canal. The criticality 
of the Suez Canal was highlighted by the closure of the passage as a 
result of the stranding of a container ship in March 2021. The six-day 
closure is estimated to have cost between US $6–10 billion a week to 
global trade, through delays in cargo transportation and diversion of 
ships away from the canal.19 Numerous volcanic centres in the region 
able to produce such activity, including Mount Vesuvius, Santorini and 
Campi Flegrei, which are all capable of explosive eruption of VEI 3–6. 
Additionally, any tephra column produced during an eruption would 
result in a provisional closure of European airspace, within widespread 
delays to aerial transport and trade networks.

North Atlantic pinch point. The aerial traffic between London and New 
York comprises over three million seats per year.20 Disruption to this 
critical artery could cause widespread disruption and delay to global 
trade and transportation networks. Volcanic centres in Iceland are a 
potential source for this disruption, with numerous  volcanic centres 
producing explosive events of VEI 3–6, including Katla (1918), Hekla 
(1947) and Grímsvötn (2011). 
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Pacific Northwest pinch point. An eruption of a Cascades volcano, such 
as Mount Rainier, Glacier Peak or Mount Baker in Washington, would 
have the potential to trigger mass flows, such as debris avalanches or 
lahars, resulting from the melting of glaciers and ice caps, with the 
potential to reach Seattle.21 The Osceola mudflow generated around 5,600 
years ago at Mount Rainier travelled over 60 miles to reach Puget Sound 
at the site of the present-day Port of Tacoma, Seattle. The generation of a 
similar-scale mass flow, and combined with any ash fall towards Seattle, 
would force provisional closure of airports and seaports, which account 
for 2.5% of the US’s total traffic respectively.22 Volcanic ash might also 
affect a wider airspace including parts of Canada (e.g. Vancouver) and 
US cities such as Portland. Scenario  modelling for a VEI 6 eruption at 
Mount Rainier with  volcanic ash closing airspace across the northern 
USA and parts of Canada predict potential losses of up to US $7.63 
trillion dollars of global GDP output loss over a five-year period.23 

3. Reconsidering Volcanic Risk Assessments

By converging critical systems within pinch point localities and placing 
them at the interface with regions of potential  volcanic activity, we have 
manufactured a new type of GCR from lower VEI 3 to 6 magnitude 
eruptions; a narrative that has previously been neglected by the 
 volcanic risk community. The identification of “pinch points” tilts the 
relationship between  volcanic activity and GCRs, towards VEI-GCR 
asymmetry, thereby presenting a current gap in our approach to  volcanic 
risk assessment, and disaster prevention and mitigation practices. We 
suggest that the community should now consider this risk asymmetry in 
assessments, and work to fully understand the systemic  vulnerabilities 
that may catapult us from a moderate magnitude  volcanic eruption 
(VEI 3 to 6) to a GCR. 

As preparedness measures in the pre-disaster phase, we propose 
that systems mapping and evidence-based  foresight activities — such 
as  horizon scanning and event tree analysis — be more systematically 
incorporated into work to identify the full extent and  nature of our VEI-
GCR asymmetry, and identify opportunities where resilience can be built 
towards Global Catastrophic Volcanic Risk. These activities ought to rely 
on  expert elicitation, including from natural and geophysical sciences, 
civil engineering, and economics. The asymmetry mechanism discussed 
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here in the context of  volcanic  hazards, is also likely applicable to other 
geophysical phenomena; a similar approach could be considered for 
seismic, hydrogeological, and meteorological  hazards alike, where this 
is not already the case.

Unlike super- volcanic eruption scenarios where we have little 
opportunity for prevention, we can work to reduce the fragility and 
 exposure of our critical systems to rapid onset natural events, and 
ultimately increase our resilience to GCRs.

Acknowledgements

Lara Mani is supported by a grant from Templeton World Charity 
Foundation, Inc. The opinions expressed in this publication are those 
of the author(s) and do not necessarily reflect the views of Templeton 
World Charity Foundation, Inc.

Notes and References

1 Papale, Paolo and Warner Marzocchi. ‘Volcanic threats to global society’, Science, 
363(6433) (22 March 2019): 1275. https://doi.org/10.1126/science.aaw7201; Rampino, 
Michael R. ‘Supereruptions as a threat to civilizations on Earth-like planets’, Icarus, 
156(2) (1 April 2002): 562–69. https://doi.org/10.1006/icar.2001.6808 

2 Newhall, Chris, Stephen Self and Alan Robock. ‘Anticipating future Volcanic 
Explosivity Index (VEI): 7 eruptions and their chilling impacts’, Geosphere, 14(2) (1 
April 2018): 572–603. https://doi.org/10.1130/GES01513.1 

3 Bostrom, Nick and Milan M. Ćirković. Global Catastrophic Risks. Oxford University 
Press (2011).

4 Oppenheimer, Clive. Eruptions That Shook the World. Cambridge University Press 
(2011). https://doi.org/10.1017/CBO9780511978012; Stothers, Richard B. ‘The great 
Tambora eruption in 1815 and its aftermath’, Science, 224(4654) (15 June 1984): 1191. 
https://doi.org/10.1126/science.224.4654.1191 

5 Avin, Shahar et al. ‘Classifying global catastrophic risks’, Futures, 102 (1 September 
2018): 20–26. https://doi.org/10.1016/j.futures.2018.02.001; Hinchey, M. and L. 
Coyle. ‘Evolving critical systems: A research agenda for computer-based systems’, 
2010 17th IEEE International Conference and Workshops on Engineering of Computer Based 
Systems (2010): 430–35. https://doi.org/10.1109/ECBS.2010.56 

6 Gudmundsson, Magnús T. et al. ‘Ash generation and distribution from the April-May 
2010 eruption of Eyjafjallajökull, Iceland’, Scientific Reports, 2(1) (14 August 2012): 
572. https://doi.org/10.1038/srep00572

7 Oxford Economics. ‘The economic impacts of air travel restrictions due to volcanic 
ash’, Oxford Economics (1 May 2010). https://www.oxfordeconomics.com/my-oxford/
projects/129051 



370 An Anthology of Global Risk

8 Papale and Marzocchi (2018); Newhall, Self, and Robock (2018).

9 Rampino (2002); Oppenheimer (2011); Wilson, G. et al. ‘Volcanic hazard impacts to 
critical infrastructure: A review’, Journal of Volcanology and Geothermal Research, 286 (1 
October 2014): 148–82. https://doi.org/10.1016/j.jvolgeores.2014.08.030 

10 Wilson et al. (2014).

11 Pu, H. C. et al. ‘Active volcanism revealed from a seismicity conduit in the long-
resting Tatun volcano group of Northern Taiwan’, Scientific Reports, 10(1) (9 April 
2020): 6153. https://doi.org/10.1038/s41598-020-63270-7 

12 Hille, Kathrin. ‘TSMC: How a Taiwanese chipmaker became a linchpin of the global 
economy’, Financial Times (24 March 2021). https://www.ft.com/content/05206915-
fd73-4a3a-92a5-6760ce965bd9 

13 Machida, Hiroshi and Fusao Arai. ‘Extensive ash falls in and around the Sea of Japan 
from large late Quaternary eruptions’, Journal of Volcanology and Geothermal Research, 
18(1) (1 October 1983): 151–64. https://doi.org/10.1016/0377-0273(83)90007-0 

14 OAG Aviation Worldwide Limited. ‘Busiest routes 2020’, OAG Free Reports 
(April 2020). https://www.oag.com/hubfs/free-reports/2020-reports/busiest-
routes-2020/busiest-routes-2020.pdf?hsCtaTracking=9a937560-d748-4f4f-bb61-
3f5063040294%7Cd74a14a5-13fb-4a03-9c32-ec7825bd0d91 

15 Sunak, Rishi. ‘Undersea cables: Indispensable, insecure’, Policy Exchange (2017). 
https://policyexchange.org.uk/wp-content/uploads/2017/11/Undersea-Cables.pdf 

16 Bailey, Rob and Laura Wellesley. ‘Chokepoints and vulnerabilities in global food 
trade’, Chatham House (27 June 2017). https://www.chathamhouse.org/sites/default/
files/publications/research/2017-06-27-chokepoints-vulnerabilities-global-food-
trade-bailey-wellesley-final.pdf 

17 OAG Aviation Worldwide Limited (2020).

18 Mahalingam, A., A. Coburn, C. J. Jung, J. Z. Yeo, G. Cooper and T. Evan. Impacts of Severe 
Natural Catastrophes on Financial Markets. Cambridge Centre for Risk Studies (2018).

19 Russon, Mary-Ann. ‘The cost of the Suez Canal blockage’, BBC News (29 March 2021). 
https://www.bbc.com/news/business-56559073 

20 OAG Aviation Worldwide Limited (2020). 

21 Vallance, James W. and Kevin M. Scott. ‘The Osceola mudflow from Mount 
Rainier: Sedimentology and hazard implications of a huge clay-rich debris flow’, 
GSA Bulletin, 109(2) (1 February 1997): 143–63. https://doi.org/10.1130/0016-
7606(1997)109<0143:TOMFMR>2.3.CO;2 

22 Mahalingam et al. (2018).

23 Mahalingam et al. (2018).



13. Re-Framing the Threat of 
Global Warming: An Empirical 

Causal Loop Diagram of Climate 
Change, Food Insecurity and 

Societal Collapse 

 C. E. Richards, R. C. Lupton and J. M. Allwood 

Highlights:

• Understanding the existential threat of  climate change is 
essential for good risk management; however, our knowledge 
of the pathways through which climate change could cause 
societal collapse is underdeveloped. This chapter aims to 
identify and structure an empirical evidence base of the 
climate change, food insecurity, and societal collapse pathway. 

• The authors first review the societal collapse and  existential 
risk literature and define a set of determinants of societal 
collapse. They then develop an original methodology, using 
these determinants as societal collapse proxies, to identify an 
empirical evidence base of climate change, food insecurity, 
and societal collapse and structure this using a novel-format 
Causal Loop Diagram (CLD). 

• The resulting evidence base varies in temporal and spatial 
distribution of study and in the type of data-driven methods 
used. For example, the link between food insecurity and 
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conflict was found to have been investigated mostly by 
statistical analyses, whereas the links between food insecurity 
and migration, and food insecurity and natural mortality were 
investigated mostly by interviews and surveys.

• The CLD documents the spread of the evidence base and 
enables exploration of how the effects of climate change may 
undermine agricultural systems and disrupt food supply, 
which can lead to economic shocks and socio-political 
instability, as well as starvation, migration and conflict.

• Suggestions are made for future work that could build on this 
chapter to further develop our qualitative understanding of, 
and quantitative complex systems modelling capabilities for 
analysing, the causal pathways between climate change and 
societal collapse. In particular, it highlights important factors 
at global scale and national granularity, such as the geographic 
distribution of population and natural resources, international 
interactions (such as food trade, conflict and migration), and 
institutional breakdown.

This chapter uses a systems dynamics approach and proposes that a 
Causal Loop Diagram can be utilised in order to construct an evidence 
base of the relationships between  climate change, food insecurity and 
societal collapse. Novel approaches to investigating and mapping 
systemic and complex risk interactions are also explored in chapters 
throughout this volume, including Chapter 20. 

1. Introduction

Despite recent social protests and climate emergency declarations, 
efforts to mitigate climate change to date are insufficient.1 Greenhouse 
gas (GHG) emissions continue to rise and global warming above 3 
°C is increasingly likely this century.2 There is emerging evidence 
of amplifying feedbacks accelerating3 and dampening feedbacks 
decelerating.4 These feedbacks exacerbate the possibility of runaway 
global warming,5 estimated at 8 °C or greater by 2100.6 Such temperature 
increases translate to a range of real dangers,7 shifting the narrow climate 
niche within which humans have resided for millennia.8
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Looking beyond the framing of “global warming”, there is concern 
that the effects of  climate change may pose an  existential risk to 
humanity, one that threatens “societal collapse” or even extinction.9 
Understanding these worst-case scenarios is essential for good risk 
management.10 Improving awareness of potential pathways through 
which  climate change poses such a risk can help inform decision-
making about interventions.11 Considering societal impacts that are 
more tangible for individuals, businesses and governments,12 and better 
 aligned with conventional risk priorities,13 may facilitate more effective 
action to mitigate  climate change.14 

A number of pathways through which  climate change could cause 
societal collapse have been identified, one being via food insecurity.15 
Climate change is predicted to undermine agricultural systems and 
disrupt food supply,16 which may lead to economic shocks, socio-
political instability as well as starvation, migration and conflict at local 
through to global scale.17 While the climate science underpinning global 
warming estimates is well established,18 albeit subject to sensitivities, 
the uncertainties increase significantly when we start to consider these 
tangible societal impacts given the complex relationships involved.19 Our 
understanding of worst-case scenarios, and particularly of empirical 
evidence addressing the causal pathways through which  climate change 
may cause societal collapse, is underdeveloped.20 

In this chapter we aim to identify and structure an empirical evidence 
base of the relationships between  climate change, food insecurity and 
societal collapse. We do this using Causal Loop Diagrams (CLD), a 
system dynamics approach that is useful for visualising the relationships 
between variables in a complex system.21 This chapter is organised as 
follows. In Section 2, we review the societal collapse and  existential risk 
literature to refine the aim introduced above. In Section 3, we develop 
an original methodology to establish a new empirical evidence base and 
create a novel-format CLD of causal pathways between  climate change 
and societal collapse. In Section 4, we present and discuss the results 
from the application of this methodology to the  climate change, food 
insecurity and societal collapse causal pathway of interest. We conclude, 
in Section 5, by identifying avenues of future work that may build upon 
this chapter. 
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2. Literature Review 

To refine the aim of this chapter, introduced in Section 1, our review 
examines whether there is historical evidence of  climate change as a 
mechanism of societal collapse and to what extent have causal pathways 
been documented to inform our understanding of  climate change as an 
existential threat to contemporary society. 

We first define the terms “ existential risk” and “societal collapse” 
as used in this chapter. Adopting  Ord’s definition, “an  existential 
risk is a risk that threatens the destruction of humanity’s long-term 
potential” be it incomplete destruction, such as societal collapse, or 
complete destruction, such as extinction.22 Adopting Kemp’s definition, 
societal collapse is an “enduring loss of  population, identity [and/or 
institutional] complexity”;23 it may be abrupt or gradual, but is typically 
rapid because it is notably transformative, and may be experienced by 
a local, national or the global community of people. Fig. 1 presents a 
conceptual model of societal collapse, synthesised from the broader 
literature, to provide further contextual definition.

 Fig. 1: Conceptual model of the overarching process of societal collapse.

The rise and fall of civilisations has been documented since the 
earliest recordings of history and is increasingly studied to inform our 
understanding of societal collapse.24 We consider two types of historical 
studies that provide insight into  climate change as a mechanism of 
societal collapse in the past. We note that other mechanisms are also 
discussed in the literature, and there is debate about the role of different 
mechanisms in particular societal collapse events.
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The first type of historical study empirically investigates an 
individual societal collapse event using primary sources, including 
anthropological, archaeological and paleontological data. Based on such 
data analysis, natural  climate change has been asserted as a mechanism 
of societal collapse in many of these case studies, as established by de 
Menocal25 and Weiss and Bradley.26 For example, Hodell et al.,27 Haug 
et al.,28 and Medina-Elizalde and Rohling29 analyse paleoclimate data 
alongside the archaeological record to show that drought conditions, 
driven by  climate change likely due to solar forcing, contributed to the 
collapse of the Classic Maya civilisation of Mesoamerica in ~8–10th 
century CE. Weiss et al.,30 Cullen et al.,31 and Cookson et al.32 show that 
regional aridity, driven by  climate change likely due to  volcanic forcing, 
contributed to the collapse of multiple societies across Mesopotamia, 
including the Akkadian Empire in ~22nd century BCE. Similarly, natural 
 climate change has been implicated in the collapse of multiple Late 
Bronze Age societies around the Mediterranean,33 including Mycenaean 
Kingdoms in ~12th century BCE,34 the Harappan Civilization of South 
Asia in ~19th century BCE,35 the Angkor Empire of Southeast Asia in 
~15th century CE,36 multiple Chinese Dynasties37 and civilisations along 
the Silk Road38 during the previous millennium, the Norse Vikings of 
Greenland in ~16th century AD,39 and the Tiwanaku Empire of Pre-
Columbian South America in ~10th century CE40 amongst others. 

This first type of studies establishes precedence of natural  climate 
change as a mechanism of societal collapse throughout history, 
demonstrating the risk that anthropogenic  climate change similarly 
poses to contemporary society. However, the events examined occurred 
more than 100 years ago, with most dating back to ancient history, 
when societies were relatively isolated. Because these case studies pre-
date contemporary society, they do not provide empirical evidence of 
anthropogenic  climate change in context of today’s highly interconnected 
society.41 

Statistical evaluation of the frequency and significance of natural 
 climate change relative to other mechanisms of societal collapse 
identified across these case studies has not yet been established 
within the literature. However, the second type of historical study 
does qualitatively examine collections of these case studies to develop 
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theories of predominant modes of societal collapse. Three major modes 
are observed, as follows.

Fagan42 and McMichael43 focus on natural impact on the human 
system across multiple civilisations, concluding that natural  climate 
change is predominant having significantly influenced human existence 
throughout history. Over the past 12,000 years, the natural and human 
systems developed within the stable climate niche of the Holocene 
Epoch.44 The associated geographic endowments governed human 
transition from band societies based on foraging to complex societies 
based on agriculture. Unfavourable subtle (e.g. weather variations) and 
drastic (e.g. natural disasters) shifts in climate influenced the collapse 
of complex societies either by direct loss of life or indirectly via resource 
insecurity. In particular, in this mode, typically, the loss of agriculture 
led to de- population via famine, migration or conflict due to food 
insecurity. 

Ponting,45 Wright,46 and Diamond47 focus on human impact on the 
natural system across multiple civilisations, concluding that human 
overpopulation and overexploitation relative to the carrying capacity 
of the environment is predominant. Societal collapse via environmental 
degradation often involved unsustainable agriculture, exacerbated by 
natural  climate change, leading to de- population as well as institutional 
breakdown via loss of economic stability and socio-political dysfunction 
due to magnified inequality. This mode aligns with early “Malthusian 
 catastrophe”,48 ”tragedy of the commons”,49 and “overshoot-and-
collapse”50 theories. 

In their 12-volume magnum opus exploring the rise and fall of 
28 civilizations, Toynbee concludes that “great civilizations are not 
murdered [but rather] they take their own lives.”51 Building on this, 
Tainter,52 Acemoglu and Robinson,53 and Johnson54 focus on human 
impact on the human system across multiple civilisations, concluding 
that societal complexity in relation to problem-solving inability (e.g. 
environmental degradation) and institutional dysfunction (e.g. 
inequality and oligarchy internally, trade ally and hostile neighbour 
relations externally) is predominant. As a society becomes more 
complex, it reaches a point beyond which “continued investment in 
complexity as a problem-solving strategy yields a declining marginal 
return” and it will be at risk of collapsing under its own weight via 
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institutional breakdown and de- population.55 This mode aligns with 
”energy returned on energy invested” theory,56 applied to explore 
societal collapse by Homer-Dixon.57

Diamond,58 Turchin,59 and Schwartz and Nichols60 examine why some 
civilisations have been able to thrive or recover, rather than collapse. They 
similarly conclude that societies have flourished due to combinations 
of favourable geographic endowment, managing their existence within 
the carrying capacity of the natural system, and co-operative action in 
problem-solving.

This second type of studies highlights that societal collapse involves 
a complex nexus of factors and dynamically interlinked events. For 
instance, Gibbon details how all three of the modes, described in the 
preceding five paragraphs, contributed to the collapse of the  Roman 
Empire.61 These modes of societal collapse, although based on empirical 
evidence pre-dating contemporary society, describe key aspects of the 
anthropogenic  climate change problem faced today. While these studies 
describe causal pathways of relevance, to the best of our knowledge, no 
study has used CLDs to untangle the complexity and give structure to 
the dense information in this evidence base.

Across these historical studies, we observe no apparent temporal or 
spatial influence on the occurrence of societal collapse. Rather, societal 
collapse has been described as occurring in various forms, whether it be 
by known “white-swan” or surprise “black swan” events,62 in different 
geographic locations and times throughout history. Additionally, 
a quantitative statistical analysis by Arbesman shows that societal 
collapse has occurred randomly and independent of civilisation life-
spans.63 These qualitative and quantitative observations highlight that 
any society may be susceptible to collapse, much in-line with the Red 
Queen Hypothesis of the Law of Extinction.64 

From these historical studies, we observe sets of secondary 
determinants for each of the primary determinants introduced in Fig. 1, 
which are defined in Fig. 2. Considering a geographically bounded 
society, emigration refers to any permanent departure of  population 
including both voluntary or forced migration, conflict mortality accounts 
for deaths directly arising from any form of domestic or international 
conflict (e.g. due to  war), and natural mortality accounts for deaths 
related to domestic environmental conditions (e.g. due to famine). The 
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loss of socio-cultural norms, political structures or economic value accounts 
for that which notably transforms the identity and institutions of the 
society. 

 Fig. 2: Primary and secondary determinants of societal collapse for a bounded 
society. 

In addition to these historical studies, we consider the relatively nascent 
studies of existential risks (X-risks) that provide insight into how  climate 
change may trigger societal collapse in the future. 

Comprehensive surveys of X-risks reveal mechanisms that could 
cause the collapse of contemporary society. Bostrom and Ćirković,65 
 Rees,66 and Ord67 provide eminent scholarly treatment of the field, 
drawing from the academic literature. The World Economic Forum68 and 
Global Challenges Foundation69 produce global risk reports drawing 
from decision-makers and experts across intergovernmental and 
non-governmental organisations. These surveys establish that many 
historically observed mechanisms of societal collapse, including natural 
 climate change, remain applicable as X-risks today. However, the  state 
of existence of contemporary society has led to a different landscape 
in which these mechanisms apply, and to a number of unprecedented 
mechanisms, including anthropogenic  climate change.  Ehrlich and 
 Ehrlich70 and Häggström71 note that although increased complexity, such 
as globalisation and  technological advancement, can increase a society’s 
resilience and adaptability, it can also increase  vulnerability. For example, 
globalisation increases resilience to local agricultural production shocks 
through access to global markets; however, it also increases  vulnerability 
through  exposure to sudden reversal in connectivity, such as trade 
restrictions.72 Some geoengineering technologies, for example, may 
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enable society to mitigate and adapt to  climate change; however, they 
may also increase  vulnerability to  termination shocks, where failure of 
the technology exposes society to sudden temperature increases.73 In 
this highly interconnected landscape, “synchronous”74 and ”cascading”75 
failures create the potential for mechanisms and outcomes of societal 
collapse, once contained to a single localised civilisation, to rapidly 
spread across multiple nations and impact humanity on a global scale.

Works by Lynas,76 Wallace-Wells77 and Gowdy78 draw on the scientific 
 climate change literature to explore hypothetical futures under best- to 
worst-case scenarios. The scenarios consider the feedbacks within the 
natural system that could worsen, as well as the potential for humans 
to mitigate, anthropogenic  climate change. Shifts in average weather 
(e.g. temperature) and natural disasters (e.g. floods) affected by  climate 
change could impact human mortality directly. These two effects, 
coupled with sea level rise due to melting of ice caps, could indirectly 
impact human mortality via degradation of the natural world system 
(e.g. land quality) and the human world system (e.g.  infrastructure 
failures) resulting in resource and service insecurity. This insecurity 
could impact institutional stability, resulting in economic loss, political 
dysfunction and social unrest, as well as migration and conflict. The 
hypothetical outcomes for contemporary society against the threat 
of anthropogenic  climate change range from dystopian (collapse) to 
utopian (recovery).

These futures studies identify endpoints of different causal pathways 
between anthropogenic  climate change effects and potential impacts on 
the human world system, with the latter reflecting key determinants of 
societal collapse observed in the historical studies. Scholars have made 
limited in-roads to empirically investigating the top-level relationships 
between some of these endpoints using recent datasets. The direct links 
between  climate change and the endpoint impacts of mortality, conflict 
and migration are, respectively, examined by Mora et al.,79 Hsiang et 
al.80 and Hauer et al.81 The feedback between migration and conflict 
driven by climate change is examined by Abel et al.82 The direct links 
between  climate change and the endpoint impacts of economic loss, 
political instability and shifts in cultural norms are examined by Burke 
et al.,83 Sofuoğlu and Ay,84 and Adger et al.85 respectively. However, the 
complex bottom-level links between and surrounding these endpoints 
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are generally ill understood,86 and the strength of empirical evidence is 
poorly documented from a systems science perspective.87 To the best of 
our knowledge, no study has empirically examined how the impacts 
of  climate change could explicitly translate into societal collapse for 
contemporary society. We do not have a clear picture of  climate change 
as a  systemic risk to our globalised society, particularly at spatial 
scales accounting for the heterogeneity of individual identity, business 
governance and policymaking across nations, and international 
exchanges. This limits our ability to understand feedbacks, identify 
intervention points, develop quantitative models and inform strategies 
to minimise the risk of societal collapse occurring in the future.88

Given the insights from this review, we refine the aim of this chapter 
as follows. Firstly, the empirical evidence base should specifically 
address contemporary society. Secondly, the CLD should be constructed 
at a scale and granularity that addresses the heterogenous characteristics 
of nations and international interactions. The refined aim of this chapter 
is thus to identify an empirical evidence base of  climate change, food 
insecurity and societal collapse in contemporary society and structure 
the evidence base with a CLD defined at global scale and national 
granularity.

3. Methodology

A two-stage framework, consisting of five steps, was developed to 
achieve the aim of this chapter. For each step, below, we first introduce 
it generically and then describe its application to our specific analysis of 
the  climate change, food insecurity and societal collapse causal pathway.

3.1. Stage 1: Establishing an empirical evidence base of societal 
collapse in contemporary society

Step I deploys societal collapse proxies via a key word search to identify 
“evidence points”, which in this instance may be considered data points, 
in the form of publications that empirically examine the causal pathway 
of interest in contemporary society.

The determinants defined in Fig. 2 provide these societal collapse 
proxies to establish the new empirical evidence base in lieu of historical 
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societal collapse events pre-dating contemporary society. The  population 
loss set are straightforward to isolate, consistent to measure across 
nations and describe tangible consequences. The institutional breakdown 
set are relatively less so. Thus, the societal collapse proxies adopted in 
this study were natural mortality (i.e. starvation, with respect to food 
insecurity), conflict mortality and emigration; subsequent studies could 
use the institutional breakdown set. Key words were selected based 
on terminology of  climate change, food insecurity and the societal 
collapse proxies. Peer-reviewed journal articles were chosen as the form 
of evidence point in this study; subsequent studies could use other 
publications, such as books and reports. 

The keyword search was performed in Scopus. A record of the search 
is contained in the Supplementary Information (A.). Approximately 
3,000 publications were reviewed by reading the title, abstract and main 
body as needed. Evidence points were selected based on satisfaction of 
the following criteria: the publication (a) is a peer-reviewed, English-
language, journal article; (b) uses empirical, data driven methods; (c) 
examines the period from 1990 to present (2019), representative of 
contemporary society; and (d) primarily examines the causal pathway 
of interest. We made an exception to (a) to include the most recent Limits 
to Growth book,89 which was not itself a search result but documents the 
World3 model that was identified in the search results. We note that (b) 
precluded selection of review or essay-style publications; however, we 
found that these were often discussed in the literature review of selected 
evidence points, so were, nonetheless, accounted for indirectly. 

This step resulted in a new empirical evidence base consisting of 41 
evidence points, which are summarised in Fig. 4. 

Step II defines a custom colour-coded typology for the new empirical 
evidence base. This typology is used in Stage 2, to construct a final CLD 
(f-CLD) in a novel format showing the spread of the evidence base 
across the system.

In this study, we were interested in the methodological spread as this 
provides information on data that may be useful for future studies. Four 
methodological categories were identified in the new empirical evidence 
base. Each evidence point was classified into one of these categories and 
assigned a colour coding, namely: quantitative  complex systems model 
— red; statistical analysis of quantitative dataset — blue; collection / 
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analysis of qualitative interview / survey data — green; quantitative 
data-led case study / scenario — yellow. 

The resulting typology of the new empirical evidence base is shown 
in Fig. 4.

3.2. Stage 2: Constructing a novel-format causal loop diagram 
from the empirical evidence base

Step III involves creating an individual CLD (i-CLD) for each evidence 
point to clearly structure the complex causal relationships examined. 
These i-CLDs provide the building blocks from which to construct the 
f-CLD in Step IV.

 Fig. 3: One of the i-CLDs created for each of the 41 evidence points in the new 
empirical evidence base of  climate change, food insecurity and societal collapse 

in contemporary society.

The process to create an i-CLD is as follows. The corresponding 
evidence point was examined in its entirety to identify and record key 
information in the form of variables (nodes), links (arrowed lines) and 
relationship notation (positive or negative). Key information derived 
from the original data-driven content, i.e. the main analysis, of the 
evidence point was colour coded in the i-CLD according to the typology 
classification established in Step II. Any relationships hypothesised but 
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not supported by the main analysis were coloured grey. Key information 
derived from other content, i.e. the literature review, of the evidence 
point was coloured black. The scale and granularity of the i-CLD was 
recorded as detailed in the evidence point. This process was repeated 
for each evidence point in isolation until a complete set of i-CLDs was 
produced for the new empirical evidence base. 

All 41 i-CLDs created in this study are contained in the Supplementary 
Information (B.). One of the i-CLDs is shown in Fig. 3 as an example.

Step IV reconciles the set of i-CLDs into a standardised format in 
order to construct the f-CLD of the system of interest at the desired scale 
and granularity.

The standardisation process has two aspects. One aspect is related 
to component (variables and links) definition, necessary to maximise 
clarity of the f-CLD while covering all information contained in the 
evidence base. This addresses the typical challenge of CLDs becoming 
dense and overcomplicated, which decreases their  utility. The other 
aspect is related to level of aggregation, necessary to ensure the 
f-CLD conveys information at the intended scale and granularity. The 
standardisation is an iterative process, as follows. 

The ~950 variables from the set of 41 i-CLDs were recorded on a 
blank worksheet for the f-CLD, without links between them. A clustering 
approach was used to reconcile these variables into like groups. For 
each group, an overarching major node was isolated and the i-CLD 
variables in the group were virtually deposited into a matrix for that 
major node. For example, drought, sea level rise and crop disease were some 
of the i-CLD variables clustered into an environmental risk factors f-CLD 
major node matrix. The f-CLD major nodes were defined at a level of 
aggregation representative of a nation. Doing so effectively scaled down 
any global or regional aggregation, and scaled up any sub-national or 
local aggregation, in the i-CLD variables. For example, household food 
imports was an i-CLD variable of local aggregation that was scaled up to 
national food imports (trade) in the f-CLD. 

The ~1150 links from the set of 41 i-CLDs were reconciled into 
arrowed lines between the major nodes in the f-CLD. This sometimes-
required interpretation of implied causality in the i-CLD relationships 
in order to route them across the major nodes in the f-CLD. For example, 
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where an i-CLD showed a direct link from international food price to 
conflict variables, this was routed using arrowed lines from international 
food price to national food price to food  accessibility to food insecurity and 
finally to conflict major nodes defined in the f-CLD. Where there was 
a discrepancy between relationship descriptions, the relationship with 
the most supporting i-CLDs was adopted. 

The interim f-CLD produced at the end of each standardisation 
iteration was examined to determine whether the major node definition 
could be refined to maximise clarity. For example, in one iteration 
water and land were defined as separate major nodes, but examination 
determined that each had the same arrowed lines to other major nodes; 
therefore, another iteration was undertaken with water and land now 
clustered under a single natural resources major node in order to minimise 
redundant arrowed lines. This process was iterated several times until 
an f-CLD had been constructed at an appropriate level of detail for this 
study. Additionally, relevant literature reviewed in Section 290 was cross-
referenced, but not included as evidence points, to ensure comprehensive 
coverage of key relationships in the f-CLD.

The standard-format f-CLD, consisting of uncoloured and 
unweighted components, resulting at the end of this step is contained in 
the Supplementary Information (C.). 

Step V maps each i-CLD to the f-CLD using a weighted (line 
thickness) typology (colour-coded) approach. This visually documents 
the spread of the evidence base across the system described by the 
f-CLD. 

The process to map an i-CLD to the f-CLD is as follows. Each variable 
(node) of the i-CLD was assigned to its corresponding major node(s) 
in the f-CLD. Each link (arrowed line) of the i-CLD was assigned to 
a corresponding route along the arrowed lines in the f-CLD. Each 
time an arrowed line in the f-CLD had an i-CLD link assigned to it, an 
incremental weighting of one-unit line thickness in the corresponding 
typology colour-coding of the i-CLD link was added to the f-CLD 
arrowed line. This process was repeated for each of the 41 i-CLDs until 
all had been mapped to the f-CLD. A record of this process for each of 
the 41 i-CLDs is contained in the Supplementary Information (D.).

The novel-format f-CLD, consisting of colour-coded and weighted 
components, resulting at the end of this final step is presented in Fig. 5.
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4. Results and Discussion

The new empirical evidence base and novel-format CLD of  climate 
change, food insecurity and societal collapse in contemporary society 
resulting from the application of our original methodology (Section 3) 
are discussed in turn below.

4.1. Empirical evidence base of climate change, food insecurity 
and societal collapse in contemporary society

The new empirical evidence base (Section 3, Step I), along with its 
colour-coded typology (Section 3, Step II), is presented in Fig. 4. It 
consists of 41 evidence points, of which 9 examine the natural mortality 
(i.e. starvation, with respect to food insecurity), 20 the conflict mortality 
and 12 the emigration societal collapse proxy, alongside other human 
and natural world system factors. We discuss three key aspects of the 
evidence base, namely temporal and spatial distribution, data-driven 
method distribution, and advantages of each data-driven methods, 
below.

The temporal scale and granularity of study varies across the evidence 
base; however, our methodology limited the possible scale of study to 
the period from 1990 to present, representative of contemporary society. 
Within this period, approximately half of the evidence points cover a 
scale of less than one decade and the other half a scale of greater than 
one decade. Approximately half of the evidence points conduct analyses 
at yearly granularity and the other half conduct analyses at granularity 
greater than one year, with only a few studies conducting analyses at 
monthly granularity. The spatial scale and granularity of study varies 
across the evidence base. Approximately one third of the evidence 
points investigate the system at a global scale, with the remaining two 
thirds focusing on regional or national scales, primarily in Africa as well 
as the Middle East and Asia. Approximately half of the evidence points 
analyse the causal pathway at sub-national granularity, with the other 
half primarily focusing on national-level granularity. This variation 
provided different coverage of the complex relationships within the 
system, which was informative for constructing our CLD. 
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The distribution of data-driven methods used across the evidence 
base is notably different for each societal collapse proxy. Evidence 
points for natural mortality mostly use collection/analysis of interview/
survey data. This is likely because the minimum daily food intake for 
human survival is well established;91 as such, statistical analysis of 
food and mortality data sets would not yield significantly new insights 
into thresholds whereas interviews/surveys can provide insight into 
an individual’s circumstances influencing this relationship. Evidence 
points for conflict mortality mostly use statistical analysis of existing 
datasets. This likely reflects the interest in rigorously curated conflict 
datasets, such as UCDP/PRIO,92 across the conflict and peace fields. 
Evidence points for emigration mostly use collection/analysis of 
interview/survey data, likely because this provides nuanced insight 
into an individual’s decision to migrate. It may also be due to data 
availability and quality challenges that limit quantitative statistical 
analyses, which are being addressed by groups such as the International 
Organization for Migration’s Global Migration Data Analysis Centre.93 
Amongst these data challenges, it is important to recognise the issue 
of reconciling different types of voluntary and forced migration with 
causal drivers, given the complex social, economic and political factors 
at play; this challenge similarly applies to the other societal collapse 
proxies but is particularly noted in the migration studies. We observe 
from these studies that a food insecurity threshold for natural mortality 
is well established but thresholds for conflict mortality and emigration are 
not. Indeed, distinguishing causal drivers within datasets and defining 
quantitative thresholds for these determinants remains a ”grand 
challenge”.94
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 Fig. 4: Summary and custom colour-coded typology of the new empirical evidence 
base of  climate change, food insecurity and societal collapse in contemporary 

society. A full reference list is contained in Supplementary Information (E.)

Each data-driven method offers different advantages. The  complex 
 systems models each describe “chunks” of the system at different 
scale and granularity. The models provide mathematical definition, 
are  calibrated to real-world data and enable quantitative simulation of 
key relationships in the system. The statistical analyses quantitatively 
examine relationships between a dependent variable and one or more 
independent variables within the system, which can be used as a 
mathematical basis for extending  modelling capabilities. The collection/
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analysis of interview/survey data provides insight into qualitative 
aspects of human perspective and decision-making that quantitative 
data sets cannot provide directly. The data-led case study/scenarios 
combine quantitative data with qualitative expert interpretation to 
better understand global trends and  forecasts. These latter two methods 
can also be used to inform the development of  modelling capabilities, 
the scenarios analysed by such models and their application in decision-
making processes. Collectively, these different data-driven methods can 
yield useful insights into the nuances of relationships in the system of 
interest. 

4.2. Causal loop diagram of the climate change, food 
insecurity and societal collapse in contemporary society at 

global scale and national granularity

The main result of this chapter is the CLD (the f-CLD from Section 3, 
Step V), presented in Fig. 5. It structures the relationships between 
 climate change, food insecurity and societal collapse as described in 
our new empirical evidence base (presented in Fig. 4 and discussed in 
Section 4.1). We discuss three key aspects of the CLD, namely insights 
related to the spread of empirical evidence, the qualitative  complex 
system depicted, and quantitative  complex system  modelling, below, 
alongside consideration of well-established benefits and limitations of 
CLDs.

Our CLD is presented in a novel format that documents the spread of 
our empirical evidence base. We use line thickness and colour, respectively, 
to depict the density and type of the data-driven methods used by the 
empirical evidence points to analyse a given link between two variables. 

Doing this aids comprehension of where existing work has been focused 
with respect to the  climate change, food insecurity and societal collapse 
causal pathway. It may also help with the identification of gaps in existing 
analyses. For example, we can see that the link between food insecurity and 
conflict has been investigated mostly by evidence points using statistical 
analyses (blue), whereas the links between food insecurity and migration, 
and food insecurity and natural mortality, have been investigated mostly 
by evidence points using interviews/surveys (green). This hints that it 
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may be useful to investigate the former using quantitative statistics, and 
the latter using qualitative interviews/surveys, to gain further insights 
offered by the different data-driven methods as described in Section 4.1. 

It is important to recognise that our CLD may show negligible density 
for important links or even be missing important variables and/or links, 
either because they have not yet been studied or because our key word 
search failed to identify evidence points that have studied them. For 
example, our study focused on the  climate change, food insecurity and 
societal collapse causal pathway, so the density of our empirical evidence 
is concentrated along links central to this pathway, whereas the links 
between peripheral variables in the system, such as between fertility and 
births, show a lower density of empirical evidence. Similarly, our use of 
the  population loss set of societal collapse proxies means that the evidence 
base details natural mortality, conflict mortality and emigration, whereas 
the institutional breakdown set are not detailed. In considering this issue, 
our methodology attempted to maximise the  rigour and transparency 
of our study by documenting the spread of our empirical evidence base 
to help make the reader aware of exactly how much and what type of 
evidence was supporting the CLD presented here. 

Further, we can see that while empirical studies have linked  climate 
change via food insecurity to our societal collapse proxies of natural 
mortality, conflict mortality and emigration, we found no empirical studies 
linking these proxies to the explicit term of societal collapse. This was 
expected given the motivation of this study (Section 1) and is due to 
the fact that there are no contemporary events of societal collapse, 
under the same definition as those in the historical studies pre-dating 
contemporary society, that enable these links to be empirically studied.95

Having considered the spread of empirical evidence, we now 
consider the  complex system documented. A key benefit of CLDs is 
that they simply present a myriad of information in a single diagram; 
in doing so, CLDs enable comprehension of the structure and behaviour 
of  complex systems, including feedbacks, intervention points and far-
reaching interdependencies.96 Our CLD visually depicts a system of 39 
variables, 105 links and 32,000 feedback loops,97 integrating information 
from different fields including climate science,  food security, conflict, 
migration and health research. 
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Walking through the CLD at a high-level, we can see how  population 
growth and lifestyle emissions, influenced by institutional/demographic 
factors (e.g. emission reduction incentives), combine to directly 
drive  climate change. Similarly, they indirectly drive  climate change 
via consumer demand on food production, which produces emissions 
directly (e.g. ruminant livestock) and indirectly via industrial capital/
output (e.g. processing factories). The environmental risk factors 
(e.g. extreme weather events) of  climate change may cause losses of 
food production either directly (e.g. plant disease) or indirectly via 
agricultural input availability (e.g. loss of water source for irrigation). 
A country’s food availability is influenced by domestic food production 
and international food trade. Food  accessibility is influenced by its food 
price, which responds to domestic (e.g. cost of food production and 
distribution) and international (e.g. international food price) markets, 
and institutional/demographic factors (e.g. food subsidies). Food 
utilisation is influenced by  infrastructure/services (e.g.  education) 
and institutional/demographic factors (e.g. cultural traditions). Food 
insecurity is underpinned by these three pillars of food availability, food 
 accessibility and food utilisation. For a given country, food insecurity 
can drive natural mortality (i.e. starvation), conflict and migration, 
contributing to  population loss, as well as economic shocks and socio-
political instability, contributing to institutional breakdown, which 
exacerbates the risk of societal collapse. 

Beyond a given country suffering increased natural mortality, famines 
(i.e. food insecurity) can place pressure on international humanitarian 
efforts (i.e. institutional risk factors). Conflict may occur domestically 
or internationally and can feedback to exacerbate food insecurity and 
institutional fragility (i.e. institutional risk factors). Potential mass 
emigration can increase pressure on food availability, natural resources and 
 infrastructure/services in the destination nation, which can lead to socio-
cultural tensions (i.e. institutional risk factors) that fuel conflict. Food 
insecurity can also directly contribute to institutional risk factors such as 
social unrest, political instability and economic inequality, which increase 
the risk of societal collapse due to institutional breakdown, that may also 
 cascade internationally. While already fragile  states are expected to be 
hit the worst directly, these insights reveal the indirect ramifications of 



 39113. Re-Framing the Threat of Global Warming

 climate change on our globalised society,98 with serious consequences for 
humanity’s ”existential security”.99 

While some of these relationships may appear obvious, it is the act 
of bringing this information, which may otherwise be siloed and thus 
preventing consideration of the full story, together in one place that is 
of value.100 In doing so, our CLD attempts to provide readers with the 
opportunity to explore the  climate change, food insecurity and societal 
collapse causal pathway, consider worst-case scenarios that we want to 
avoid, develop transformative narratives of “where we want to go” and 
think about interventions that may help us attain this desired future.101

It is important to appreciate that CLDs are only as good as their 
information inputs; our CLD documents relationships based on 
information portrayed in our empirical evidence base as well as our 
interpretation of that information. As such, there exist challenges and 
limitations.102 For instance, CLDs may mask variability of relationships 
in different contexts and locations, because they can only depict a 
single scale and granularity. The portrayal of explicit causality between 
variables in a CLD is a challenge as this can often work in both directions 
rather than one. CLDs can often become either too complicated or too 
simplified, which undermines their usefulness. In considering each of 
these issues, our original methodology attempted to maximise the  rigour 
and transparency of our study by first documenting the information in 
each evidence point with an i-CLD and then consistently applying, and 
recording, the iterative process of reconciling the variables and links 
from each i-CLD to construct the f-CLD at the selected global scale 
and national granularity. In doing so, we sought to enable the reader 
to be aware of the nuances of the different scales and granularity of 
information underpinning our CLD, as well as our process of carefully 
reconciling causality, over 950 variables to 39 variables and 1150 links 
to 105 links to maximise the information conveyed while balancing 
readability.

It is also important to note that, due to their qualitative and static 
 nature, CLDs do not enable us to comprehend the dynamics of the 
system, including nonlinear and emergent behaviour, non-intuitive 
quantitative results and time delays.103 Complex systems models, 
although with their own challenges and limitations,104 provide the 
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opportunity to quantitatively analyse the dynamics of a system and 
gain insights into the potentially far-reaching impacts of our decisions.105 
However,  complex  systems models that explicitly examine societal 
collapse in contemporary society are underdeveloped. The World3 
system dynamics model106 — an evidence point in this study (refer to 
Supplementary Information D).107 — is the eminent model of relevance, 
with only a limited number of studies building on it. World3 examines 
the potential for “overshoot-and-collapse” given  population and 
industrial growth within the finite carrying capacity of the natural 
world system, implicitly accounting for  climate change and explicitly 
accounting for food availability. 

The information contained in our CLD and empirical evidence base 
may be useful in identifying and informing opportunities to improve these 
existing  complex systems  modelling capabilities for  climate change, food 
insecurity and societal collapse scenarios. For example, our CLD highlights 
important factors at global scale and national granularity that World3 
does not incorporate because it is defined at global scale and granularity.108 
World3 does not distinguish heterogenous characteristics of nations, such 
as distribution of  population or geographic endowment of natural resources. 
It also does not account for international interactions, such as food trade, 
conflict and migration. Relatedly, World3 evaluates societal collapse only 
by natural mortality (defined by food availability, age and pollution) and 
does not include the other two  population loss secondary determinants, 
as noted in the previous sentence, nor the three institutional breakdown 
secondary determinants. While our empirical evidence base may provide 
useful direction to datasets, it is important to note that quantitatively 
defining these relationships, particularly thresholds as discussed in 
Section 4.1, remains a key challenge of developing  complex  systems 
models. Nonetheless, given that individuals associate with national 
identity, business governance and policy-making are concentrated at 
national level, and international interactions underpin the functioning of 
contemporary society it could be valuable to model societal collapse risk 
profiles of different nations to inform the prioritisation and development 
of intervention strategies.
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 Fig. 5: Causal loop diagram of  climate change, food insecurity and societal collapse 
in contemporary society at global scale and national granularity. Variables are 
depicted as nodes in five different shapes, indicating different sub-systems. Links 
between variables are depicted as arrowed lines, indicating the direction of the 
relationship. Each link has a positive (+) or negative (-) notation, indicating that 
the two variables change in the same direction or opposite direction, respectively. 
The density and type of data-driven method of the empirical evidence base, from 
which the causal loop diagram was constructed, are depicted by line thickness 

and colour respectively. 

5. Conclusions and Future Work

This chapter identified an empirical evidence base of  climate change, 
food insecurity and societal collapse in contemporary society and 
structured the evidence base using a novel-format CLD defined at 
global scale and national granularity. 

Two types of future work could extend from the results of this 
chapter. Identification of gaps in the spread of evidence across the 
CLD may guide future data-driven efforts to examine these causal 
relationships and define thresholds. The CLD and evidence base may 
be used to develop quantitative  modelling capabilities, particularly 
by transforming the structure of World3 to account for heterogenous 
national characteristics and international interactions. Three types 
of future work could extend from the methodology and literature 
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synthesis. The causal pathway examined in this chapter could be 
further detailed by re-applying the methodology using the institutional 
breakdown set of societal collapse proxies instead of the  population loss 
set. The methodology, using either set of societal collapse proxies, could 
be applied to detail other causal pathways between  climate change and 
societal collapse. The methodology, excluding the contemporary time-
period limitation, could be applied to document the information in 
the historical studies identified in the literature review. Similarly, the 
methodology could be applied to construct CLDs at different scales and 
granularities. 

It is hoped that this chapter has contributed to developing our 
understanding of the causal pathways through which  climate change 
poses an  existential risk to humanity and facilitates opportunities for 
future work.
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14. Existential Change:  
Lesson from Climate Change for 

Existential Risk

 SJ Beard and Luke Kemp

Highlights:

• In this short chapter the authors draw on several research 
strands and papers within CSER to offer a theoretical reflection 
on how to think about catastrophic climate change and 
what Existential Risk Studies can learn from climate change 
research. 

• This is intended to build on the previous chapter, in which 
Catherine Richards, Richard Lupton, and Julian Allwood 
provide an empirical assessment of one highly concerning risk 
cascade involving climate change and highlight its potential 
contribution to global catastrophic and existential risk. 

• Climate change is one of the most empirically well-studied 
risks and has deep links to pre-existing bodies of literature, 
such as disaster risk management, environmental studies, and 
food security. 

• Drawing on these studies and more, the chapter reflects on 
how to frame research questions in existential risk, what 
causes catastrophic climate change to be neglected by climate 
and existential risk researchers alike, and how to incorporate 
assessments of response risk and co-benefits into thinking 
about catastrophic climate change. 
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This short chapter brings together a number of important ideas and 
draws readers attention to other extant bodies of literature. The relative 
value of  co-benefits approaches is discussed in other chapters in this 
volume, including Chapter 4, in more detail. The dangers of  response 
risks are further discussed in Chapter 2. 

1. Asking the Wrong Questions for the Right Reasons

Within Existential Risk Studies it is common to hear people ask the 
question “is  climate change an  existential risk?”, and many who ask this 
question answer negatively, arguing that as a result  climate change is not 
an important topic of research within the field. However, whether it is 
answered affirmatively or not, this question is misguided. There are three 
reasons for thinking this. Firstly, it makes little sense on a probabilistic 
level; whether something will be a threat to our collective existence is not 
a binary matter, it is a question of likelihood. However, many researchers 
within Existential Risk Studies mistakenly conflict  existential risk with 
events that could be existential  catastrophes. Secondly,  climate change is 
not a single uniform process that will affect everyone in the same way; 
it is a set of diffuse impacts to different  exposed populations, interacting 
with different  vulnerabilities and  exposures, and activating different risk 
 cascades. As Richards et al. show, it will inevitably interact with a host 
of other threats (not only  food security and societal collapse, but even 
factors such as the explosivity of  volcanic eruptions or the emergence 
of zoonotic pathogens),1 and these can interact with one another to 
create reinforcing feedback loops or “global systems death spirals”.2 
Finally, “ existential risk” is too vague and arbitrary a concept for the 
question to ever be answered. All the definitions of  existential risk that 
have received the greatest public attention thus far, such as Toby  Ord’s, 
focused not in terms of an impact on humanity at any point in time but 
rather in terms of “the loss of long-term future value”;3 either referring 
to the author(s) particular vision of a high-tech intergalactic utopia, or a 
fuzzy undefined idea of “our potential”.4

Other authors have practised attribution substitution and sought to 
answer an easier question such as “will the direct impacts of  climate 
change make the Earth uninhabitable?” as a proxy for existential risk,5 or 
suggested agricultural impossibility as a proxy for  civilisational collapse 
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at a given level of temperature rise.6 These are certainly more tractable 
questions, but they are also entirely different questions, and there is a 
danger in thinking that answering them is sufficient to assess the overall 
level of  climate risk.

We are better off reverting back to the common-sense definition of 
 existential risk as the risk to the existence of a given object, and specifying 
whether the object under threat is humanity as a whole ( extinction risk), 
global industrial society (collapse risk), or something else entirely. We 
should be thinking of an overall level of risk emergent from a particular 
socio-ecological system, and how much  climate change influences this 
level.7 And the question we should be asking about this risk is what 
contribution, under certain scenarios,  climate change will make, bearing 
in mind that it will almost certainly be operating in tandem with many 
other drivers of risk.

Considering this revised question can also help to rectify a recurring 
problem in the  climate risk literature: using mean global temperature rise 
as the sole threat indicator. Authors and  activists alike have frequently 
made a direct link between the level of warming and the likelihood of 
global  catastrophe, with 4–6 °C being most frequently used as this terrible 
threshold.8 However, global surface temperature is only one of the 
 climate change induced factors we need to worry about. 3 °C of warming 
above pre-industrial levels could be entirely manageable if it occurs in a 
world of adaptive technologies, high levels of multilateral cooperation, 
wealth equality, trust in institutions, and the safe management of other 
 planetary boundaries. It could also be catastrophic in a world where 
other  planetary boundaries are transgressed, the international order is 
riven with conflict, lethal autonomous weapons are in mass production, 
and societies are scarred by inequality, low trust, and polarisation. 
Understanding the contribution of  climate change to Global Catastrophic 
Risk requires a more sophisticated approach which looks beyond the 
direct impacts of a given level of warming to think through fully formed 
climate scenarios. We believe that, when conceived of in this way, the 
risks associated with  climate change are more appreciable and it is far 
harder to argue that understanding them is unimportant; however, even 
if others disagree with this assessment, we still maintain that this is the 
right way to think about the problem.
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2. Catastrophic Neglect

Given how poorly questions about catastrophic  climate change are often 
framed, it is hardly surprising that it has been a highly neglected subject 
of study, not only among  existential risk researchers but also among 
 climate change researchers. Even at the basic level of temperature rise 
scenarios, we give far more attention to studying the impacts of lower-
end warming rather than high-end warming. Text-mining of IPCC 
reports shows that mentions of 3 °C and above is underrepresented 
relative to its likelihood (and impact),9 a finding that has been verified 
by both literature sampling and the reports of popular authors trying 
to summarise the climate risk science.10 If anything, this trend appears 
to have worsened over time with subsequent IPCC reports.111 The 
use of complex risk assessments to study climate scenarios has also 
been neglected: looking at compound hazards is already rare,12 let 
alone considering risk  cascades and integrated climate  catastrophe 
assessments. Yet catastrophic  climate change remains high on the 
public and political agenda, creating both a perception that this is a risk 
receiving far more attention than it is, and also an intellectual vacuum 
that is easily filled by poor quality research, ranging from speculative 
doom-mongering13 to overly simplistic neoclassical economic models.14

There are four key reasons for this oversight of extreme global 
 climate risk. First is international climate policy. The 2015 Paris Climate 
Agreement on Climate Change has channelled scientific attention 
toward the agreement’s goal of limiting warming to 2 °C above pre-
industrial levels and pursuing efforts to stabilise it below 1.5 °C, as 
these are now the publicly stated goals of climate  negotiations (even 
if they are highly unlikely to actually be realised). Second, analysis of 
high-end warming scenarios and complex risk assessments are simply 
harder to do. The higher the warming gets, the more difficult it becomes 
to study, as these scenarios are more displaced for the current climatic 
niche. Moreover, complex  climate risk assessments involving multiple 
factors are far more challenging than a  hazard-centric analysis focusing 
on only the direct impacts of mean global temperature rise. Third, 
climate scholarship has had a strong incentive to “err on the side of 
least drama”.15 Climate change has long been the target of fossil-fuel 
industry campaigns to sow doubt, not just on attempts to assess  climate 
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change’s catastrophic potential but even the fundamental science, and 
this creates incentives for conservative science that builds consensus 
and does not risk exploring divergent hypotheses.16 Finally, many fear 
that discussing extreme risk could cause people to dwell too much on 
worst case scenarios, breeding fatalism and paralysis. However, this 
concern is misplaced; meta-analyses over hopeful vs. fearful messaging 
are mixed,17 and in any case this is a false dichotomy. One of the most 
referenced pieces for those concerned about the paralytic effect of fear 
does show that hopeful messaging is more poignant than fear but also 
that “worry” is even more effective than hope.18 The difference between 
worry and fear is one of degrees; the latter could even dissipate into the 
former over time. Furthermore, research should not be a PR exercise 
aimed to sway the public, in open democracies we have a duty to do 
honest risk assessments combined with clear recommendations for 
what can be done.19 

Of course, these factors are only compounded by the consensus 
procedures of the IPCC, which seeks to synthesise scientific evidence 
for political purposes but is still often held up as a neutral arbiter of 
climate science. While useful, these procedures tend to produce lowest 
common-denominator outcome, which is precisely what is not needed 
when exploring extreme risks.20 This is an important point of reflection 
for any future efforts to build similar bodies aimed at bringing scientific 
research to bear on the governance of other global risks.

3. The Risks and Rewards of Responding

Climate change is inherently tractable and we already have the 
technologies we need to stop creating it, albeit without the institutions 
to fairly distribute them with a sufficient level of urgency. However, 
responding to risks like  climate change can incur risks of its own. 
Indeed, the IPCC, in its risk concept notes to the sixth assessment report, 
does not just discuss the usual three determinants of risk,  hazard, 
 vulnerability, and exposure, but also identifies “ response risks”.21 
Others have suggested that response should be added to the classic list 
of determinants.22 In some cases, responses may be far worse than the 
initial perceived risk, that is, they are iatrogenic: the treatment is worse 
than the disease. 
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Existential risk is especially prone to  response risks due to its scale, 
severity, and often speculative  nature. For instance, at the extreme a 
speculative fear of dispersed  weapons of mass destruction could justify 
a mass surveillance state.23 In general, there is always the potential 
for concerns over global risk to justify a Stomp Reflex — the abuse 
of emergency powers which inappropriately empower those atop a 
hierarchy and shield them from scrutiny. 24 This is also true for climate 
change

Reacting to  climate change could lead to emergency responses, such 
as  stratospheric aerosol injection ( SAI), in an attempt to manipulate the 
quantity of solar radiation hitting the earth and thus counter some of 
the impacts of  climate change. Existing data on the direct impacts of  SAI 
and its contribution to  systemic risk or triggering other  hazards is sparse. 
Preliminary analysis suggests that the greatest problem is the  latent risks 
of “ termination shock”. If a calamity such as a nuclear  war deactivates 
the system for a prolonged time, then this could significantly accelerate 
warming. Hence  SAI shifts the  risk distribution by likely lowering the 
level of risk in an average scenario but fattening the tail or “worst-case” 
scenarios depending on how  SAI is deployed, to what degree it is used, 
and what geopolitical and ecological world it is dispersed into.25 On the 
other hand, there are also frequently neglected  co-benefits of climate 
mitigation policies, such as the public health benefits of eliminating coal 
smoke and other pollutants from our air.26

Such problems of  response risk are perhaps the most neglected. Yet 
they are precisely what the study of  existential risk needs to grapple 
with. This could include by using robust decision-making procedures, 
such as the minimax principle, to aid in selecting policy options under 
 uncertainty or using  deliberative democratic processes to combine 
 diverse perspectives and co-create effective policy responses. 
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Highlights:

• This chapter considers the potential impact on Global 
Catastrophic Risk of injecting particles into the atmosphere 
to reflect sunlight, stratospheric aerosol injection (SAI). This 
both represents a potential technological solution to the threat 
of climate change and a contributor to GCR in its own right.

• Analyses of potential high impact outcomes from  SAI are 
lacking in contemporary research. This chapter helps resolve 
this gap by investigating four aspects of SAI’s potential 
contributions to catastrophic risk: 1) acting as a direct 
catastrophic risk (through ecological blowback); 2) interacting 
with other globally catastrophic hazards like nuclear war; 
3) exacerbating other risks that cascade and amplify across 
different systems; and 4) acting as a latent risk that is dormant 
but can later be triggered. 

• It finds that: the potential for major unforeseen environmental 
consequences seems highly unlikely but is ultimately 
unknown; SAI plausibly interacts with other catastrophic 
calamities, most notably nuclear war or an extreme space 
weather event; SAI could contribute to systemic risk by 
introducing stressors into critical systems such as agriculture 
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but this is highly understudied; and SAI deployment more 
tightly couples different ecological, economic, and political 
systems, creating a precarious condition of latent risk that is 
the largest cause for concern. 

• Across all these dimensions, the specific  SAI deployment and 
associated governance, is critical. A well-coordinated use of 
a small amount of SAI could incur negligible risks, but this 
is an optimistic scenario. Conversely, larger use of SAI in an 
uncoordinated manner poses many potential dangers. We 
cannot equivocally determine whether SAI will be worse 
than warming. For now, a heavy reliance on SAI seems an 
imprudent policy response. 

This chapter provides a detailed case study of how and why interventions 
into climatic change require  rigorous analysis. Without investigation 
into the possible harms precipitated by  technological intervention, there 
is a very real risk that unforeseen consequences could be dramatic. 
The lessons drawn from this case study are likely instructive for other 
areas of GCR research, and other examples of generalisable case study 
research in the field can be found in Chapters 13 and 16. 

1. Introduction: Hothouse Earth or Shithouse Earth? 

Could the risks of large-scale  solar geoengineering be worse than the 
dangers posed by  climate change? Many concerns have been expressed 
over geoengineering the Earth’s climate. These tend to centre on solar 
radiation management (SRM) methods, particularly  stratospheric aerosol 
injection ( SAI). These range from fears over negative, unintended effects 
on ecology, political conflict, mitigation deterrence to ethical objections. 
Given the breadth of objections, it is quite clear that  SAI would be 
iatrogenic in some way. Like some medical interventions,  SAI may have 
adverse side-effects and complications. The question is whether it could 
be worse than the problem it is seeking to remedy:  climate change.

There is a wealth of information on the different risks posed by 
 climate change (although notably little on high-end warming scenarios), 
yet few attempts to compare this to the potential damages of  SAI. This 
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is unsurprising since there have been limited attempts to systematically 
analyse the myriad of threats posed by  SAI. 

We address this gap by analysing the severe downside risks of 
 SAI. We do not directly compare the risks posed by  SAI and  climate 
change in this chapter. Rather, we provide an analytical foundation for 
future comparative analyses. In this article we ask: what are the plausible 
contributions of  SAI to Global Catastrophic Risk (GCR)? To the best of 
our knowledge this is the first attempt to offer a novel, comprehensive 
framework for comprehending the contributions of  SAI to GCR. As 
noted in Section 2, this is a useful and original step forward for the 
nascent field of studying GCRs. This is not just simply adding up  SAI’s 
potential negative impacts. It requires understanding how  SAI could 
trigger or worsen other large-scale threats (such as nuclear warfare) 
or systemic risks. Understanding extreme downside risks can also help 
provide direction for policy and governance. The future may be hazy, 
yet avoiding the extreme downsides is a priority for risk management 
under  uncertainty. To guide our investigation, we put forward a novel 
framework for understanding how  SAI, or any other complex risk, 
contributes to GCR. We then use this to review and discuss the existing 
evidence on  SAI’s critical threats. 

In Table 1 we provide a brief set of definitions of the key terms we 
use throughout this chapter.

Table 1: Definitions.

Term Definition
Climate 

Engineering
Large-scale, deliberate interventions into the Earth 
system to mitigate the effects of negative impacts of 
 climate change.1 

Extinction Risk A risk that could plausibly cause human  extinction.
Global Catastrophic 

Risk (GCR)
A risk that could plausibly cause a loss in global 
 population of 10–25%2 and a disruption to one or more 
global critical systems. 

Solar Radiation 
Management 

Measures which impact the albedo of the Earth system in 
order to mitigate the impacts of  climate change. 

Stratospheric 
Aerosol Injection

The injection of light-reflecting chemical, such as sulphur 
dioxide, into the stratosphere. 
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Term Definition
Systemic Risk The ability for an individual disruption or failure to 

 cascade into system-wide and cross-system failures3 due 
to structural conditions. 

Latent Risk Risk that is dormant under one set of conditions but 
becomes active under another set of conditions. 

Termination Shock A large and rapid increase in warming after the cessation 
of SRM measures. 

Buffering A period of roughly several months following the 
cessation of  SAI where effects of  termination shock do 
not occur. Redeployment of  SAI during this period would 
ensure that  termination shock does not occur.4 

Our approach makes use of a structured literature review and systems 
mapping exercise. We use our novel framework to structure a literature 
review covering studies relevant to the risks of  SAI. For each area we 
highlight the level of evidence and  uncertainty, and draw out some key 
implications. The  nature of the risk will depend on the specifics of the 
geopolitical situation and the  SAI intervention. We explore this through a 
causal-loop diagram (Figure 1) which plots out the connections between 
the level of risk, the amount of  SAI loading, the level of international 
coordination and other key variables.

Note that for most of this chapter we address  SAI in the abstract. 
The exact potential damage imposed by  SAI would vary the way it is 
deployed. In Section 7 we discuss how the method of deployment 
creates different impacts. Throughout the chapter we assume a “default” 
deployment method of  SAI to be the continuous multi-decadal global 
use of planes with multiple injection locations, guided by a global 
cooperative endeavour led by  states with private sector contributions, 
with an overall objective to respond to global warming. Deployment 
“thickness” (how much warming is masked) is a particularly important 
variable. We flag thickness throughout our analysis. Where we discuss 
the risks of other potential forms of deployment we directly  state so. 

We proceed by outlining our framework (Section 2), before examining 
 SAI’s direct catastrophic risks (global ecological impacts; Section 3),  SAI’s 
interaction with other catastrophic  hazards (Section 4),  SAI’s potential 
input to  systemic risk (Section 5), and finally  SAI’s influence on  latent risk 
(Section 6). We then discuss how different methods of deployment could 
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lead to different risks and what the policy implications of our analysis are 
(Section 7). To avoid the critical downside risks we consider throughout 
the chapter,  SAI governance would have to be near perfect for multiple 
decades. 

A solution that is almost impossibly difficult to implement well, 
and that plausibly threatens  catastrophe if implemented poorly, is not 
a good solution. 

Whether this is preferable to  climate change remains to be seen. 

2. A Framework for Unravelling Global Catastrophe

There is no agreed framework for understanding the contribution of 
different phenomena to GCR. Most studies and reports on GCRs rely on 
analysing a set of large-scale “GCR-level” hazards.5 Usual suspects include 
anthropogenic risks such as  nuclear weapons,  climate change, and more 
speculatively, Artificial General Intelligence,6 biologically engineered 
pandemics, and natural risks such as super  volcanoes and  asteroids. While 
there have been some alternative frameworks for classifying GCRs,7 these 
have yet to be widely adopted. They are also disconnected from relevant 
literature on  systemic risk. Moreover, while they are helpful in classifying 
a given  hazard, they do not act as aids in understanding how much a given 
event or system could contribute to overall levels of GCR or  extinction risk. 

There are several problems with the typical,  hazard-centric approach. 
First, it is unclear how these  hazards are decided on. Second, a risk is 
composed of  hazards,  vulnerabilities,  exposure, and response, not just 
individual threats.8 Third, the different hazards are treated as disconnected 
when they frequently have similar institutional drivers. Fourth, it ignores 
 systemic risk, particularly the ability for a set of smaller, diffuse risks to scale 
to a global and cataclysmic level due to the fragility and interconnectedness 
of critical systems. Any practical framework needs to consider  exposures, 
 vulnerabilities, and drivers as well as their interlinkages. 

We put forward a four-stream framework for understanding the 
contribution of a system or event to GCR. This rests not upon having a 
particular probability of occurring. Instead, we focus on what is plausible 
(rather than “merely possible”), consistent with our background 
knowledge of physical and social systems.9 Understanding risks which 
are plausible, high-impact, but low- or unknown-probability is critical 
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for robust decision-making under uncertainty.10 For example, making 
decisions on the “better” worst case is central to the Maximin approach. 
The framework covers the  hazard,  vulnerability, and  exposure elements 
of risk. Hazards are directly assessed through the first two streams 
of the framework, while the focus on  systemic  risk analyses potential 
 vulnerabilities. Latent risk explores the often-neglected possibility of 
 vulnerabilities that are hidden in the short term. Exposure is articulated 
throughout the analysis. Response (i.e.  SAI governance) is discussed 
throughout Section 7.1. 

Our four-stream model looks at direct contributions to GCR, how 
it could potentially trigger other high-impact risks, its contribution to 
 systemic risk in global critical systems, and its capacity for  latent risk. 
Across each, we also consider potential feedback loops between  SAI and 
each stream. Our four-stream model is as follows:

1. The first stream focuses on directly catastrophic impacts. A 
direct contribution refers to ways in which the impacts caused 
by SAI could alone plausibly cause sufficient mortality and 
morbidity without considering wider social knock-on effects. 

2. The second stream examines how  SAI could interact with 
other high-impact hazards such as nuclear war. 

3. The third investigates how  SAI could contribute to and be 
affected by systemic risk. Systemic risk focuses on how 
structural conditions and multiple small stressors can lead 
to widespread collapse or synchronous, reinforcing failures.11 
Indeed, complex systems can undergo rapid degeneration 
even without large shocks. They frequently organise into 
critical states in which small perturbations quickly cascade 
into calamity.12 

4. The final stream focuses on  SAI’s  latent risk. Latent risk focuses 
on deciphering how SAI could pose threats that manifest 
under post-catastrophe conditions, such as in the aftermath of 
societal collapse. 

Together, these different factors provide a comprehensive framework for 
comprehending how  SAI could raise or lower overall levels of GCR in the 
world. The framework is intended to be a first step to risk comparison, in 
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this case  climate change and  SAI. These streams echo the channels of risk 
discussed in “Climate Endgame”.13 This helps make any risk-risk comparison 
easier. While the framework is extensive our application is limited. Due to 
time and resource constraints we only explore the most well-evidenced and 
likely risk channels, leaving others relatively untouched, such as the impact 
of  SAI on the likelihood of biologically engineered pandemics. 

Historically, comparison between the two has been a rhetorical device 
to justify  SAI. This is by no means a straight-forward juxtaposition since 
the two interact (for example, through mitigation deterrence: actors may 
be less open to ambitious emissions reduction if there is a “technofix” on 
the horizon14) and any analysis hinges on subjective judgements about 
climate sensitivity,  tipping points, adaptive capacity, and the likelihood 
of international cooperation. There is also the issue of which precise 
baselines should be used for comparison:15 what should climate change 
or  SAI be specifically compared against? In addition, how should the 
two be compared? Given the high uncertainties for both  climate change 
and  SAI, is a Maximin analysis of the “better” worst case a prudent or 
viable approach? Given these difficulties, we do not look to provide a 
definitive answer or quantitative analysis. Ultimately, we are not just 
comparing two different sets of risks, but two separate Earth system 
 states16 with different winners and losers. Navigating these entangled 
 risk analyses is an area for future analysis, but analysis that this chapter 
can hopefully inform. 

Nonetheless, any public deliberation and democratic decisions need 
to rest on comparable evidence and information. Any action is bettered 
by risk assessment, even if it is always mired in  uncertainty. This article 
provides an initial and incomplete basis for informing such discussions. 
Imperfectly mapping out risk trade-offs is preferable to sleepwalking17 
into a dangerous future. 

3. Directly Catastrophic Impacts: Ecological Blowback?

Could SAI lead to directly18 catastrophic ecological impacts? Existing 
studies highlight a raft of potential negative consequences. But the 
specific  nature of these impacts, and their contributions to catastrophic 
outcomes, depends on the specific  SAI implementation. This is an issue 
of high  uncertainty, particularly regionally. 
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The projected local ecological effects of  SAI are mixed and  uncertain, 
depending on the specific analytical approach and specific  SAI 
deployment. Monsoon areas would likely face a drop in precipitation 
under large scale SRM,19 but this focuses on SRM in the abstract and may 
not be fully applicable to  SAI. Many regions could face a seasonal under- 
or over-compensation in rainfall (compared to a high warming average 
(RCP 8.5) from 2010 to 2030, and assuming  SAI is implemented to mask 
five degrees of warming).20 Effects on hydrological systems would be 
regionally  diverse and  uncertain due to potential changes in nonlinear 
variables including surface runoff, evapotranspiration, rainfall levels, 
and distribution.21 These fine-grained changes in weather could then 
affect vegetation. Plant communities could transform their structure, 
traits, and geographical range, particularly under larger swifter  SAI 
deployments.22 While SAI might offer salvation to climate vulnerable 
vegetation it will depend on deployment timing. Some communities may 
already be committed to at least local extinctions before  SAI is deployed. 
 SAI would likely result in ecological trade-offs with some communities 
benefitting and others suffering. The exact  nature of these trade-offs 
is uncertain and needs further study.23 The key theme here is that SAI 
would likely have a range of impacts on many ecological systems. But 
how these would play out is highly  uncertain, particularly at regional 
scales. Impacts hinge on the inherent uncertainties within complex 
ecological systems, varied comparative baselines, and the specific  SAI 
deployment. 

The overall direct impacts of  SAI, while  uncertain, do not currently 
seem to constitute a catastrophic threat. Whether  SAI would cause greater 
risks in terrestrial, freshwater, marine systems than  climate change is 
unclear and depends on  SAI’s specific deployment configuration. Higher 
levels and swifter deployment of  SAI would mean greater potential 
for disastrous impacts.24 Additional considerations like seasonal25 or 
hemispheric26 deployment further affect potential impacts. 

There is a paucity of research on SAI impacts,27 particularly so for 
catastrophic or worst-case impacts. This has been the case for climate 
 modelling literature in the past as well.28 Climate modelling is often an 
exercise in “betting on the best case”.29 Others have noted this idealistic 
tendency for SAI modelling:30 for example, limiting SAI use to only 
halving warming31 or limiting SAI deployment to spring.32 These idealised 
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approaches in theory could reduce negative impacts associated with 
 SAI. Yet their likelihood is questionable due to optimistic assumptions 
of multi-decadal international cooperation (see Section 5.2). 

The possibility of dangerous ecological tail-risks depends on the level 
of cooling. Initial game theoretic research indicates the possibility of 
overcooling if SAI is pursued by uncoordinated actors.33 Negative impacts 
which are projected to be relatively minor in existing studies — for example, 
sulphate deposition impacts on terrestrial ecosystems34 — may become 
major ecological issues if  SAI is deployed to far more of an extent than 
envisioned. Similarly, a poor choice35 of aerosols could result in large-scale 
ozone depletion.36 It is unclear whether, in these extreme cases, biophysical 
impacts would revert to their pre- SAI  state once  SAI is removed. Modelling 
on “worst” cases is thus critical in informing  SAI’s desirability. Exploring 
uncoordinated scenarios with the (simultaneous) use of different aerosols, 
different desired extents of cooling, and implementation by a small club, 
would all be helpful complements to existing idealised  modelling scenarios. 

Regardless of how developed our understanding on  SAI impacts 
become, there will always be inherent  uncertainty. When dealing with a 
 complex system like the climate there is always the chance that a black 
swan is lurking in the dark. 

Some commentators have downplayed the potential of unknown 
impacts due to the availability of historical analogues, namely historically 
severe volcanic eruptions.37 Improvements in modelling, a gradual 
implementation, and a cessation if unacceptable negative impacts are found 
could also lessen the likelihood of an unforeseen catastrophic  tipping point. 

None of these reasons are causes for comfort. Modelling, regardless 
of improvements, may simply be incapable of capturing rare tipping-
points and is not intended to accurately predict or foresee non-rational 
political dynamics.38 In addition, a gradual rational phase-in and phase-
out relies on optimal governance conditions. Overly rapid deployment 
due to “free-driving”39,40 or overly slow phase-out due to technological 
or infrastructural lock-in41 are entirely plausible. Moreover, SAI 
impacts may also not follow the pathway of historical analogues. The 
core rationale of  SAI is to manufacture the cooling effect of a  volcanic 
eruption in a “safe” manner, not replicate  volcanic processes. Deviance 
from historical analogues is especially a possibility if the choice or mix 
of aerosol is radically different. This is particularly the case since  climate 
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change and human-pressures are already pushing ecological systems 
into novel states.42 SAI would push systems into further novel states that 
make unseen ecological responses likely.43 

Our understanding of both Earth systems and the likely contours of 
deployment are too weak for us to rule out a potentially catastrophic 
form of ecological blow-back. For now, the literature points to  SAI having 
numerous impacts. But none seem remotely capable of being a GCR, 
particularly if  SAI deployment were limited. Nonetheless, the spectre of 
an unforeseen  tipping point in the Earth’s climatic system remains.

4. Interactions With Other Global Catastrophic 
Hazards (GCHs) 

The impacts of  SAI, or any other catastrophic risk, should not be 
assessed in isolation.44 Different catastrophic hazards45 have interactions. 
One could potentially trigger another and/or worsen its effects. Climate 
 hazards, for example, have been shown to compromise governments’ 
ability to provide effective responses to COVID-19.46 The potential for one 
global shock to ignite and amplify another has previously been dubbed 
“double-catastrophes”.47 Baum, Maher Jr. and Haqq-Misra (2013) 
suggest that this could be the case if nuclear  war or a pandemic were 
to disrupt an  SAI system, leading to abrupt  termination shock. GCHs 
which are simply a matter of probability, like extreme space weather or 
a  volcanic eruption, may also coincide through pure bad luck. 

In this section we consider both a broader array of  hazards and how 
 SAI could trigger and interact with them. This will not be an exhaustive 
comparative analysis of all possible GCHs. Instead, we focus on  hazards 
that have clearly established causal relationships, relatively well-developed 
literatures, and some empirical track record of their impacts. Our analysis 
suggests that the possibility of  SAI sparking other GCHs are tenuous. 
 SAI could only plausibly contribute to large-scale conflict and potentially 
nuclear  war. The possibilities of  SAI exacerbating other GCHs are more 
concerning.  SAI has the worrying ability to significantly heighten the 
impacts and mortality of any global  catastrophe due to  termination shock. 
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4.1 Volcanic eruption

A large  volcanic eruption would demand rapid  SAI adjustments. While 
severe overcooling seems unlikely (the cooling of  SAI and  volcanic 
winter are not additive),48 SAI should be rapidly scaled down in a matter 
of weeks.49 Laakso et al. (2016) assume a relatively thick SAI injection 
(offsetting roughly a doubling of carbon dioxide from preindustrial 
levels). The prudent course of action for thinner  SAI is unclear. However, 
the  SAI adjustment in a  volcanic future is not simply one of scale down. 
 SAI injection may need to increase in the opposite hemisphere to the 
 volcanic eruption to ensure a more uniform global temperature50 (a 
high temperature variance across hemispheres can have severe adverse 
impacts on precipitation and drought dynamics). 

Adjusting the  SAI level may seem straight-forward but depends on 
an informed, rapid political response. There are reasons to doubt this 
would be forthcoming. First, the technical demands may prove too 
much for cumbersome domestic and multilateral politics. These include 
potentially politically vexing dilemmas over the balance between scaling 
 SAI up and down on different hemispheres, whether to inject  SAI at new 
locations or “thicken” existing deployments,51 or whether SAI should be 
scaled down at all. A second and novel addition is that a  volcanic eruption 
would not solely affect temperature. Many pinch points of global supply 
systems are near active  volcanic areas. Even modest  volcanic eruptions 
could lead to disruption and catastrophic economic system collapse.52 
The difficulty of coordinating regional  SAI adjustments would be 
compounded by sub-optimally functioning supply systems and general 
economic and political chaos.

While the interactions between a  volcanic eruption and  SAI currently 
seem to have only modest direct contributions to catastrophic risk, the 
highly political decisions of a  volcanic- SAI world may lead to political 
ruptures and ineffective  SAI governance. 

4.2 Space weather 

Solar flares, coronal mass ejections, and associated solar radiation and 
geomagnetic storms, can lead to widespread damage to terrestrial, 
avionic, and space  infrastructure. The fear for  SAI is that a “black 
sky” event could disrupt and knock out critical  SAI  infrastructure. Yet 
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there have been no attempts thus far to investigate  SAI-space weather 
interactions. We examine  SAI interactions with an Earth-bound space 
weather event roughly on par or worse than the 1859 Carrington Event 
— the benchmark for extreme space weather events.53 A current-day 
Carrington Event would likely lead to widespread electrical failure and 
disruption for multiple months at minimum, potentially years.54 

Extreme solar events are difficult to accurately and timely  forecast. 
They are essentially random events55 which provide little forewarning. 
Solar radiation can travel at such high speeds that an extreme coronal 
mass ejection would likely reach Earth in less than a day. Other radiation 
and energised particles travel at or close to lightspeed — eight minutes 
to reach Earth. Even with the earliest detection possible there would be 
little response time.56 It would be a late flinch to an oncoming blow. 

The impacts of extreme space weather events are vast. Aviation, 
satellite, and general electronic  infrastructure are especially  vulnerable. 
Energised particles can affect memory cells — for example, changing a bit 
from a 1 to 0 and vice versa — that lead to erroneous commands or overall 
hardware failure.57 Global navigation and communication systems would 
experience disruption and downtime that could last several months 
(alternative navigation systems, like the US Alternate Position Navigation 
and Time programme, may still be affected by electrical damage).58 Aircraft 
crew would have greatly limited airtime due to limits of safe radiation 
 exposure.59 Flights at higher altitudes and closer proximity to the Earth’s 
poles would be unlikely to continue.60 The use of automated aircraft would 
be compromised by widespread electrical and avionic damage. Especially 
alarming is that  SAI would likely depend on  vulnerable aviation, satellite, 
and general electronic  infrastructure for deployment, monitoring, impact 
attribution determination,  calibration, and modulation. 

Impacts of space weather events are not limited to human 
 infrastructure. Substantially increased UV output can influence the 
Northern Hemisphere jet stream, ozone production (and ozone UV 
absorption and warming), and precipitation patterns.61 These systems, 
particularly precipitation, are the same systems that  SAI is likely to 
greatly affect. Interaction between these impacts is currently unclear. 

These disruptions appear enough to halt even a robust  SAI system. 
Even with high uncertainties of potential infrastructural impacts62 and the 
 nature of the event itself,63 the limited evidence so far indicates that SAI 
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 infrastructure would be  vulnerable and  exposed to damage, thus leading 
to  termination shock if  SAI was sufficiently thick (see Section 6). In the 
aftermath of an extreme space weather event, continued implementation 
or preservation of  SAI  infrastructure would have to compete for limited 
government attention. Damage would be widespread and international 
— ranging from railway failure64 to power failure65 to failure of satellite 
 infrastructure.66 Governments and resources would be stretched thin 
and  SAI reimplementation may be neglected. An extreme space weather 
event could lead to severe economic and infrastructural shocks67 that 
make continued  SAI deployment infeasible. At worst, widespread power 
failures could lead to ripple effects across food, health, and transport 
systems that extend recovery time potentially into decades, driving 
modern societies back to a more fractured pre-electronic state.68 It is 
unclear how SAI, with its high technical and information demands,69 
could continue under these conditions. Troublingly, mitigation options 
are currently limited and highly depend on future (but relatively well-
known) scientific and engineering solutions.70 Considering the speed of 
space weather events,  SAI  infrastructure would have to be built to be 
resilient (with  technology which does not currently exist) from the offset. 

 SAI is ultimately highly  vulnerable to extreme space weather events. 
Widespread electrical damage would compromise  SAI redeployment, 
making a  termination shock highly likely and worsening the already 
catastrophic impacts of an extreme space weather event. 

4.3 Nuclear weaponry

 SAI would likely worsen any  nuclear winter and our recovery from it. 
A nuclear  war could occur due to either an accidental strike leading to 
escalation, or a full-blown exchange. Even a relatively smaller conflict 
between Pakistan and India would have global ramifications. The 
background risk of incidental or inadvertent nuclear deployment is 
present unless there is total nuclear disarmament.71 In addition to nuclear 
winter, the physical blast, ionising radiation, and electromagnetic pulse 
(EMP) would all contribute to widespread and severe damage of 
electronic infrastructure,72 including SAI infrastructure. Indeed, EMPs 
are similar in effect to the “black-sky” events discussed in Section 4.2. 
This leads to two key concerns. The first is the combination of  SAI 
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cooling with  nuclear winter conditions, the second is the grim mixture 
of nuclear cooling combined with  termination shock.

The combination of  SAI’s existing cooling and additional  nuclear 
winter would likely lead to short term overcooling, followed by medium- 
or long-term overheating due to termination shock.73 It could be global 
frost followed by global furnace. Alternatively, there may be the potential 
for  SAI and  nuclear winter layering to spark  non-linear or unexpected 
cooling effects. This is an area that justifies further study. There is 
 modelling on the impacts of a nuclear detonation, comparison of nuclear 
and climate threats via the “climate-nuclear nexus” (Scheffran et al., 
2016), and  modelling on the impacts of  SAI deployment and  termination 
shock. Yet so far nothing integrates these two separate bodies of 
knowledge. The oversight is interesting given the entangled histories of 
climate science and nuclear weapons research.74 For now, the interactions 
between  nuclear winter and  SAI remain neglected and our analysis here 
is hence provisional. In any case, such rapid swings in global temperature 
would be unprecedented for the Earth system and humanity. 

A key question is whether a disrupted  SAI system could be revived 
during  nuclear winter to prevent a  termination shock summer, and 
whether  SAI was masking sufficient warming for  termination shock 
to occur (see Section 6). But there also are reasons to believe that the 
re-establishment of an  SAI system would not be able to occur during 
the buffer period in the wake of a nuclear cataclysm. First,  technological 
damage may be so severe that timely deployment is impossible. Backup 
 infrastructure like aircraft (and associated supporting  infrastructure 
such as air traffic control) may be damaged beyond repair or be 
grounded for security purposes. Second, political and policy attention 
would likely be focused on other post nuclear issues, such as disaster 
recovery and the creation of alternative food systems. As with other 
disasters, governments would be stretched thin and may prioritise these 
more short-term issues. Lastly, a post-nuclear world would likely exhibit 
a lack of international cohesion that is seen as an enabling condition 
for effective SAI.75 Discussions over SAI have already been deadlocked.76 
It seems unlikely that a world of post-conflict lessened trust would be 
more conducive to speedy decision-making. Different countries may 
drop out of implementation, further complicating  SAI deployment 
configurations, possible regional impacts, and concordant policy 
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responses. Disagreement over resource allocation is likely to arise, as is 
the case for many disaster recoveries.77 

The presence of thick  SAI greatly increases the potential consequences 
of nuclear warfare, and vice versa. The rapid temperature swings 
involved with a  nuclear winter and  termination shock summer would 
likely lead to ecological disaster, and a chaotic post-nuclear world would 
not likely reimplement  SAI in a timely sensible manner. 

4.4 Pandemics

A pandemic that reaches the level of a GCR could be enough of an 
economic or population shock to sever an SAI system.78 Whether the 
system could be reactivated during the buffer period would depend 
on both the severity as well as the length of the pandemic. COVID-19 
provides a chilling reminder that  states are not rational nor necessarily 
cooperative during a disease disaster. COVID-19, a far cry from being 
a GCR, has spawned fragmented responses and cases of both vaccine 
nationalism and vaccine diplomacy. Such multilateral behaviour does 
not engender confidence that a pandemic with a significantly higher 
mortality rate would lead to survivors coolly and collectively reactivating 
an  SAI system whilst dealing with the outbreak. Other issues, like keeping 
healthcare systems afloat, would likely be an overwhelming priority. 
With resources and capacity stretched thin,  SAI may be neglected. A 
pandemic would be a severe shock to political and economic systems 
that may preclude continued  SAI use, not least rational, well-governed, 
well-resourced  SAI use. Whether this risks  termination shock depends 
on the amount of warming masked. 

There are also reasons (albeit speculative) to believe that  SAI could 
contribute to a pandemic.  SAI induced temperature changes and 
 uncertain regional climatic effects can alter disease transmissions.79 This 
could in turn affect pandemic dynamics. As with general ecosystem 
impacts (Section 3), a larger and quicker  SAI deployment can be expected 
to have more severe impacts. Critical nodes in urban and health systems 
may become  exposed to diseases that are beyond typical immunity or 
resistance (see Section 5.3 more on  SAI-health interactions). This could 
be the spark for a pandemic spread, particularly if decision-makers 
are unprepared to make early and rapid response measures. However, 
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the most worrying (but thus far neglected) concern would be effects 
on animal populations. Similar concerns of low or lapsed immunity or 
resistance would apply to animal populations and new disease vectors. 
But animal populations would lack similar healthcare systems to keep 
disease spread at bay. Many contemporary pandemics have resulted 
from cross-species spillover,80 including the 2009 Swine Flu Pandemic 
from pigs and birds, and the 2013–2016 Ebola Epidemic and COVID-
19 Pandemic from bats. Altered animal disease dynamics, particularly 
those stemming from unpredictable regional  SAI impacts, may increase 
the frequency and severity of future pandemics. 

5. The Systemic Risks of Climate Engineering 

Both previous societal collapses and disasters in the modern world are 
marked more by the accumulation of many stresses leading to failure, 
rather than single abrupt shocks destroying systems.81 Seemingly 
modest stressors can  cascade to  catastrophe. This section analyses the 
potential of  SAI to create and be impacted by biophysical and political 
stresses which contribute to global  systemic risk. 

The world currently exists in a deeply interconnected, and increasingly 
homogenous state which is prone to systemic risk.82 One ship blocking 
the Suez Canal in March 2021 led to losses of roughly $6–10 billion.83 
More serious stressors could lead to far more severe consequences. The 
economic and political  state of the world would be central in determining 
whether risk  cascades. It is unclear how  SAI could or would adjust the 
structure of the globalised economy. Hence, instead we focus on a few 
critical systems that  SAI might be expected to impact and where there 
have been initial attempts to gather evidence: agriculture, health, and 
international politics.84 SAI would likely not alter any of these system 
structures, but would rather aggravate existing systemic  vulnerabilities. 

5.1 Agriculture 

 SAI’s effects on temperature and precipitation distributions would 
likely affect agricultural systems. The precise  nature of these impacts 
are unclear.85 For example, some studies have shown that the low 
temperature, high carbon dioxide environment of a SRM deployment 
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might increase yields: maize yields may increase in China,86 as could 
overall global yields of maize, wheat, and rice.87 On the other hand, 
solar dimming might reduce yields of groundnut in India88 or offset 
benefits of reduced temperature.89 These effects would all further differ 
across crop and area. The differing approaches to analysis (Xia et al. 
(2014) focus on SRM to offset a 1% increase in carbon dioxide from 
preindustrial levels for 50 years, whereas Pongratz et al. (2012) focus on 
 SAI masking carbon dioxide concentrations of 800 ppm) as well as use 
of outdated equatorial injection in these studies (see Section 7.1) make 
clear conclusions difficult to discern. The main point is that  SAI would 
affect agriculture, but the precise impacts are unknown. 

Regardless, the sensitivity of these key staple crops alone is a cause 
for concern. Small variations in yields of staple crops could induce 
disproportionate price fluctuations and  cascades into socio-political 
violence, particularly in areas with political instability and weaker 
governance.90 Additional uncertainties with attribution between SAI 
and agricultural yields could compound potential political difficulties. 

Even in the case that  SAI provides agricultural benefits, these are 
likely to be marginal if other issues affecting agricultural productivity, 
such as habitat loss and soil degradation, continue unabated.91 An SAI 
high carbon dioxide, low sunlight world would also require additional 
adaptation on the part of agricultural actors. This does not look likely 
given agricultural adaptation to  climate change has so far only been 
modest.92 Large-scale changes in yield and precipitation are likely to 
create at least short-term food insecurity. There is evidence that existing 
 population density and economic growth are closely tied to the existing 
climate niche. The narrow climatic envelope of ∼13 °C has provided 
beneficial environmental conditions within which most humans and 
societies have tended to historically cluster.93 Our agricultural systems 
almost certainly are similarly tied to this niche, and any sudden change 
at a global level is likely to affect short-term yields and prices. 

5.2 Politics 

 SAI could feasibly spark conflict and instability. There are already some 
emerging empirical links between food price shocks and socio-political 
violence. Moreover, the very act of undertaking  SAI could be grounds 
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for dispute. States may look to develop their own  SAI capabilities before 
others do, creating more extensive backup  infrastructure to avoid 
dependencies on others, or even construct counter-SAI capabilities.94 
Existing political order may become undone by SAI.95 A novel and 
interesting example could be high historical emitters like the US using the 
Common but Differentiated Responsibilities and Respective Capabilities 
principle as an instrument to assert  SAI control or leadership (“we are 
mostly responsible for  climate change, therefore it is ‘just’ that we lead 
the response”). Manipulation of the climate could become a new frontier 
for political conflict or even warfare. Different cross-boundary impacts 
on different regions would create large sets of winners and losers, 
alongside questions of attribution96 and compensation. Whether such 
disputes could snowball into conflict is beyond prediction. Nonetheless, 
it is reasonable to say that unless enacted as altruistic, cooperative 
endeavour over multiple decades, the project of  SAI would load further 
pressure onto existing international tensions. But even in the most 
altruistic cooperative scenarios, there may still be sub-national tensions 
in and/or between “donor” and “recipient” populations. 

There is also the possibility that politics would worsen  SAI.  SAI and 
politics is a two-way street. Political conflict can  cascade to affect  SAI 
deployment and its impacts. Previous studies have made a compelling case 
that the direct weaponisation of SAI is unlikely.97 High-impact uncertainties, 
management difficulty, low precision, and preferable alternative weaponry 
make  SAI an unappealing instrument in  state arsenals. However, this does 
not mean that  SAI has limited military use.  SAI may not have usefulness as 
a direct weapon, but can function as a support system or a threat. Indeed, 
early attempts at cloud seeding were used by the US military during the 
Vietnam War as a tactical weapon to extend the Monsoon Season and 
disrupt North Vietnamese supply lines (Operation Popeye). 

Another avenue for political dynamics to worsen a  SAI deployment, 
and that has received relatively little attention, is via cyberwarfare. In 
May 2021, a ransomware cyber-attack forced a US fuel pipeline out of 
service. A $5 million ransom was paid to restore service.98 As a globally 
critical (and potentially highly politicised) piece of  infrastructure,  SAI 
would likely be a target for private or  state actors.  SAI deployment 
dependent on any software or advanced algorithmic system,99which 
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is likely given the high  technological and informational demands of 
deployment,100 would be vulnerable to cyberattack. 

Cyberattacks do not need to come from external forces. For instance, 
the notorious 2000 Maroochy Cyberattack was from a disgruntled 
ex-employee.101 SAI would likely depend on a large workforce and have 
numerous reasons for controversy. 

These political dynamics would have decades to play out. A 
cooperative and benevolent deployment of  SAI could crumble into chaos 
with a change in actor preferences (or vice versa). Politics and its broader 
conditions are likely to change substantially over coming decades. 
Interactions between future geopolitics, warming and emissions, and 
 technology are all nigh impossible to predict or even foresee,102 but 
would be of critical importance to  SAI and its governance. Relying on 
one set of optimal political assumptions would be greatly unwise. 

5.3 Health

 SAI could negatively impact human health by both changing disease vectors 
and range (and therefore pandemics, see Section 4.4), and by undermining 
existing health system  infrastructure. The regional variations of  SAI’s 
impacts on temperature and other ecological factors would likely affect 
disease transmissions.  SAI-induced reductions in monsoon rainfall may 
increase cholera risk,103 and temperature changes can affect transmission of 
vector borne diseases like malaria.104 Yet such health impacts are chronically 
understudied: currently only four papers focus on the health impacts of 
 SAI.105 The lack of coverage is significant since these studies have critical 
limitations, namely an assumption of equatorial injection (see Section 7.1). 
The impacts of other forms of deployment are largely unknown. Similarly, 
there is little research on the health impacts of exposure to SAI aerosols,106 
and the few quantitative assessments of mortality related to air quality and 
changes in UV exposure carry significant uncertainty.107

Despite these limitations, the research to date does point towards 
potential dangers. Alterations of disease transmission are especially 
important because diseases may reach populations which have lapsed or 
little immunity or resistance,108 or may have relatively weak or vulnerable 
public health systems. These critical nodes in health and urban systems, 
which otherwise would be less  exposed, may amplify health risks and 
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impacts: an epidemic may be amplified to become a pandemic (Section 4.4). 
The  uncertainty of  SAI’s potential deployment configurations, associated 
impacts, and  state of existing health systems means that early identification 
of different critical nodes would likely be difficult and insufficient. Overall, 
systemic effects between health and  SAI currently seem modest and carry 
high  uncertainty. However, they are not negligible. 

6. Latent Risk and SAI

Latent risk refers to risks that are dormant, but could become manifest 
during times of heightened societal  vulnerability. The most obvious 
example would be the additional risks that arise in the aftermath of a 
collapse (widespread, significant, and enduring loss of life, political 
organisation and economic capital) or another global  catastrophe, for 
example violent conflict over food and water. Latent risks are particularly 
important as they can provide one tangible way in which recovery from 
global shocks could be undermined and spiral towards extinction risk.109 
We have already dealt with these partly in Sections 3–5. In short,  latent 
risk is perhaps the largest risk factor for  SAI.  SAI changes the  nature of 
 climate risk by making the “likely” outcomes less severe, but making 
“less likely” (or “fat-tail”) outcomes substantially more severe. The risk 
of  termination shock thickens the tail. Large amounts of  SAI loading 
could create a precarious condition in which any sufficiently large global 
shock is likely to be compounded by a tumultuous  termination shock. It 
is in these worst cases where  SAI becomes clearly worse than worst case 
 climate change. 

While there is subjectivity as to what a “threshold” for  termination 
shock would be, Parker and Irvine (2018) suggest a  SAI cooling threshold 
of around 0.3 degrees, implying a termination of at least 0.15 degrees 
warming per decade. Kosugi (2013)110 puts the termination threshold at 
0.2 degrees, implying an  SAI cooling threshold of around 0.4 degrees.

The speed of  termination shock depends on the form of SRM.  SAI 
has a half-life of approximately eight months (approximately half the 
levels of coolants would still be present after eight months) and warming 
would still take several years to reach its unmitigated levels.111 Depending 
on the amount of warming masked,  SAI has a distinctly high  latent risk 
due to  termination shock. A temperature rise of six degrees in the space 
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of centuries would be an order of magnitude faster than the warming 
experienced during the Great Permian Dying.112 If experienced in a period 
of decades, it would be an order of magnitude faster still. Current warming 
rates are geologically unprecedented; this speed would be chillingly rapid. 

Critics have framed  termination shock as an overblown problem for 
numerous reasons. These include that countries are unlikely to willingly 
reverse  SAI, that there would be a sufficient buffer period to resume 
 SAI, and it is unlikely to be hiding a large amount of warming.113 These 
all seem to  align with the inclination for both  modelling and analysis of 
geoengineering to focus on the “best case”: that there would be sufficient 
cooperative governance and deployment of  SAI, that there would be 
rational responses to any system lapse or shock, and that  SAI would 
be used to only shave-off a small amount of warming.114 Yet, SAI is 
widely portrayed as an emergency response: it is most likely to be used 
in a worst-case high warming scenario, not a best-case limited warming 
one. Moreover, the likelihood of high-end warming, governance 
fragmentation, or another GCR occurring are all disarmingly large. 

The likelihood of a  catastrophe curtailing  SAI efforts and causing 
 termination shock is usually dismissed as very low. This is likely mistaken. 
We have covered some of these  catastrophes in Section 4. While there is 
considerable  uncertainty, the likelihood of a GCR in the coming centuries 
does not appear to be vanishing. Estimates for a large-scale space weather 
event over the next decade or so range from 0.46%115 to 20.3%.116 Estimates 
of the probability of nuclear  war are few and vary, but one model of 
inadvertent conflict between the US and Russia using historical data put it 
at 0.9% per year.117 SAI could also be slowly scaled back as mitigation and 
CDR efforts increase.118 But this would likely require multiple additional 
decades which would (assuming no mitigation of other global threats) 
incur a higher likelihood of another  catastrophe striking. 

A more compelling retort is that  SAI could be reintroduced within 
years at a reasonable cost. Some have suggested that given that  SAI 
could be run at >1% of the GDP of the G20 and hence even losses of 75% 
of GDP (an unprecedented economic disaster) would be insufficient to 
keep an SAI system deactivated.119 Such analysis overstates the coherence 
and rationality of  states responding to crisis. The value of an extra three 
billion doses of COVID-19 vaccines would provide benefits of $17.4 
trillion, at a cost of around $18–120 billion.120 Yet vaccine production 
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remains chronically low. Even in far less dire circumstances we can 
clearly not trust decision-makers to take the optimal course of action. 

 SAI can be seen as one vast project to make the climate system more 
tightly coupled and synchronised with the global economic system. From 
a resilience perspective, such efforts are a liability. It makes it far more likely 
that the failure of one system will spill over into another, sparking  non-
linear feedback loops that result in “synchronous failures”.121 There are 
of course ways to make such complex engineering systems more resilient 
and robust, namely via backups and redundancies. However, current 
economic incentives for efficiency (particularly via cost reduction), mean 
that strong redundancies are rarely in place.  SAI redundancies specifically 
are likely to be expensive and thus inconsistently implemented.122 In any 
case, it is unclear what redundancies would be effective at making an  SAI 
system  catastrophe-proof. Making  SAI resilient to natural disasters or 
 terrorist attacks seem relatively straight-forward,123 but the same cannot 
be said of a true global  catastrophe. 

The inherent unknowns of highly complex  technological systems 
also contribute to the possibility of  termination shock. Highly  complex 
systems, like SAI would be, are prone to “Normal Accidents”.124 Large-
scale accidents and disruptions are to be expected in sufficiently 
complex and tightly coupled systems. Unforeseen  technological failures 
are simply a fact of life. 

While  latent risk is a genuine concern, it is a danger for only the 
greatest threats on the horizon and the “thickest”  SAI deployments. 
A true, dramatic, global calamity would be needed to both disable an 
 SAI system masking a large amount of warming and keep countries 
either preoccupied or incapable of reinstating it for several years. In this 
context, the risk comparison between  SAI and  climate change becomes 
clearer.  SAI’s worst case outcomes through severe  termination shock are 
worse than the worst cases of  climate change. 

In Table 2 we summarise our analysis of direct impacts, GCH 
interactions, systemic risks, and  latent risk.
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Table 2: Summary of  SAI’s direct impacts, GCH interactions, systemic 
risks, and  latent risk.

Contribution to 
catastrophic risk

Type of 
contribution

Nature of evidence 
base and  uncertainty

Dependency 
on mode of 
deployment

Destabilising 
ecological 
systems 

Ecological 
Blowback

Limited evidence base 
and high  uncertainty. 
Lack of study on 
worst-case ecological 
impacts. High regional 
variations and 
 uncertainty. 

High dependency. 
Direct  SAI impacts 
vary with thickness 
and other injection 
variations. 

Volcanic eruption 
leading to 
political  SAI 
difficulties

GCH 
Interaction

Limited evidence 
base. Study of  SAI 
interactions with a 
 volcanic eruption is 
limited.

Medium 
dependency. 
Dependent on 
potential  SAI 
supply routes, 
but also external 
political dynamics. 

Extreme space 
weather event 
damaging  SAI 
and global 
electronic 
and power 
 infrastructure.

GCH 
Interaction

Limited evidence 
base. No specific study 
of the impact of an 
extreme space weather 
event on  SAI. Varying 
estimations of space 
weather probability. 

Medium 
dependency. 
External  SAI 
support systems 
are  vulnerable. 
Thick  SAI leads 
to more severe 
 termination shock. 

 SAI- nuclear 
winter 
overcooling or 
nuclear frost-
termination 
furnace. 

GCH 
Interaction

Limited evidence base. 
Existing study on 
 nuclear winter effects 
and  SAI effects, but 
nothing that studies 
interactions between 
both. 

Medium 
dependency. 
Dependent on 
external political 
dynamics. Thick 
 SAI leads to more 
severe  termination 
shock. 

Political 
instability of 
a post-nuclear 
world on  SAI 
redeployment 

GCH 
Interaction

Limited evidence base. 
Existing study on 
post-nuclear politics 
and  SAI politics, but 
nothing that studies 
interactions between 
both.

Low dependency. 
Dependent on 
external political 
dynamics.
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Contribution to 
catastrophic risk

Type of 
contribution

Nature of evidence 
base and  uncertainty

Dependency 
on mode of 
deployment

Pandemic leading 
to  population 
or economic 
losses that make 
continued  SAI 
infeasible. 

GCH 
Interaction

Limited evidence base. 
Limited study of  SAI-
health intersections 
and no study of  SAI-
pandemic interactions. 

Medium 
dependency. 
External pandemic, 
economic, and 
political factors 
are critical drivers. 
But thick  SAI leads 
to more severe 
 termination shock.

 SAI weakening 
agricultural 
systems. 

Systemic 
Risk 

Limited evidence base 
and high  uncertainty. 
Little study of  SAI’s 
agricultural impacts 
and high regional 
variance is likely. 

High dependency. 
 SAI’s agricultural 
impacts are 
highly dependent 
on deployment 
configuration. 

 SAI sparking 
political conflict

Systemic 
Risk

Initial study of the 
political dimensions 
of  SAI, but high 
 uncertainty of how 
these political effects 
would play out. 

Low dependency. 
Dependent on 
external political 
dynamics.

Political 
dynamics that 
compromise  SAI 
safety

Systemic 
Risk

Low  uncertainty 
that international 
geopolitics over 
a multi-decadal 
timescale is not ideal 
for optimum  SAI 
governance. High 
 uncertainty and 
limited evidence base 
as to how specifically 
this would play out. 

Medium 
dependency. 
Political instability 
and conflict is core 
to the multilateral 
system, but 
 nature of uneven 
 SAI impacts and 
differing objectives 
contribute to 
political instability. 
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Contribution to 
catastrophic risk

Type of 
contribution

Nature of evidence 
base and  uncertainty

Dependency 
on mode of 
deployment

 SAI affecting 
disease 
transmissions 

Systemic 
Risk 

Limited evidence base 
and high  uncertainty. 
Limited study of  SAI-
health intersections 
and highly dependent 
on external urban 
and health policy 
dynamics. 

Medium 
dependency. 
Thicker  SAI 
more likely to 
affect disease 
dynamics. But 
external pandemic, 
economic, and 
political factors are 
primary drivers.

Termination 
shock

Latent Risk Limited evidence base 
and high regional 
 uncertainty of precise 
 termination shock 
impacts. But low 
 uncertainty that 
 termination shock 
would be catastrophic. 

High dependency. 
Thick  SAI leads 
to more severe 
 termination shock.

7. Discussion: Building the Policy Boundaries for 
Climate Engineering

7.1 The means of deployment

Our analysis thus far has assumed a “default” deployment of optimal 
conditions of a global material approach to mitigate  climate change. This is 
not necessarily the most likely scenario and the means of deployment and 
context will dramatically impact SAI’s catastrophic risk profile . One of the 
critical variables to consider is the overall objective of a SAI deployment. 

There are  multiple potential objectives of SAI deployment, ranging 
from  temperature reduction (of different extents), precipitation impact 
management, to biodiversity conservation.125 These objectives will also 
depend on existing emissions reduction policies. There are also multiple 
potential “design” options for deployment configuration,126 ranging 
from deployment timing, extent, placement, to aerosol selection.127 The 
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extent of cooling for example not only depends on how much aerosol is 
released, but the height of injection in atmosphere (lower stratosphere 
injection produces more cooling).128 Much of the existing study on SAI 
assumes injection along the equator.129 Equatorial injection is the most 
efficient if the only deployment objective is to maximise Earth’s overall 
cooling. However, this would lead to high variance in temperature 
distributions, namely overcooling of the tropics and undercooling of 
poles.130 Impacts discussed in Section 3 also can change with a non-
equatorial injection — Arctic SAI, for instance, would have  less of an 
effect on Monsoon precipitation.131 Across all these there are key caveats. 
Neatly framed and optimised objectives found in  modelling will not 
necessarily be reflected in messy and contested real life preferences, nor 
will SAI necessarily perfectly result in desired “design” outcomes.132 

It is also important to consider that SAI may not be used solely to 
 respond to  climate change. The multiplicity of potential SAI goals opens 
the door to hidden agendas,133 self-interest, and misuse. In addition, 
even if SAI is deployed under an  idealistic scenario of climate altruism, 
there is no guarantee that this would persist. Considering that political 
preferences are unlikely to remain static over decadal timescales (see 
Section 5), SAI functions may slowly “creep”134 into currently unknown 
possibilities of misuse. Such “Function Creep” and potential misuse are 
highly understudied in current SAI literature.135 

Predicting or  even foreseeing potential future SAI functions will 
forever be  mired in  uncertainty. This is part of why Function Creep is 
such a difficult policy problem. Initial study in this area for SAI highlights 
the potential to use SAI to “optimise” or create “designer climates”.136 
Actors may, for example, advocate for deployment configurations that 
lead to more favourable conditions for critical staple crops, especially 
in response to warming impacts. These decisions may be the product of 
misjudgement or misinformation on SAI’s causal  nature. SAI may  also 
be used to justify  the continued existence of fossil fuel industries. This 
is a potential adverse incentive core to the “moral hazard” problem.137 
This could even create a new atmospheric political economy. The fossil 
fuel industry and other vested interests benefiting from the SAI system 
would have  incentives to both use it as a way to slow decarbonisation 
and perhaps even thicken SAI deployment over time. This  would 
heighten  latent risk. Assuming SAI as a benign  climate change  response 
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is unwisely narrow. Other more sinister SAI uses, whether purposeful or  
inadvertent, are critical determinants of SAI’s desirability. 

There are  many more SAI deployment options that are  not currently 
well captured in extant governance literature. SAI risks for example 
take a  drastically different form if Artificial Intelligence ( AI) is one of 
the central aspects of deployment design. With the vast amounts of 
information feedback and constant operational adjustments required,138 
an advanced deep reinforcement learning system may be used to 
manage SAI deployment.139 This would introduce a raft of new issues: 
for instance “black box“ opacity of decision processes140 or inappropriate 
generalisations of incomplete data.141 

Given the high variance of potential SAI objectives and potential 
 deployment configurations, a highly political, uncoordinated, and 
decentralised142 “Wild West” deployment scenario, with unclear direct 
impacts, is possible. States and private sector actors are not likely to find 
agreement on a single defined “set” of objectives, how they should be 
prioritised, and how these objectives should manifest in deployment 
configuration. These intensely political and self-interest driven 
considerations are likely key determinants of SAI deployment impacts, 
and  should be priority areas for future governance research. 

The means of deployment for other GCHs also affect SAI risks. 
An  intentional  weaponised pandemic may intentionally leverage 
SAI dynamics, like changes in  disease transmission via changes in 
temperature distribution, to target critical nodes in health and urban 
systems. Such potential for now is speculative, but ultimately plausible. 

7.2 Interconnections

Our analysis has focused on individual pathways for SAI to contribute 
to GCR.  However, none of these are mutually exclusive. Each of the four 
steams overlap and feed into the same waterway. For instance, uni- or 
mini-lateral deployment of SRM systems could be driven by geopolitical 
distrust and conflict. This would likely be a world in which other GCHs 
are more likely, SAI deployment is less  coordinated and damaging, 
critical systems are less resilient, and the world is less likely to quickly 
and effectively deal with a  termination shock. 
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There is also an important intersection between systemic and  latent risk. 
Most mechanisms that increase  systemic risk will tend to raise  latent risk as 
well. For instance, just in time delivery systems and tightly coupled systems 
with few back-ups, while efficient, are both more susceptible to shocks and 
can impede recovery. In Figure 1 we provide one brief attempt to map some 
of the linkages between different risks and factors in SAI deployment. More 
 interconnected systems mean a higher chance of synchronous failures, and 
SAI is likely to be a highly  interconnected system. 

 Fig. 1: The SAI-GCR System.143

7.3 Building the Policy Boundaries

Analysis of catastrophic downside risks can help illuminate the 
contours of what “effective” SAI governance would do. This  is a useful 
complement to the policy literature that has focused mostly on structure 
and architecture.144 We add to the knowledge on policy instruments by 
providing further detail on policy approach. 
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To effectively mitigate against the (limited) number of threats and 
systemic risks outlined in this chapter, SAI governance would have to 
be  wide ranging, robust, and persist over decades. SAI and its backup 
 infrastructure would need to be built to be resilient to extreme space 
weather or nuclear EMP events. Effective SAI governance is also not 
 limited to SAI itself, but encompasses  other policy areas like health, 
agriculture,  AI, and energy. Ensuring ambitious emissions reductions 
and greenhouse gas removals would be needed to ensure SAI did not 
continue  indefinitely. Effective SAI governance would also  prevent future 
misuse and balance shifting preferences and multiple deployment goals 
in a just and  inclusive manner. Governance arrangements to ensure 
SAI deployment or  reimplementation in the wake of a major shock 
like a recession, pandemic, or nuclear attack would also be necessary. 
These would all be in addition to the herculean technical informational 
demands necessary for SAI deployment, which alone may  be a larger 
undertaking than an IPCC report.145 This optimistically assumes that SAI’s 
climatic outputs can be  clearly and cleanly measured, that there would 
be widespread international capacity for effective monitoring,146 and 
that this monitoring would also be resilient to critical shocks. Substantial 
advancements in climate science and observation, as well as additional 
international capacity building for monitoring and transparency, would 
be needed. All of these would then have to be maintained over the course 
of decades. 

These altogether represent an incredibly challenging governance task. 
The lack of success of the climate  regime, with its similarly intense political 
and wide-ranging  nature, does not inspire confidence in the feasibility of 
wide-ranging and long-term governance for an issue as political as SAI. 
Basic discussion over  climate engineering as a whole has been stymied 
under the UN Environment Assembly.147 Future and more consequential 
SAI debate will be subject to  more severe political hurdles. Even less 
complex and smaller scale governance arrangements, like COVID-19 mask 
mandates, have been mired in politicisation and competitive dynamics. 
A “mask” over the Earth, and its associated governance considerations, 
would face even tougher political challenges to effective implementation. 

What would happen if a SAI deployment went ahead  without these 
governance safeguards? It could very well be the case that agricultural 
or health impacts of SAI are limited or even  positive. A disaster like an 
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extreme space weather event may not happen in the decades where SAI 
is implemented. The stars  of international politics could  align and allow 
for a smooth SAI implementation and  cessation. 

There is indeed no guarantee that the catastrophic pathways outlined 
in this chapter will materialise. But if they do, they would likely result 
in severe and cascading consequences. SAI has many extreme downside 
 risks. “Imperfect” SAI governance can be compared  to living without 
health insurance. The extra safeguards and protection aren’t strictly 
necessary…until something goes wrong. Given what we know about 
the instability of international geopolitics, SAI with imperfect SAI 
 governance puts the world  in a precarious position and introduces a 
climatic Sword of Damocles. The ultimate question becomes: are we 
willing to bet the climate that no  catastrophe or systemic  cascade will 
trigger SAI’s downside potential over  the coming decades? 

In a world of imperfect safeguards, two interconnected options are 
available to alleviate catastrophic risks. The first option is thinner SAI 
deployment. Thin SAI has a  lower risk of  catastrophic  termination 
shock, thus posing less of a threat even if triggered by another calamity 
or systemic  cascade. The second option is to ensure  diversity in the 
overall climate engineering portfolio. Reducing reliance on SAI would 
better allow for a  thinner SAI deployment. Other climate  engineering 
approaches, particularly those which are less  technology based, would 
also not necessarily share the same  vulnerabilities as SAI. Trees for 
instance are not   vulnerable to extreme space weather. These would 
reduce the potential of an SAI termination, but ultimately  would not 
completely remedy the political complications SAI would create.

There seem to  be three major148 pathways moving forward. The first 
is living in a highly  vulnerable scenario of imperfect SAI governance 
— the “Damocles  Pathway”. This is clearly undesirable. The second is 
living with well-governed SAI that will not exceed policy  boundaries 
of  catastrophe — the “Miracle Pathway”. This seems infeasible. The 
final middle ground is to accept the inevitably imperfect contours of 
SAI governance, but greatly  limit the extent of SAI deployment — the 
“Limited  Pathway”. But this again would rely on robust and resilient 
governance and is still  vulnerable to geopolitical shocks. SAI may by 
thickened or thinned  along changing political tides. 
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A core conclusion here is that there is little use in asking whether SAI 
is a GCR or not. It depends  on the level of loading and wider geopolitical 
landscape. All risks, especially  latent risk, will increase with greater 
loadings and political conflict. This is a critical insight for the wider 
study of GCRs. A risk cannot be judged in a vacuum. Its severity will 
inevitably be determined by the scenario and system in which it unfolds.

8. Conclusion: The Frying Pan and the Flame

We map the different contributions of SAI to Global Catastrophic Risk  
(GCR). The direct risks through irreversible extreme ecosystem impacts 
are currently unknown. No mechanisms for this have been identified. 
But extreme ecosystem impacts cannot be confidently ruled out given the 
 nature of the Earth systems. SAI could have numerous diffuse  impacts on 
critical systems such as agriculture, politics and health. These currently 
appear modest, but we cannot rule out the possibilities of systemic  cascades 
or synchronous failures. It appears unlikely that SAI would trigger any 
other  calamitous  hazards unless it ignites geopolitical conflict between 
great powers. Instead, SAI’s greatest contribution is  through  latent risk: 
the ability for  termination shock to significantly worsen any other GCR. 
For each of these areas the evidence base is significantly underdeveloped. 

Is SAI worse than the initial  problem of  climate change? The 
question for now is largely unanswerable and lies outside the scope 
of our analysis. This chapter represents a first step in understanding 
the multitude of risks of SAI. But critical gaps in  understanding of 
both high-end warming and SAI remain. The climate  comparison also 
depends on specific details, such as level of warming,  state of politics, 
and availability of alternatives to SAI (such as rapid large-scale  carbon 
dioxide removal). SAI is also deeply dependent on  governance and 
the level of use. A constrained use of SAI with coherent, coordinated 
 governance would most likely be benign and beneficial. Yet it is in a 
scenario of extreme warming, political fragmentation, and a search 
for an escape clause that SAI use appears most likely.  Such thick and 
uncoordinated use of SAI is unwise and an  inappropriate precautionary 
alternative. We would face a planetary Sword of Damocles. 
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Highlights:

• Horizon scanning is intended to identify the opportunities 
and threats associated with technological, regulatory and 
social change. This chapter presents the second horizon scan 
for bioengineering conducted by the Centre for the Study 
of Existential Risk.1 This was based on inputs from a group 
of 38 participants from 13 countries across six continents. 
It identified 20 emerging issues, classified according to the 
timescale during which they were expected to become most 
relevant. 

• The issues expected to be most relevant within the next five 
years were: access to biotechnology through outsourcing; 
crops for changing climates; function-based design in protein 
engineering; philanthropy shaping bioscience research 
agendas; and state and international regulation of DNA 
database use.
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• The issues expected to become most relevant in 5–10 years 
were agricultural gene drives; neuronal probes expanding new 
sensory capabilities; distributed pharmaceutical development 
and manufacturing; genetically engineered phage therapy; 
human genomics converging with computing technologies; 
microbiome engineering in agriculture; phytoremediation of 
contaminated soils; production of edible vaccines in plants; 
and the rise of personalised medicine.

• Finally, the issues expected to become most relevant after 10 or 
more years were bio-based production of materials; live plant 
dispensers of chemical signals: the malicious use of advanced 
neurochemistry; enhancing carbon sequestration; porcine 
bioengineered replacement organs; and the governance of 
cognitive enhancement. 

• The early identification of such issues is relevant for researchers, 
policy-makers and the wider public. In addition, participants 
identified a list of seven underlying themes, highlighting the 
systemic drivers of change in contemporary bioengineering.

This chapter reproduces one of the largest and most significant pieces of 
horizon-scanning and  expert elicitation work that has been undertaken 
in the field to-date. It charts some of the most notable emergent themes 
in  bioengineering that may impact the planet and human societies 
in the coming decades. As a form of  foresight, it bears similarities 
to the other anticipatory and futuring approaches utilised in this 
volume, in Chapters 11 and 16, whilst its concern with understanding 
 bioengineering risks in relation to political economy,  climate change 
and other areas of converging  technological advance draws upon earlier 
conceptual work such as those explicated in Chapter 3 and 4. 

1. Introduction

Bioengineering is expected to have profound impacts on society in the 
near future as applications increase across multiple areas, while costs 
and barriers to access fall. The speed of this change and the breadth of the 
applications make the task of  forecasting the impacts of  bioengineering 
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both urgent and difficult.2 In 2017 we published the results of a “horizon 
scan” that looked at emerging issues in bioengineering.3 Here we report 
the results of an updated  horizon scan based on a wider range of inputs 
(38 participants from six continents and 13 countries, compared with 
27 participants from the UK and US in the 2017 exercise) and a broader 
definition of  bioengineering. 

We followed the same structured “investigate, discuss, estimate 
and aggregate” (IDEA) protocol for identifying and prioritising 
issues,4 with some minor adjustments (see Methods). We tasked our 
experts with identifying “novel, plausible and high-impact” issues 
in biological engineering, and they produced a long list of 83 issues. 
Participants then scored the issues anonymously (with a score out of 
1000, reflecting likelihood, impact and novelty), arriving at a short 
list of issues to be discussed at a workshop. This was coupled with 
a “yes/no” question to determine whether the issues were novel, 
based on whether the experts had heard of the issue previously. After 
deliberation, participants re-scored these issues. The issues identified 
in the latest  horizon scan differ substantially from those identified 
in 2017. This change likely stems from an increase in the  diversity 
of the participants, improvements in the methods used, a broader 
definition of  bioengineering, and changes in the research landscape 
since 2017.

Horizon scanning aims to build societal preparedness by 
systematically identifying upcoming opportunities and threats from 
 technological, regulatory and social change.5 Horizon scanning with 
the  Delphi technique has a long history. It has been used to identify 
emerging critical issues in areas as diverse as conservation biology,6 
invasive species in the UK,7 poverty reduction8 and biosecurity.9 
Periodic  horizon scanning is also undertaken in some areas: in global 
conservation; for example, these scans have identified issues such 
as micro-plastics, gene editing for invasive species, and cultivated 
meat approximately six years before they captured public attention.10 
Horizon-scanning activities related to the Antarctic and Southern 
Ocean11 have also directed funding and policy,12 and helped to provide 
the basis for research roadmaps.13
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There have been developments in a number of the issues 
identified in the 2017 exercise. Human germline genome editing 
came to prominence in late 2018 when Chinese researcher He Jiankui 
announced the birth of two girls with CRISPR/Cas9-edited genomes.14 
Military funding of  bioengineering projects also remained substantial: 
for example, projects funded by  DARPA included programs to explore 
the use bioelectronics for tissue repair and regeneration (BETR) and 
to develop mosquito-repellent skin (ReVector). There have also been 
breakthroughs in the use of enhanced photosynthesis for agricultural 
productivity: a 2018 study reported that metabolic engineering 
strategies increased photosynthetic efficiency by 17%, which 
resulted in an increase of about 20% in biomass in field conditions.15 
This  technology is now being deployed in several crops. Platform 
technologies to address emerging disease pandemics have taken on 
particular significance with the advent of the COVID-19 pandemic. 
Many of the rapidly created vaccine candidates for COVID-19 in 
clinical and pre-clinical evaluation have been efficiently developed 
from platforms for non-Coronavirus candidates such as influenza, 
SARs and Ebola.16 

In this article we provide a high-level summary of the top 20 issues 
identified in the  bioengineering  horizon scan 2020 (while acknowledging 
that the number of topics covered means that there will be some sacrifice 
of depth for breadth). We take a broader view of  bioengineering than 
we did in 2017, defining it as the application of ideas, principles and 
techniques to the engineering of biological systems. This means that 
we now cover more aspects of  bioengineering, as well as issues that 
contribute to or result from  bioengineering advances (such as funding). 
To avoid giving a false sense of  forecasting precision or overemphasising 
minor differences in scoring, the issues are not ranked, and are instead 
grouped into issues that are expected to be most relevant within five 
years, within 5–10 years, and on timescales of longer than 10 years 
(Table 1). Our intent is to spur further research into these issues and 
further discussion of their implications by researchers, policy-makers 
and the wider public.
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Table 1: Overview of the  bioengineering  horizon scan 2020. Summary of 
the 20 issues identified through the scan; issues are grouped according 

to likely timeline for realisation.

< 5 Years 5–10 Years >10 Years
Access to  biotechnology 
through outsourcing

Agricultural  gene drives Bio-based production of 
materials

Crops for changing 
climates

Neuronal probes 
expanding new sensory 
capabilities

Live plant dispensers of 
chemical signals

Function-based design 
in protein engineering

Distributed 
pharmaceutical 
development and 
manufacturing

Malicious use 
of advanced 
neurochemistry

Philanthropy shapes 
bioscience research 
agendas

Genetically engineered 
phage therapy

Enhancing carbon 
sequestration

State and international 
regulation of DNA 
database use

Human genomics 
converging with 
computing technologies

Porcine bioengineered 
replacement organs

Microbiome engineering 
in agriculture

The governance of 
cognitive enhancement

Phytoremediation of 
contaminated soils
Production of edible 
vaccines in plants
The rise of personalised 
medicine such as cell 
therapies

2. The Issues Most Relevant Within Five Years

2.1 Access to biotechnology through outsourcing

Traditionally, the  biotechnology sector has had high barriers to entry, 
with organisations needing to build extensive physical and knowledge-
based assets. New “cloud labs” and services labs are circumventing this 
model by using technologies such as robotics,  automation and the internet 
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to offer widely  accessible standardised services with limited need for 
physical material transfer.17 This facilitates both broader access and faster 
development of new products through the sharing of capital and knowledge 
across projects.18 It is also helping to empower non-traditional researchers 
by lowering the threshold for participating in cutting-edge research.

This distributed approach poses a biosecurity gap as research 
activities are separated from intent: the cloud lab may not seek additional 
details on an experiment’s context, including why it is being performed. 
There is a lack of appropriate biosecurity guidelines and governance 
models to handle this.19 As outsourcing through cloud labs becomes 
increasingly prevalent in the next five years, these challenges may 
require the development of new guidelines and business and incentive 
models for responsible innovation and biosecurity.

2.2 Crops for changing climates

Climate change is predicted to result in more frequent droughts and 
intensive precipitation events. This will increase soil salinity, elevate 
average temperatures, and shift the range, abundance and genotypic 
 diversity of pollinators, pests and pathogens. All of these factors are 
expected to impact crop yields. In response, efforts are intensifying to 
adapt food production using agro-ecological strategies,20 as well as the 
provision of well-adapted crop varieties by genetic engineering and new 
breeding technologies:21 drought-tolerant genetically modified (GM) 
plant varieties have reached the market and more are in development;22 
the capabilities of plant immune receptors have been broadened by 
protein engineering;23 and the identification of conserved submergence-
activated genes has revealed novel genetic targets for enhancing flood 
tolerance.24 Technical progress is still required for success in the field. 
However, deployment may be hindered by a comparative lack of funding 
for plant science, as well as lengthy and expensive regulatory  regimes 
in most jurisdictions. New models for public-private co-operation will 
be needed to advance the translation of basic research through to the 
field, including business models that are not based on simple economic 
returns. The effects of novel traits on biodiversity and ecosystems will 
require further scrutiny before being deployed in a warmer world.
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2.3 Function-based design in protein engineering

Despite a growing understanding of the relationship between protein 
structure and function, efficient design of new proteins with a desired action 
has remained a laborious process. For example, chimeric antigen receptor 
(CAR) thymus lymphocyte (T cell) therapies which combine functional 
protein moieties to activate T cells against malignant tumours have only 
recently been approved for human use after decades of iteration.25 The 
convergence of ongoing developments, including substantial improvements 
in predicting protein structure from amino acid sequences using  machine 
learning,26 could overcome previous technical and computational 
challenges. This indicates a potential revolution in function-based protein 
design, leading to various useful industrial compounds (such as the 
development of catalysts for any desired organic reaction) and medical 
applications (such as the ability to selectively destroy, suppress or stimulate 
any malfunctioning tissue, which is the key to treating many refractory 
diseases). However, as this field grows, so will the risk of deliberate misuse. 
Protein engineering could be used to produce agents that have a higher 
lethality or specificity than existing agents (including new agents based on 
novel mechanisms of action). Protein engineering might also simplify the 
production of toxins currently derived from natural sources.

2.4 Philanthropy shapes bioscience research agendas

Over the past decade, philanthropic funding (including venture 
philanthropy) of research and innovation has been increasing.27 This 
has largely been driven by the increasing concentration of wealth, and 
erosion of public health and scientific research initiatives within key 
countries. These investments can provide particular research groups 
or areas with substantial funding over prolonged periods of time, and 
they can also support areas of research that are not usually funded by 
governments. Philanthropic investments can also promote innovation, 
such as allowing for more exotic approaches not usually funded by 
governments. However, these investments might also influence the 
development of biotechnologies in a way that has less of a public 
mandate than government-funded research and operate without 
traditional mechanisms for accountability, transparency or oversight 
often required by federal or state law.28 Some areas of medical research 
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are already considerably underfunded compared to health needs,29 and 
philanthropic investments may exacerbate this discrepancy in the near-
term future. Significant investment into a small range of actors could 
also undermine diversity, particularly at the international level.30 

2.5 State and international regulation of deoxyribonucleic 
acid (DNA) database use

Personal genomic sequencing continues to drop in price and increase 
in  accessibility. The inherent inability to truly anonymise such data, 
coupled with the wealth of information it provides on both individuals 
and families, distinguishes it from conventional data types such as 
fingerprints (identifiable but uninformative) or shopping habits.31 The 
drop in price and the use of enabling technologies such as cloud storage 
has enabled wider use of DNA databases by different actors. While 
the  vulnerability of cloud  infrastructure is a concern, there is greater 
potential for misuse by  states and law enforcement in the name of 
security. This has been seen in efforts to target Muslim Uighurs in China 
via blood samples,32 and in a consumer genetics database allowing the 
Federal Bureau of Investigation in the US to compare genetic data from 
crime scenes to a database of over two million profiles without customer 
consent.33 The potential to accrue and analyse vast amounts of genomic 
information raises concerns over privacy, especially mass surveillance;34 
the potential expansion of  state surveillance powers necessitates 
dialogue and policy intervention domestically and internationally.

3. Issues Most Relevant in 5–10 Years

3.1 Agricultural gene drives

Gene drives were initially proposed for the control of insect vectors for 
human diseases,35 but recent work suggest that they could have major 
economic benefits agricultural sector.36 However, while there is potential 
for  gene drives to eliminate or suppress pest species, their widespread 
uptake and use could lead to problems in their application and governance.37 
One concern is that commercial interests will seek to maintain sales of 
agrochemicals by configuring  gene drives to reduce chemical resistance 
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in target pest insects and weeds as opposed to causing sterility in those 
species. A second concern is that unilateral deployment of  gene drives 
may cause rapid and unintended ecosystem perturbations without 
proper oversight or recall. There have also been questions around their 
control and the lack of public consultation (or participation) regarding 
their release, as well as legal implications if populations are eliminated 
within, or new gene configurations are carried to, native locations.38 
Efforts are already underway to counter, control and even reverse the 
undesired effects of genome editing, including  DARPA’s Safe Genes 
program.39 Policy-makers will need to be vigilant to more problematic 
applications as agricultural  gene drives become more prevalent. 

3.2 Neuronal probes expanding new sensory capabilities

New research in creating probes that mimic neurons could enable 
novel medicinal and enhancement applications such as the creation 
of new sensory capabilities. Traditionally, neuronal probes have both 
structural and mechanical dissimilarities from their neuron targets, 
leading to neuro-inflammatory responses. However, it is now possible to 
fabricate neuron-like electronic probes (with widths similar to those of 
neurons) and unobtrusively fuse them with live neurons.40 Potentially, 
the  technology could be used to add new sensory capability via 
implanting neuronal probe arrays as a visual cortical prosthesis system. 
However, such biomimetic sensory probes could introduce unintended 
 vulnerabilities, from a risk of malicious attack via the internet to possible 
mass monitoring of implanted civilians by law enforcement.41

3.3 Distributed pharmaceutical development and 
manufacturing

Outsourcing and increasingly lower barriers to access in  bioengineering 
are allowing for greater localisation and geographical distribution of the 
manufacturing and development of pharmaceuticals. Bioengineering 
offers the capacity to create pharmaceutical compounds or their precursors 
by genetically modifying organisms to produce them. The prospect of non-
traditional pharmaceutical manufacture has gained some traction, but with 
few tangible results. Barriers to distributed pharmaceutical manufacturing 
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becoming broadly adopted include: the scale of production for individual 
or community use; appropriate safety standards for manufacturing and 
administration; interfacing with drug approval pathways. Efforts in 
non-traditional pharma, such as The Open Insulin Project,42 are rising in 
profile and will likely continue, whether individual projects are successful 
or not. This is supported by the Open Pharma movement which seeks 
to empower innovation through open-access research and development.43 
That itself may shape regulatory frameworks, and may provide new open 
or distributed models for drug manufacture. However, in the absence of 
appropriate norms or regulations,44 it may also lead to the manufacture, 
at scale, of drugs that are not vetted for safety, or administered under 
appropriate clinical guidance.45

3.4 Genetically engineered phage therapy

The World Health Organization (WHO) recently reported a worrying lack 
of new antibiotics to address the dangerous trends of rising resistance to 
existing antibiotics,46 and antimicrobial resistance has been identified as a 
potential global catastrophic risk. Phage therapy as a potential alternative 
to antibiotic treatment has recently seen a renaissance. In particular, the 
ability to rapidly engineer phage sequences and phage cocktails opens 
up the prospect of personalised treatments for tackling genetically 
 diverse infections and overcoming problems of antimicrobial resistance.47 
The technical advances observed in the medical application of phage 
therapy will also have an impact on other uses of phages as delivery 
systems in  biotechnology. Efforts have also been significantly buoyed 
by development of easier methods for engineering phage to combat the 
inevitable evolution of phage resistance in bacteria.48 However, barriers 
to widespread commercial use persist, including high costs, instability 
of the medication, the necessity to type the infection (instead of giving a 
broad-spectrum pill) and immunogenicity. This makes it more likely for 
phage therapy to be used as a last resort once other treatments have failed.

3.5 Human genomics converging with computing technologies

Human genomics is increasingly incorporating technologies such as 
blockchain, cloud computing and  machine learning. Firms such as 
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Amazon and Google offer cloud computing-based storage and data 
analytics services for the petabytes of genetic data stored online, while 
companies such as Encrypgen and Nebula use blockchain in systems that 
reward individuals for sharing their genetic data. Artificial Intelligence and 
 machine learning are enabling deep analysis of thousands of molecules 
with potential to become future drugs,49 as well as human genomic data.50 
Most recently, deep learning used molecular structure to predict the 
efficacy of antibiotic candidates.51 Some uses of these technologies could 
help address current privacy concerns. This includes the use of blockchain 
as well as “secret sharing” techniques, in which sensitive information is 
divided across multiple servers.52 However, as they are applied to human 
genomic data in increasingly powerful and connected ways, additional 
ethical issues will arise. Enlivened and global discussion on how best to 
handle societal implications will become necessary.53

3.6 Microbiome engineering in agriculture

Progress on microbiome engineering and genomic sequencing 
could allow for beneficial new applications in agriculture, but also 
risks. Microbiome engineering and the development of synthetic 
microbiomes offer wide-ranging uses for mammalian health as well as 
plant and animal productivity, soil health and disease management. A 
bottom-up approach to microbiome engineering aims to predictably 
alter microbiome properties and design functions for agricultural and 
therapeutic applications. Microbiome engineering strategies could 
provide alternatives to the use of antibiotics for livestock management.54 
These approaches offer the potential for innovative, sustainable pathways 
for plant disease suppression by engineering the microbiomes indigenous 
to agricultural soils.55 Advances in genome sequencing, metagenomics 
and  synthetic biology have already provided a theoretical framework 
for constructing synthetic microbiomes with novel functionalities. New 
methods, such as in situ mammalian gut microbiome engineering, could 
help to overcome existing limitations and offer new capabilities for the 
future.56 These new methods and advances can support better design of 
microbiome modulation strategies in mammalian health and agricultural 
productivity. Yet, the engineering of agricultural microbiomes on a large 
scale could also create  vulnerabilities towards malicious intervention.
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3.7 Phytoremediation of contaminated soils

Research in phytoremediation is leading to the creation of engineered 
plants that could help recuperate contaminated soils, but further field 
trials are needed along with discussions about their introduction 
to and implications for the environment. Certain plant species have 
natural mechanisms that enable both uptake and tolerance of natural 
and anthropogenic inorganic pollutants. Identifying, expressing 
and potentially engineering these traits is receiving increased 
research interest. Preliminary work on transgenic plants in the lab by 
overexpression of metal ligands, transporters and specific enzymes has 
led to successful phytoextractions of pollutants including explosives and 
heavy metals. However, few experiments have been conducted in the 
field on contaminated soils,57 where toxicity of various pollutants and 
the impact of various environmental factors on the plant-microbiome 
interaction has limited the success of phytoremediation to date. Realising 
biotechnological phytoremediation will depend on a number of factors: 
a more robust systemic understanding of plant-microbiome interactions 
with pollutants;58 the survivability of these engineered organisms in the 
environment; understanding and controlling environmental impacts; 
and robust societal discussion and carefully designed regulatory  regimes.

3.8 Production of edible vaccines in plants

Plants offer a scalable low-cost platform for recombinant vaccine 
production.59 The introduction of the oral polio vaccine in the 1960s led 
to huge interest in developing vaccines that can be delivered without 
the need for injection. Given that plants are widely consumed, they 
offer an attractive means of vaccine delivery. Plant-expressed antibodies 
can protect against dental caries. Similarly, expression of norovirus-like 
particles in transgenic potatoes could raise antibodies against the virus 
when the material is consumed.60 Plant-produced vaccines have also 
been developed for some animal diseases.61 Oral delivery with minimal 
processing has the potential to reduce requirements for extensive 
frameworks for production, purification, sterilisation, packaging and 
distribution. A major challenge is the need for improvement of the 
chemical and physical stability of vaccines during transit through the 
gut in order to ensure efficacy.62 Also, commercialisation may be difficult 
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under current regulatory regimes.63 Moreover, if production is scaled 
up beyond contained greenhouses, this will require the deliberate 
environmental (field) release of plants engineered to contain vaccines.

3.9 The rise of personalised medicine such as cell therapies

There is an accelerating trend towards the development and approval of 
personalized therapeutics. These are medical treatments that are tailored 
towards individuals, accounting for their likely response based on genomic 
and epigenetic data. In the US in 2018, 42% of all new drug approvals 
by the Food and Drugs Administration concerned these treatments.64 
However, significant challenges stand in the way of developing and 
deploying personalized medicine and cell therapies. These includes 
issues of delivery logistics and cost. The key factor to clinical adoption 
of personalised medicine is the value recognition by all healthcare 
stakeholders. Most personalised medicines are genetically guided 
interventions that address relatively small subsets of patients with rare 
genetic mutations. The treatment approaches are sometimes costlier due 
to their increased sophistication and lower demand. Once these barriers 
are overcome there will be some potential problems that will need to be 
mitigated via policy. One is ensuring equitable access. Reimbursement 
from third-party payers such as health insurance companies is also likely 
to become an issue for targeted treatments.65 Public health policy must 
adapt to this new frontier of healthcare while addressing its potentially 
detrimental effects on equality of healthcare access and treatment.

4. The Issues Most Relevant in 10+ Years

4.1 Bio-based production of materials

Biological engineering and production methods facilitate the transformation 
of renewable plant feedstocks and microorganisms into substitutes for a 
wide range of existing and new materials, including plastics and other 
materials that are produced from fossil fuels.66 These developments are 
being driven by increasing government, private and civil society efforts to 
decarbonise economies. New opportunities may be created for small, bio-
based production facilities and clean bio-refineries to be located close to the 
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markets for these materials, potentially replacing much of the petrochemical 
sector, and there are potential roles for rural areas in growing bio-based 
feedstocks. While bio-based production promises to be more sustainable 
than existing methods, attention is still required in addressing specific 
impacts on feedstocks, energy, water and other environmental and societal 
factors.67 This is accompanied by technical barriers in product processing. 
While some bio-based materials are already on the market, significant 
private investment and supportive public policy frameworks (including 
but not limited to carbon pricing, as well as more speculative nitrogen 
pricing) will be required over the next decade and beyond to accelerate the 
widespread worldwide transition to these materials.68

4.2 Live plant dispensers of chemical signals

Plants emit volatile signals that can activate defence responses in other 
nearby plants. The concept of using GM plants to deliver these signals 
has made practical progress in recent years. These genetically modified 
plants are intended to be helpers that protect surrounding conventional 
crops that are cultivated for consumption. Field trials have evaluated 
the potential of transgenic wheat to repel different pests and virus 
vectors.69 Despite excellent results in the lab, in planta synthesis of the 
alarm pheromone failed to reduce aphid numbers. Other studies have 
demonstrated the feasibility of making insect sex pheromones to trap 
male insects.70 Further finessing of the pheromone blend may be enabled 
by  synthetic biology. This could open up the possibility of using plants 
as chemical-producing green factories, or field-based disruptors and 
dispersers of insect pests. Unlike current GM solutions for protection 
from insect herbivory, the use of pheromones is a non-lethal and less-
persistent intervention, and chemically manufactured pheromones have 
been in use for many years. Questions remain as to whether the broader 
adoption of pheromones will simply displace pests to unprotected crops.

4.3 Malicious use of advanced neurochemistry

Agents that could attack the central nervous system were investigated 
during the  Cold War but lack of knowledge only permitted the 
development of sedating agents. Concerns over such agents and 
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manipulations continues,71 but could be empowered through advances 
in neuroscience and other fields. A driving force in these advances is 
significant government interest and investments, including an investment 
of almost $1 billion by the US government in the Brain Initiative.72 Resulting 
drugs and nootropics offer health benefits, but could also be maliciously 
used.73 Governments could use neuro-chemicals to make a populace more 
subservient. Advanced applications in undeclared biological warfare 
could include fostering emotional resentment in a targeted  population. 
These drugs could be appealing to governments around the world as a 
tool for counter-insurgency or non-lethal law enforcement. The use of 
these new chemicals for law enforcement and in non-traditional conflicts 
may greatly erode the norms against chemical agent use on the battlefield, 
threatening the Chemical Weapons Convention in the long term.

4.4 Enhancing carbon sequestration

Metabolic engineering manipulates cells to produce target molecules by 
optimising endogenous metabolic pathways or by reconstructing these 
pathways in alternative species. “Next level” metabolic engineering aims 
to design metabolic networks de novo, thus bypassing the bottlenecks 
and inefficiencies of evolution.74 Thus far, experimental success is 
lacking. However, recent research in photosynthesis may be promising, 
and examples include engineering a novel molecule to realise a designed 
synthetic photorespiration bypass75 and developing an optimised carbon 
dioxide fixation pathway using enzymes from bacteria, archaea, plants 
and humans.76 Other methods have included laboratory evolution of a 
bacterium able to use CO2 for growth.77 These approaches hold potential 
for more efficient carbon sequestration and biomass production, as well 
as for advancing the development of photovoltaics (the production of 
electricity from light) and light-sustained biomanufacturing. Yet, such 
developments remain speculative. There are still significant technical 
challenges to overcome, and a long path to widespread commercial 
deployment. Moreover, the field will need to engage with its socio-
political, ethical, and environmental dimensions. 
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4.5 Porcine bioengineered replacement organs

Pigs represent a promising candidate species for production of human-
compatible replacement organs for xenotransplantation. A recent 
advance in porcine genome editing using CRISPR/Cas9 addresses 
one of the key scientific challenges: successful inactivation of porcine 
endogenous retroviruses, which otherwise pose a risk of cross-species 
transmission.78 Such advances hold promise as one technological way 
to address the global shortage of transplant organs. Over 6500 patients 
died while on waiting lists in the USA alone in 2017.79 Several challenges 
remain, including engineering sufficient immune compatibility in the 
organs for successful human transplantation, and determining the 
expected lifespan of the porcine organs in humans. There are differing 
views over the acceptability of porcine xenotransplantation within major 
religions, such as Islam and Judaism.80 Before commercial development, 
consideration must be given to questions surrounding the  ethics of 
using animals for transplantation, cost and access, and using a technical 
solution for an essentially social problem that could be addressed 
through other approaches, such as opt-out organ donation schemes.

4.6 The governance of cognitive enhancement

Cognitive enhancement is already a widely embraced idea throughout 
society — caffeine is the most widely consumed drug on earth. Novel 
methods of cognitive enhancement such as nootropics, wakefulness 
enhancers, or the potential to directly modulate brain function through 
implants or  biotechnology are emerging. Uptake of these is being driven 
by both a productivity-focused culture, commercial opportunities and 
increased understanding of neurochemistry. Although some cognitive 
enhancers require prescriptions, others only have to meet basic safety 
guidelines and are available to purchase online. While numerous trials have 
supported the safety of most nootropics and wakefulness enhancers, there 
are few long-term longitudinal studies.81 A large section of those who have 
embraced cognitive enhancement — the “do-it-yourself” experimenters — 
may also be ignored by the research community. Lax regulation around 
safety standards for these products and tools has led to calls to tighten 
regulatory loopholes, and for academic researchers to partner with and 
include communities in research on cognitive enhancers.82 Regulatory 
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frameworks are necessary to both minimise risks and gather long-term 
safety data from end-users, as well as to provide health and safety guidance 
for international trade of cognitive enhancing drugs and devices.83

5. Discussion

5.1 Emergent themes

Seven underlying themes emerged from the workshop discussion: 1) 
political economy and funding; 2) ethical and regulatory frameworks; 
3)  climate change; 4) transitioning from lab to field; 5) inequalities; 
6)  technological convergence; and 7) misuse of  technology. None 
of these were judged precise enough to qualify as horizon-scanning 
items, although some sub-components were. These themes represent 
underlying commonalities and drivers across issues.

First, participants expressed concern about the political economy 
of  bioengineering (that is, how political and economic institutions 
influence  bioengineering, including the role of regulation and politics) 
and, related to this, about funding. These concerns centred around a 
view that research funded by the military, industry or philanthropy was 
less accountable than civilian government-funded research and could 
create real or perceived conflicts of interest.84

Second, a recurring theme across several issues was the need for 
 ethics and better regulatory frameworks to manage the problems 
expected to emerge from technologies on the horizon. This was true for 
most issues highlighted in the scan, ranging from carbon sequestration 
to bioengineered replacement organs. This underscores the need for 
greater engagement between ethicists, social scientists, policy-makers 
and the cutting-edge of  bioengineering.

Third,  climate change is likely to be a critical driver of  bioengineering 
in the future. Our list includes an application to both adaptation (crops 
for changing climates) and negative emissions (sequestration). Others, 
such as live plant dispensers, could be boosted in relevance as a way 
to enhance agricultural productivity in the face of detrimental climate 
impacts. Progress in climate policies will shape the development and 
demand of  bioengineering technologies. Climate change impacts will also 
create new problems that could be addressed through  bioengineering 



468 An Anthology of Global Risk

and policy. This includes changes in the range of vector-borne diseases, 
such as the expansion of tropical infectious diseases. 

A fourth theme is that of transitioning from lab to field. The deliberate 
release of a new  bioengineering product into the environment entails risks in 
both practice and perception. Concerns over the unintended consequences 
of environmental release have hindered the deployment of GMOs and are 
now prominent in discussions around gene drives.85 Such concerns also 
factored into many of the issues we have identified, most notably edible 
vaccines and live plant dispensers. Further development of bioengineered 
products will require appropriate regulation. Additionally, the necessary 
social, environmental and human health risk assessments need to take 
place to transition  bioengineering from the lab into the wider world.

A fifth theme is the potential for  bioengineering to exacerbate existing 
inequalities in wealth and health. This factored into several issues including 
the rise of personalised medicine, replacement organs, and the regulation 
of cognitive enhancement. In contrast, distributed pharmaceutical 
development and manufacturing was an emerging area fuelled in part 
by the desire to deliver more equitable, cheap and  accessible medicine. 
Ensuring that the benefits of  bioengineering are spread fairly and widely 
will be a defining feature of future debates. Enhancements also come with 
risks, especially at the earliest stages. Many of these are expected to be 
borne by unwilling or uninformed recipients (as in the case of the CRISPR 
twins) before being marketed to the wealthy. These problems of inequality 
also highlight the need for horizon-scanning efforts to make efforts to 
include representatives from more oppressed and marginalised groups. 

The sixth theme is that the convergence of different technologies will be 
crucial in the future development of  bioengineering. Many of the issues in 
this  horizon scan are driven by progress in adjacent fields. Both neuronal 
probes and malicious uses of neurochemistry will be enabled by progress 
in neuroscience, and the overlap of human genomics with computing 
technologies brings both opportunities and threats. As  automation 
and measurement, neuroscience, chemistry and artificial intelligence 
continue, they will shape both what is possible and what is pursued in 
 bioengineering. This poses a challenge for regulators, who may need to 
think about policy that cuts across  bioengineering into other areas, such 
as  cybersecurity. It also highlights a need for continued  horizon scanning 
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and  foresight exercises to engage a broad range of  technological expertise 
so that key points of intersection and convergence are not overlooked.

Last, our scan highlights ongoing concerns around the misuse of 
 technology by  state or  non- state actors. Examples included various 
bioweapons and the misuse of DNA databases.

The 2017 scan noted themes of equality, bioinformatics and regulation, 
all of which feature prominently in 2020 scan (see Table 2 for a summary of 
the previous scan). The 2017 exercise discussed the intersection between 
 biotechnology and information and digital technologies. Technological 
convergence also features in the present scan, but with a broader scope 
encompassing neuroscience (adding new sensory capabilities) and 
neurochemistry (malicious uses of advanced neurochemistry) as well as 
other fields. Both scans featured a strong emphasis on the potential for 
 bioengineering to amplify or alleviate inequalities. In the 2017 scan this 
included the potential for human genomics to create new “sociogenetic” 
classes, while differences in healthcare and access to cognitive enhancement 
were the flagship issues in this 2020 scan. The thematic convergence 
between the two scans demonstrates that many of the underlying trends 
in  bioengineering include important structural issues involving  ethics and 
regulation. These will likely influence the field for years to come. There 
were also several differences in themes, including the greater importance 
of  climate change and political economy in the 2020 exercise. This reflects 
the significant deviation in issues between the two studies.
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 Table 2: Overview of the  bioengineering  horizon scan 2017. Summary 
of the 20 issues identified in 2017; issues are grouped according to likely 

timeline for realisation.

< 5 Years 5–10 Years >10 Years
Artificial photosynthesis 
and carbon capture for 
producing biofuels

Regenerative medicine: 
3D printing body parts 
and tissue engineering

New makers disrupt 
pharmaceutical makers

Enhanced 
photosynthesis for 
agricultural productivity

Microbiome-based 
therapies

Platform technologies 
to address emerging 
disease pandemics

New approaches to 
synthetic  gene drives

Producing vaccines and 
human therapeutics in 
plants

Challenges to  taxonomy-
based description 
and management of 
biological risk

Human genome editing Manufacturing illegal 
drugs using engineered 
organisms

Shifting ownership 
models in  biotechnology

Accelerating defence 
agency research in 
biological engineering

Reassigning codons as 
genetic firewalls

Securing the critical 
 infrastructure needed to 
deliver the bioeconomy

Rise of  automated tools 
for biological design, test 
and optimisation
Biology as information 
science: impacts on 
global governance
Intersection of 
information security and 
bio- automation
Effects of the Nagoya 
Protocol on biological 
engineering
Corporate espionage 
and biocrime

Some issues from 2017 also appear in the 2020 exercise in a slightly altered 
form: concerns about the military use of  bioengineering are now more 
specific (for example, “Malicious use of advanced neurochemistry”), 
and there are new concerns about the misuse of DNA databases.
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Both scans also focussed on different methods for the production 
of replacement organs. The 2017 exercise identified 3D printing cells 
on organ-shaped scaffolds, while the 2020 exercise examined the 
potential for porcine genome editing to allow for xenotransplantation. 
Finally, both scans assessed the issue of pharmaceutical manufacturing 
becoming increasingly distributed. The 2017 exercise focused on start-up 
entrepreneurs and biohacking communities, whereas the 2020 exercise 
took a broader look at the possibility of decentralisation.

The differences between the scans are likely due to three reasons. First, 
we used a wider definition of  bioengineering which encompassed issues 
such as biomechanical implants. Two of the issues identified in this scan 
would not have been covered by the 2017 definition: neuronal probes 
expanding new sensory capabilities and the governance of cognitive 
enhancement. Second, half of the participants (19/38) were not involved in 
the 2017 scan; the new participants were also more geographically  diverse 
(see Methods), and included a higher proportion of social scientists. Third, 
there have been significant changes in research and the world at large. For 
example, all the research underpinning the issue of neuronal probes has 
occurred in the last three years. Similarly, recent research in  climate change 
has highlighted the continued increase in emissions and warming,86 and 
that tipping points are more probable than previously expected.87 

5.2 Limitations and ways forward

While useful,  horizon scanning has its limits. Critiques have suggested 
that the  Delphi technique can give unjustified confidence in results 
that are essentially the subjective judgements of experts.88 However, 
in the absence of data,  expert elicitation is warranted, and structured 
approaches such as Delphi and the  IDEA protocol have been found to 
improve group judgement and outperform other  forecasting methods, 
such as prediction markets.89 While it is difficult to evaluate the efficacy 
of the Delphi technique due to inconsistencies in its application,90 those 
that do exist are promising. A review of a long-term Delphi in predicting 
developments in the health sector found that results were accurate in 
14/18 identified issues.91 The method continues to show significant 
 utility in both accurately sighting emerging developments and exploring 
the implications of potential issues on the horizon. 
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We acknowledge that the issues identified in this  horizon scan 
are ultimately representative of the participants involved. While the 
2020 scan is an improvement on previous efforts in terms of  diversity, 
the majority of respondents were still from a developed economy 
background. The scan did capture a large cross-section of academic sub-
fields in  bioengineering, but under-represented industry, communities 
and policy-makers. Moreover, we achieved a rough  gender balance 
with 21 male participants (55%) and 17 female participants (45%). We 
intend to make the process increasingly global and  diverse under future 
triennial iterations, and by clearly describing the methods used, have 
made the process open for uptake by others.

Future pathways for  forecasting  bioengineering issues are manifold. 
Further updates of this scan could be paired with systematic reviews of 
their accuracy and efficacy, as well as deeper dives into the issues that 
have been identified. Extensions of the horizon-scanning process could 
include: focusing on specific areas of  bioengineering, such as catastrophic 
risks; incorporating decision-support tools such as fault-trees; examining 
the development of  bioengineering issues in tandem with overlapping 
 technological areas such as artificial intelligence; and producing a policy-
focused scan which involves greater engagement with regulators. 

6. Methods

Our study made use of the Investigate Discuss Estimate Aggregate 
(IDEA) protocol. In this process, participants were asked to investigate 
and submit candidate issues, privately and anonymously score the 
gathered issues, and discuss their thinking with others. They then 
provided a second score which was mathematically aggregated. The 
element of discussion is powerful, as the sharing of information between 
participants has been shown to improve the accuracy of Delphi-style 
 forecasts.92 The IDEA protocol has also performed well relative to 
 prediction markets in early studies.93 Despite being a relatively recent 
evolution of the  Delphi technique, the  IDEA protocol has already been 
successfully applied to a range of areas including natural resource 
management94 and assessing pollinator abundance in response to 
environmental pressures.95 Aside from seeking a shared understanding 
of terms and reducing linguistic ambiguity, consensus is not sought 
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during discussion and scores are kept anonymous during both rounds. 
This is done to avoid undesirable group dynamics and peer pressure 
distorting individual judgements. Our use of the IDEA Protocol can 
be split into three phases: i) recruitment and issue gathering; ii) initial 
scoring; and iii) workshop preparation, deliberation and re-scoring.

6.1 Phase one: Recruitment and issue gathering

Our study drew on a group of 38 participants from six continents. 
Participants came from countries including the UK, US, Canada, 
Australia, Germany, Croatia, Thailand, France, Chile, Peru, Switzerland, 
Malaysia, Zambia and Pakistan. Recruitment was done via a panel of 
six initial experts (EP, PM, SÓhÉ, CR-R, CR, LS and BW). The panel 
aimed to ensure a balance across areas such as plant sciences, medicine, 
bioindustry and biosecurity. They also sought to have a mix of 
approximately half new participants and half participants from the 2017 
exercise scan. Selected  bioengineering scholars and practitioners were 
asked to submit two to five issues each. Our initial request was for issues 
that were “novel, plausible and high-impact”. We asked participants to 
provide issues that were at a specific level of granularity. As with the 
previous scan we asked participants not to focus on a general topic, such 
as “ gain of function” research, nor on multiple topics simultaneously. 
Instead they were guided to focus on one area within a general topic and 
its implications, such as an emerging regulatory change for GMOs. After 
duplicates were merged, a long list of 83 issues was generated from the 
initial submissions. This included 10 merged issues. 

6.2 Phase two: Scoring

Participants were asked to vote on the “suitability” of these issues. This 
involved assigning a score of 0–1000 to each of the issues. Participants 
were asked to ensure that each score was unique (no identical scores 
within a given score-sheet). The suitability scores reflected a combination 
of plausibility, novelty and impact. Novelty was also captured by 
respondents noting whether they had heard of the issue previously 
(through a yes/no response). We then calculated the percentage of 
participants who had heard of each issue. These novelty scores were 
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published alongside all issues in the short list. This was conducted by 
sending the participants both the long list of issues, along with a template 
score-sheet and instructions. At this stage participants were reminded 
that “our aim is to identify plausible, novel  bioengineering-related issues 
with important future implications for society that are not too broad or 
already well known”. They were given approximately three weeks to 
complete their scoring. Participants were also able to provide comments 
on the different issues on the voting sheet. These critiques led to a further 
eight issues being merged into four. Comments were kept to stimulate 
future discussion. We calculated the z-scores for each participant’s 
issues scores. Z-scores are created by subtracting the mean and dividing 
by the standard deviation for each issue against the participants set. This 
ensures that variations in the range of participants’ scoring is accounted 
for. We then ranked the average z-scores across the issues and selected 
the highest ranked 41 (approximately cutting the long list in half). 

We discussed two potential reforms on the previous scoring 
approach: breaking scoring down across the three criteria, and including 
 uncertainty estimates. We decided against both potential reforms. 
Experts are poor at estimating their own  uncertainty and this could 
incentivise overconfidence. We decided that greater disaggregation 
in voting was likely to impose a greater burden on participants while 
providing little additional benefit. Moreover, keeping the protocol 
similar to the 2017 scan was desirable for comparison.

One amendment was made to the previous  horizon scanning 
methodology: the introduction of “devil’s advocates” into the process. 
Goodwin and Wright (2010) have noted that most  forecasting 
methods are inadequate for identifying high-impact, low-probability 
events (some times called “black swan events”). However, the  Delphi 
technique can be better suited to the task if it includes devil’s advocates 
who can advocate for less likely but significant issues. We empowered 
two individuals during the first phase of the process to propose more 
speculative and transformative issues. Two different participants were 
then asked during the third phase (workshop deliberation) to provide 
more critical inputs and actively push against the prevailing, dominant 
view during discussions. In each case their designation was not revealed 
to the group.
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The devil’s advocates appear to have been a useful addition and were 
disproportionately successful in suggesting issues. Six of the nine issues 
they proposed in the first round made it through to the short list, and four 
of the six issues they proposed in the second round made it through to 
the final list of 20; with 38 participants, we would expect approximately 
only one issue for every second participant to make it through to the 
final list. 68% of participants had heard of the issues proposed by the 
devil’s advocates, making these issues moderately more novel than 
the rest. Overall, an average of 70% of participants had heard of each 
issue. The level of novelty of the issues suggested by devil’s advocates 
is partly skewed by two more well-known issues which both scored 
82.35%. When both of these issues were excluded, the devil’s advocates 
suggestions were significantly more novel at an average of 61%.

6.3 Phase three: Workshop preparation, deliberation and 
re-scoring

The 41 issues with the highest scores were kept as a part of a shortlist. 
These were sent back to participants on the 13 September 2019. 
Participants were assigned “cynic” roles for each issue. This involved 
doing deeper background research into the topic. Each issue had at 
least two cynics, ensuring that at least three participants (the cynics 
and proposer) had an in-depth knowledge of the area. The workshop 
was held in Cambridge on 9 October 2019 with 25 participants; 13 
could not attend due to other obligations. This resulted in a group with 
approximately the same characteristics as the group that was involved 
in the first two phases. The characteristics of both groups are compared 
in Table 3. Overall, the  gender balance was maintained (although the 
slight skew was reversed towards female participants), the disciplinary 
split between social and physical scientists was approximately the same, 
and the geographical coverage became less balanced due to the loss of 
participants from Peru, Zambia and Malaysia.

These discussions were overseen by an experienced facilitator (WJS, 
with LK and AR acting as scribes) and followed a deliberate structure. Each 
issue was discussed for approximately ten minutes before being voted on 
anonymously. During discussions, proposers of the issue were asked not to 
speak until at least three other respondents had contributed. This was done 
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to avoid biasing the conversation and allowing the cynics time to provide an 
orientating, more neutral intervention. The standardised z-scores for each 
issue were calculated and ranked at the end of the workshop, resulting in a 
top 20 list. The decision to keep the list to 20 was made by consensus by the 
workshop group and was influenced by a significant difference between 
the z-scores of the top and bottom 20 issues, but a much smaller spread 
of scores within the top 20. Participants were then given time to discuss 
the final list and whether any amendments were needed. The group was 
content with the spread of the final list and that it accurately reflected the 
deliberations and hence decided that no alterations were needed.

Table 3: A comparative analysis of the groups involved with phases one 
and two, and phase three (the workshop).

Characteristics Phases one and two Phase three (workshop)
Sample Size 38 25
Gender Balance 21 male participants 

(55%) and 17 female 
participants (45%)

13 females (52%) and 12 
males (48%).

Geographical Coverage 13 countries (UK, US, 
Canada, Australia, 
Germany, Croatia, 
Thailand, France, Chile, 
Peru, Switzerland, 
Malaysia, Zambia and 
Pakistan)

10 countries (UK, US, 
Canada, Australia, 
Germany, Croatia, 
Thailand, France, 
Chile, Switzerland, and 
Pakistan)

Disciplinary Distribution 15 participants from 
humanities and social 
sciences (39%), and 23 
from natural sciences 
(61%).

9 participants from 
humanities and social 
sciences (36%) and 16 
from natural sciences 
(64%).
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17. Artificial Canaries: Early 
Warning Signs for Anticipatory 

and Democratic Governance of AI

 Carla Zoe Cremer and Jess Whittlestone

Highlights:

• This chapter proposes a method for identifying early warning 
signs of transformative progress in Artificial Intelligence (AI), 
and discusses how these can support the anticipatory and 
democratic governance of AI. These early warning signs are 
called “canaries”, based on the use of canaries to provide early 
warnings of unsafe air pollution in coal mines. 

• The author’s method combines  expert elicitation and 
collaborative causal graphs to identify key milestones and the 
relationships between them. They present two illustrations of 
how this method could be used: to identify early warnings of 
harmful impacts of language models on political systems; and 
of progress towards high-level machine intelligence.

• Identifying early warning signs of transformative applications 
can support more efficient monitoring and timely regulation 
of progress in AI: as AI advances, its impacts on society may 
be too great to be governed retrospectively. 

• It is essential that those impacted by  AI have a say in how 
it is governed. Early warnings can give the public time and 
focus to influence emerging technologies using democratic, 
participatory processes.
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This chapter was originally published in 2021 the International Journal of 
Interactive Multimedia & Artificial Intelligence. Like other contributions to 
this volume, it proposes the use of  expert elicitation and the collaborative 
development of knowledge and understanding, in this case through the 
use of causal graphs. Methodological comparisons can be explored by 
reviewing Chapters 7, 8 or 16, whilst the core arguments concerning 
representation and democracy are also examined in different ways in 
Chapter 2 and 22. 

I. Introduction

Progress in Artificial Intelligence ( AI) research has accelerated in recent 
years. Applications are already changing society1 and some researchers 
warn that continued progress could precipitate transformative impacts.2 
We use the term “transformative  AI” to describe a range of possible 
advances with potential to impact society in significant and hard-to-
reverse ways.3 For example, future machine learning systems could 
be used to optimise management of safety-critical infrastructure.4 
Advanced language models could be used in ways that corrupt our 
online information ecosystem5 and future advances in AI systems could 
trigger widespread labour  automation.6 

There is an urgent need to develop  anticipatory governance 
approaches to  AI development and deployment. As  AI advances, its 
impacts on society will become more profound, and some harms may 
be too great to rely on purely “reactive” or retrospective governance.

Anticipating future impacts is a challenging task. Experts show 
substantial disagreement about when different advances in  AI capabilities 
should be expected.7 Policy-makers face challenges in keeping pace 
with  technological progress: it is difficult to foresee impacts before a 
 technology is deployed, but after deployment it may already be too late 
to shape impacts, and some harm may already have been done.8 Ideally, 
we would focus preventative, anticipatory efforts on applications which 
are close enough to deployment to be meaningfully influenced today, 
but whose impacts we are not already seeing. Finding “early warning 
signs” of transformative  AI applications can help us to do this.

Early warning signs can also help democratise  AI development and 
governance. They can provide time and direction for much-needed 
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public discourse about what we want and do not want from  AI. It is 
not enough for  anticipatory governance to look out for supposedly 
“inevitable” future impacts. We are not mere bystanders in this  AI 
revolution: the futures we occupy will be futures of our own making, 
driven by the actions of  technology developers, policy-makers, civil 
society and the public. In order to prevent foreseeable harms towards 
those people who bear the effects of  AI deployments, we must find ways 
for  AI developers to be held accountable to the society which they are 
embedded in. If we want  AI to benefit society broadly, we must urgently 
find ways to give democratic control to those who will be impacted. 
Our aim with identifying early warning signs is to develop anticipatory 
methods which can prompt a focussed civic discourse around significant 
developments and provide a wider range of people with the information 
they need to contribute to conversations about the future of  AI.

We present a methodology for identifying early warning signs of 
potentially transformative impacts of  AI and discuss how these can 
feed into more anticipatory and democratic governance processes. We 
call these early warning signs “canaries” based on the practice of using 
canaries to provide early warnings of unsafe air pollution in coal mines 
in the industrial revolution. Others before us have used this term in the 
context of AI to stress the importance of early warning signs9 but this is 
the first attempt to outline in detail how such “artificial canaries“ might 
be identified and used.

Our methodology is a prototype but we believe it provides an 
important first step towards assessing and then trialling the feasibility of 
identifying canaries. We first present the approach and then illustrate it 
on two high-level examples, in which we identify preliminary warning 
signs of  AI applications that could undermine democracy, and warning 
signs of progress towards High-Level Machine Intelligence (HLMI). We 
explain why early warning signs are needed by drawing on the literature 
of Participatory Technology Assessments, and we discuss the advantages 
and practical challenges of this method in the hope of preparing future 
research that might attempt to put this method into practise. Our 
theoretical exploration of a method to identify early warning signs 
of transformative applications provides a foundation towards more 
anticipatory, accountable and democratic governance of  AI in practice.
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2. Related Work

We rely on two main bodies of work. Our methodology for identifying 
canaries relies on the literature on  forecasting and monitoring  AI. Our 
suggestions for how canaries might be used once identified build on work 
on Participatory Technology Assessments, which stresses a more  inclusive 
approach to  technology governance. While substantial research exists in 
both these areas, we believe this is the first piece of work that shows how 
they could feed into each other.

A. AI forecasting and monitoring

Over the past decade, an increasing number of studies have attempted to 
 forecast  AI progress. They commonly use expert elicitations to generate 
probabilistic estimates for when different  AI advances and milestones 
will be achieved.10 For example, Baum et al. ask experts about when 
specific milestones in  AI will be achieved, including passing the Turing 
Test or passing third grade.11 Both Müller and Bostrom12 and Grace et 
al.13 ask experts to predict the arrival of high-level machine intelligence 
(HLMI), which the latter define as when “unaided machines can 
accomplish every task better and more cheaply than human workers”. 

However, we should be cautious about giving results from these 
surveys too much weight. These studies have several limitations, 
including the fact that the questions asked are often ambiguous, that 
expertise is narrowly defined, and that respondents do not receive 
training in quantitative forecasting.14 Experts disagree substantially 
about when crucial capabilities will be achieved,15 but these surveys 
cannot tell us who (if anyone) is more accurate in their predictions.

Issues of accuracy and reliability aside,  forecasts focused solely on 
timelines for specific events are limited in how much they can inform 
our decisions about  AI today. While it is interesting to know how much 
experts disagree on  AI progress via these probabilistic estimates, they 
cannot tell us why experts disagree or what would change their minds. 
Surveys tell us little about what early warning signs to look out for or 
where we should place our focus today to shape the future development 
and impact of  AI. 

At the same time, several projects have begun to track and measure 
progress in AI.16 These projects focus on a range of indicators relevant to 
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 AI progress, but do not make any systematic attempt to identify which 
markers of progress are more important than others for the preparation 
of transformative applications. Time and attention for tracking progress 
is limited and it would be helpful if we were able to prioritise and 
monitor those research areas that are most relevant to mitigating risks.

Recognising some of the limitations of existing work, Gruetzemacher 
aims for a more holistic approach to AI forecasting.17 This framework 
emphasises the use of the Delphi technique18 to aggregate different 
perspectives of a group of experts, and cognitive mapping methods 
to study how different milestones relate to one another, rather than to 
simply  forecast milestones in isolation. We agree that such methods 
might address some limitations of previous work in both  AI  forecasting 
and monitoring.  AI  forecasting has focused on timelines for particularly 
extreme events, but these timelines are subject to enormous  uncertainty 
and do not indicate near-term warning signs.  AI measurement initiatives 
have the opposite limitation: they focus on near-term progress, but with 
little systematic reflection on which avenues of progress are, from a 
governance perspective, more important to monitor than others. What 
is needed are attempts to identify areas of progress today that may be 
particularly important to pay attention to, given concerns about the 
kinds of transformative  AI systems that may be possible in future. 

B. Participatory Technology Assessments

Presently, the impacts of  AI are largely shaped by a small group of 
powerful people with a narrow perspective which can be at odds with 
public interest.19 Only a few powerful actors, such as governments, 
defence agencies, and firms the size of Google or Amazon, have the 
resources to conduct ambitious research projects. Democratic control 
over these research projects is limited. Governments retain discretion 
over what gets regulated, large  technology firms can distort and avoid 
policies via intensive lobbying20 and defence agencies may classify 
ongoing research. 

Recognising these problems, a number of initiatives over the past 
few years have emphasised the need for wider participation in the 
development and governance of AI.21 In considering how best to achieve 
this, it is helpful to look to the field of science and  technology studies 
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(STS) which has long considered the value of democratising research 
progress.22 Several publications refer to the “participatory turn” in STS23 
and an increasing interest in the role of the non-expert in  technology 
development and assessment.24 More recently, in the spirit of “democratic 
experimentation”,25 various methods for civic participation have been 
developed and trialled, including  deliberative polls, citizen juries and 
scenario exercises.26

With a widening conception of expertise, a large body of research on 
“participatory  technology assessment” (PTA) has emerged, aiming to 
examine how we might increase civic participation in how  technology 
is developed, assessed and rolled out. We cannot summarise this wide-
ranging and complex body of work fully here. But we point towards 
some relevant pieces for interested readers to begin with. Biegelbauer 
and Loeber27 and Rowe and Frewer28 present a typology of the methods 
and goals of participating, which now come in many forms. This means 
that assessments of the success of PTAs are challenging29 and ongoing 
because different studies evaluate different PTA processes against 
different goals.30 Yet while scholars recognise remaining limitations 
of PTAs,31 several arguments for their advantages have been brought 
forward, ranging from citizen agency to consensus identification and 
 justice. There are good reasons to believe that non-experts possess 
relevant end-user expertise. They often quickly develop the relevant 
subject-matter understanding to contribute meaningfully, leading to 
better epistemic outcomes due to a greater  diversity of views which 
result in a cancellation of errors.32 To assess the performance of PTAs, 
scholars draw from case studies and identify best practices.33

There is an important difference between truly participatory, 
democratically minded,  technology assessments, and consultations 
that use the public to help legitimise a preconceived technology.34 The 
question of how to make PTAs count in established representational 
democracies is an ongoing challenge to the field.35 But Hsaio et al., who 
present a recent example of collective  technology policy-making, show 
that success and impact with PTAs is possible.36 Rask et al. draw from 38 
international case studies to extract best practices,37 building on Joss and 
Bellucci,38 who showcase great diversity of possible ways in which to 
draw on the public. Comparing different approaches is difficult, but has 
been done.39 Burgess and Chilvers present a conceptual framework with 
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which to design and assess PTAs,40 Ertiö et al. compare online versus 
offline methodologies41 and in Rowe and Frewer we find a typology of 
various design choices for public engagement mechanisms.42 See also, 
Rask for a helpful discussion on how to determine the  diversity of 
participants;43 Mauksch et al. on what counts as expertise in foresight;44 
and Lengwiler,45 Chilvers,46 and Saldivar et al.47 for challenges to be 
aware of in implementing PTAs.

Many before us have noted that we need wider participation in 
the development and governance of  AI, including by calling for the 
use of PTAs in designing algorithms.48 We see a need to go beyond 
greater participation in addressing existing problems with algorithms 
and propose that wider participation should also be considered in 
conversations about future  AI impacts.

Experts and citizens each have a role to play in ensuring that  AI 
governance is informed by and  inclusive of a wide range of knowledge, 
concerns and perspectives. However, the question of how best to marry 
expert  foresight and citizen engagement is a challenging one. While a 
full answer to this question is beyond the scope of this chapter, what 
we do offer is a first step: a proposal for how  expert elicitation can be 
used to identify important warnings which can later be used to facilitate 
timely democratic debate. For such debates to be useful, we first need 
an idea of which developments on the horizon can be meaningfully 
assessed and influenced, for which it makes sense to draw on public 
expertise and limited attention. This is precisely what our method aims 
to provide.

3. Identifying Early Warning Signs

We believe that identifying canaries for transformative  AI is a tractable 
problem and worth investing research effort in today. Engineering and 
cognitive development present a proof of principle: capabilities are 
achieved sequentially, meaning that there are often key underlying 
capabilities which, if attained, unlock progress in many other areas. For 
example, musical protolanguage is thought to have enabled grammatical 
competence in the development of language in homo sapiens.49 AI progress 
so far has also seen such amplifiers: the use of multi-layered  non-linear 
learning or stochastic gradient descent arguably laid the foundation 
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for unexpectedly fast progress on image recognition, translation and 
speech recognition.50 By mapping out the dependencies between 
different capabilities needed to reach some notion of transformative  AI, 
therefore, we should be able to identify milestones which are particularly 
important for enabling many others — these are our canaries. 

The proposed methodology is intended to be highly adaptable and 
can be used to identify canaries for a number of important potentially 
transformative events, such as foundational research breakthroughs or 
the  automation of tasks that affect a wide range of jobs. Many types 
of indicators could be of interest and classed as canaries, including 
algorithmic innovation that supports key cognitive faculties (e.g. natural 
language understanding); overcoming known technical challenges 
(such as improving the data efficiency of deep learning algorithms); or 
improved applicability of  AI to economically-relevant tasks (e.g. text 
summarisation). 

 Fig. 1: Illustration of methodological steps to identify canaries of  AI progress.

Given an event for which we wish to identify canaries, our methodology 
has three essential steps: (1) identifying key milestones towards the 
event; (2) identifying dependency relations between these milestones; 
and (3) identifying milestones which underpin many others as canaries. 
See Fig. 1 for an illustration. We here deliberately refrain from describing 
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the method with too much specificity, because we want to stress the 
flexibility of our approach, and recognise that there is currently no one-
size-fits-all approach to  forecasting. The method will require adaptation 
to the particular transformative event in question, but each step of this 
method is suited for such specifications. We outline example adaptations 
of the method to particular cases.

A. Identifying milestones via expert elicitation

The first step of our methodology involves using traditional approaches 
in  expert elicitation to identify milestones that may be relevant to the 
transformative event in question. Which experts are selected is crucial 
to the outcome and reliability of studies in  AI  forecasting. There are 
unavoidable limitations of using any form of subjective judgement in 
 forecasting, but these limitations can be minimised by carefully thinking 
through the group selection. Both the direct expertise of individuals, 
and how they contribute to the  diversity of the overall group, must be 
considered. See Mauksch et al. for a discussion of who counts as an 
expert in  forecasting.51

Researchers should decide in advance what kinds of expertise are 
most relevant and must be combined to study the milestones that 
relate to the transformative event. Milestones might include technical 
limitations of current methods (e.g. adversarial attacks) and informed 
speculation about future capabilities (e.g. common sense) that may 
be important prerequisites to the transformative event. Consulting 
across a wide range of academic disciplines to order such  diverse 
milestones is important. For example, a cohort of experts identifying 
and ordering milestones towards HLMI should include not only experts 
in  machine learning and computer science but also cognitive scientists, 
philosophers, developmental psychologists, evolutionary biologists, or 
animal cognition experts. Such a group combines expertise on current 
capabilities in  AI, with expertise on key pillars of cognitive development 
and the order in which cognitive faculties develop in animals. Groups 
which are  diverse (on multiple dimensions) are expected to produce 
better epistemic outcomes.52

We encourage the careful design and phrasing of questions to enable 
participants to make use of their expertise, but refrain from demanding 
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answers that lie outside their area of expertise. For example, asking 
 machine learning researchers directly for milestones towards HLMI does 
not draw on their expertise. But asking  machine learning researchers 
about the limitations of the methods they use every day — or asking 
psychologists what human capacities they see lacking in machines 
today — draws directly on their day-to-day experience. 

Perceived limitations can then be transformed into milestones.
There are several different methods available for  expert elicitation 

including surveys, interviews, workshops and focus groups, each with 
advantages and disadvantages. Interviews provide greater opportunity 
to tailor questions to the specific expert, but can be time-intensive 
compared to surveys and reduce the sample size of experts. If possible, 
some combination of the two may be ideal: using carefully selected 
semi-structured interviews to elicit initial milestones, followed-up with 
surveys with a much broader group to validate which milestones are 
widely accepted as being key.

B. Mapping causal relations between milestones

The second step of our methodology involves convening experts to 
identify causal relations between identified milestones: that is, how 
milestones may underpin, depend on, or affect progress towards other 
milestones. Experts should be guided in generating directed causal 
graphs, a type of cognitive map that elicits a person’s perceived causal 
relations between components. Causal graphs use arrows to represent 
perceived causal relations between nodes, which in this case are 
milestones.53

This process primarily focuses on finding out whether or not a 
relationship exists at all; how precisely this relationship is specified can 
be adapted to the goals of the study. An arrow from A to B at minimum 
indicates that progress on A will allow for further progress on B. But 
this relationship can also be made more precise: in some cases indicating 
that progress on  AI is necessary for progress on B, for example. The 
relationship between nodes may be either linear or nonlinear; again, this 
can be specified more precisely if needed or known. 

Constructing and debating causal graphs can “help groups to 
convert tacit knowledge into explicit knowledge”.54 Causal graphs 
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are used as decision support for individuals or groups, and are often 
used to solve problems in policy and management involving complex 
relationships between components in a system by tapping into experts’ 
mental models and intuitions. We therefore suggest that causal graphs 
are particularly well-suited to eliciting experts’ models and assumptions 
about the relationship between different milestones in  AI development.

As a method, causal graphs are highly flexible and can be adapted 
to the preferred level of detail for a given study: they can be varied in 
complexity and can be analysed both quantitatively and qualitatively.55 
We neither exclude nor favour quantitative approaches here, due to the 
complexity and  uncertainty of the questions around transformative 
events. Particularly for very high-level questions, quantitative approaches 
might not offer much advantage and might communicate a false sense 
of certainty. In narrower domains where there is more existing evidence, 
however, quantitative approaches may help to represent differences in 
the strength of relationships between milestones.

Eden notes that there are no ready-made designs that will fit all 
studies: design and analysis of causal mapping procedures must be 
matched to a clear theoretical context and the goal of the study.56 We 
highlight a number of different design choices which can be used 
to adapt the process. As more studies use causal graphs in expert 
elicitations about  AI developments, we can learn from the success of 
different design choices over time and identify best practices.

Scavarda et al. stress that interviews or collective brainstorming are 
the most accepted method for generating the data upon which to analyse 
causal relations.57 Ackerman, Bryson, and Eden list heuristics on how to 
manage the procedure of combining graphs by different participants,58 
or see Montibeller and Belton for a discussion on evaluating different 
options presented by experts.59 Scavarda et al. suggests visual, interactive 
tools to aid the process.60 Eden61 and Eden et al. 62 discuss approaches 
to analysing graphs and extracting the emergent properties, significant 
“core” nodes as well as hierarchical clusters. Core or “potent” nodes 
are those that relate to many clusters in the graphs and thus have 
implications for connected nodes. In our proposed methodology, such 
potent nodes play a central role in pointing to canary milestones. For 
more detail on the many options on how to generate, analyse and use 
causal graphs we refer the reader to the volume of Ackerman, Bryson, 
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and Eden,63 or reviews such as Scavardia et al. (2004 and 2006).64 See 
Eden and Ackerman for an example of applying cognitive mapping to 
expert views on UK public policies,65 and Ackerman and Eden for group 
problem-solving with causal graphs.66 

We propose that identified experts be given instruction in generating 
either an individual causal graph, after which a mediated discussion 
between experts generates a shared graph; or that the groups of experts 
as a whole generate the causal graph via argumentation, visualisations 
and voting procedures if necessary. As Eden emphasises, any group of 
experts will have both shared and conflicting assumptions, which causal 
graphs aim to integrate in a way that approaches greater accuracy than 
that contained in any single expert viewpoint.67 The researchers are free 
to add as much detail to the final maps as required or desired. Each 
node can be broken into subcomponents or justified with extensive 
literature reviews. 

C. Identifying canaries

Finally, the resulting causal graphs can be used to identify nodes of 
particular relevance for progress towards the transformative event in 
question. This can be a node with a high number of outgoing arrows, 
i.e. milestones which unlock many others that are prerequisites for the 
event in question. It can also be a node which functions as a bottleneck 
— a single dependency node that restricts access to a subsequent 
highly significant milestone. See Fig. 2 for an illustration. Progress on 
these milestones can thus represent a “canary”, indicating that further 
advances in subsequent milestones will become possible and more likely. 
These canaries can act as early warning signs for potentially rapid and 
discontinuous progress, or may signal that applications are becoming 
ready for deployment. Experts identify nodes which unlock or provide 
a bottleneck for a significant number of other nodes (some amount of 
discretion from the experts/conveners will be needed to determine what 
counts as “significant”). 

Of course, in some cases generating these causal graphs and using 
them to identify canaries may be as complicated as a full scientific research 
project. The difficulty of estimating causal relationships between future 
 technological advances must not be underestimated. However, we believe 
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it to be the case that each individual researcher already does this to some 
extent, when they chose to prioritise a research project, idea or method 
over another within a research paradigm. Scientists also debate the most 
fruitful and promising research avenues and arguably place bets on 
implicit maps of milestones as they pick a research agenda. The idea is not 
to generate maps that provide a perfectly accurate indication of warning 
signs, but to use the  wisdom of crowds to make implicit assumptions 
explicit, creating the best possible estimate of which milestones may 
provide important indications of future transformative progress.

4. Using Early Warning Signs

Once identified, canary milestones can immediately help to focus 
existing efforts in  forecasting and  anticipatory governance. Given limited 
resources, early warning signs can direct governance attention to areas 
of  AI progress which are soon likely to impact society and which can 
be influenced now. For example, if progress in a specific area of NLP 
(e.g. sentiment analysis) serves as a warning sign for the deployment 
of more engaging social bots to manipulate voters, policy-makers and 
regulators can monitor or regulate access and research on this research 
area within NLP. 

We can also establish research and policy initiatives to monitor 
and  forecast progress towards canaries. Initiatives might  automate the 
collection, tracking and flagging of new publications relevant to canary 
capabilities, and build a database of relevant publications. They might 
use prediction platforms to enable collective  forecasting of progress 
towards canary capabilities. Foundational research can try to validate 
hypothesised relationships between milestones or illuminate the societal 
implications of different milestones.

These  forecasting and tracking initiatives can be used to improve 
policy prioritisation more broadly. For example, if we begin to see 
substantial progress in an area of  AI likely to impact jobs in a particular 
domain, policy-makers can begin preparing for potential  unemployment 
in that sector with greater urgency.

However, we believe the value of early warning signs can go further 
and support us in democratising the development and deployment of 
 AI. Providing opportunities for participation and control over policy is 
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a fundamental part of living in a democratic society. It may be especially 
important in the case of  AI, since its deployment might indeed transform 
society across many sectors. If  AI applications are to bring benefits 
across such wide-ranging contexts,  AI deployment strategies must 
consider and be directed by the  diverse interests found across those 
sectors. Interests which are underrepresented at  technology firms are 
otherwise likely to bear the negative impacts.

There is currently an information asymmetry between those 
developing  AI and those impacted by it. Citizens need better information 
about specific developments and impacts which might affect them. 
Public attention and funding for deliberation processes is not unlimited, 
so we need to think carefully about which technologies to direct public 
attention and funding towards. Identifying early warning signs can 
help address this issue, by focusing the attention of public debate and 
directing funding towards deliberation practises that centre around 
 technological advancements on the horizon.

We believe early warning signs may be particularly well-suited to 
feed into Participatory Technology Assessments (PTAs), as introduced 
earlier. Early warning signs can provide a concrete focal point for citizens 
and domain experts to collectively discuss concerns. Having identified 
a specific warning sign, various PTA formats could be suited to consult 
citizens who are especially likely to be impacted. PTAs come in many 
forms and a full analysis of which design is best suited to assessing 
particular  AI applications is beyond the scope of this article. But the 
options are plenty and PTAs show much potential (see Section 2). 
For example, Taiwan has had remarkable success and engagement 
with an open consultation of citizens on complex  technology policy 
questions.68 An impact assessment of PTA is not a simple task, but we 
hypothesise that carefully designed,  inclusive PTAs would present a 
great improvement over how  AI is currently developed, deployed and 
governed. Our suggestion is not limited to governmental bodies. PTAs or 
other  deliberative processes can be run by research groups and private 
institutions such as  AI labs,  technology companies and think tanks who 
are concerned with ensuring  AI benefits all of humanity.
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5. Method Illustrations

We outline two examples of how this methodology could be adapted 
and implemented: one focused on identifying warning signs of a 
particular societal impact, the other on warning signs of progress 
towards particular technical capabilities. Both these examples pertain 
to high-level, complex questions about the future development and 
impacts of  AI, meaning our discussion can only begin to illustrate what 
the process of identifying canaries would look like, and what questions 
such a process might raise. Since the results are only the suggestions 
of the authors of this chapter, we do not show a full implementation 
of the method whose value lies in letting a group of experts deliberate. 
As mentioned previously, the work of generating these causal maps 
will often be a research project of its own, and we will return later to 
the question of what level of detail and certainty is needed to make the 
resulting graphs useful.

A. First illustration: AI applications in voter manipulation

We show how our method could identify warning signs of the kind of 
algorithmic progress which could improve the effectiveness of, or reduce 
the cost of, algorithmic election manipulation. The use of algorithms in 
attempts to manipulate election results incur great risk for the epistemic 
resilience of democratic countries.69 

Manipulations of public opinion by national and commercial actors 
are not a new phenomenon. We detail the history of how newly emerging 
technologies are often used for this purpose. 70 But recent advances in 
deep learning techniques, as well as the widespread use of social media, 
have introduced easy and more effective mechanisms for influencing 
opinions and behaviour. Several studies detail the various ways in 
which political and commercial actors incur harm to the information 
ecosystem via the use of algorithms.71 Manipulators profile voters to 
identify susceptible targets on social media, distribute micro-targeted 
advertising, spread misinformation about policies of the opposing 
candidate and try to convince unwanted voters not to vote. Automation 
plays a large role in influencing online public discourse. Like et al.72 and 
Ferrara73 also note that manipulators use both human-run accounts 
and bots74 or a combination of the two.75 Misinformation76 and targeted 
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messaging77 can have transformative implications for the resilience of 
democracies and the very possibility of  collective action.78

Despite attempts by national and sub-national actors to apply 
algorithms to influence elections, their impact so far has been contested.79 
Yet foreign actors and national political campaigns will continue to 
have incentives and substantial resources to invest in such campaigns, 
suggesting their efforts are unlikely to wane in future. We may thus 
inquire what kinds of  technological progress would increase the risk 
that elections can be successfully manipulated. We can begin this inquiry 
by identifying what  technological barriers currently prevent full-scale 
election manipulation.

We would identify those  technological limitations by drawing on the 
expertise of actors who are directly affected by these bottlenecks. Those 
might be managers of online political campaigns and foreign consulting 
firms (as described in Howard),80 who specialise in influencing public 
opinion via social media, or governmental organisations across the 
world who comment on posts, target individual influencers and operate 
fake accounts to uphold and spread particular beliefs. People who run 
such political cyber campaigns have knowledge of what  technological 
bottlenecks still constrain their influence on voter decisions. We 
recommend running a series of interviews to collect a list of limitations. 

This list might include, for example, that the natural language 
functionality of social bots is a major bottleneck for effective online 
influence (for the plausibility of this being an important technical factor, 
see Howard).81 Targeted users often disengage from a chat conversation 
after detecting that they are exchanging messages with social bots. Low 
retention time is presumably a bottleneck for further manipulation, 
which suggests that improvements in Natural Language Processing 
(NLP) would significantly reduce the cost of manipulation as social 
bots become more effective. 

We will assume, for the purpose of this illustration that NLP were to 
be identified as a key bottleneck. We would then seek to gather experts 
(e.g. in a workshop) who can identify and map milestones (or current 
limitations) in NLP likely to be relevant to improving the functionality 
of social bots. This will include  machine learning experts who specialise 
in NLP and understand the technical barriers to developing more 
convincing social bots, as well as experts in developmental linguistics 
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and evolutionary biology, who can determine suitable  benchmarks and 
the required skills, and who understand the order in which linguistic 
skills are usually developed in animals.

 Fig. 2: Cognitive map of dependencies between milestones collected in expert 
elicitations. Arrows coloured in green signify those milestones that have most 
outgoing arrows. See appendix for description of each milestone and dependency 

relations between one “canary” node and subsequent nodes.

From these  expert elicitation processes we would acquire a list of 
milestones in NLP which, if achieved, would likely lower the cost 
and increase the effectiveness of online manipulation. Experts would 
then order milestones into a causal graph of dependencies. Given the 
interdisciplinary  nature of the question at hand, we suggest in this 
case that the graph should be directly developed by the whole group. 
A mediated discussion in a workshop context can help to draw out 
different connections between milestones and the reasoning behind 
them, ensuring participants do not make judgements outside their 
range of expertise. A voting procedure such as majority voting should 
be used if no consensus can be reached. In a final step, experts can 
highlight milestone nodes in the final graph which are either marked by 
many outgoing nodes or are bottlenecks for a series of subsequent nodes 
that are not accessed by an alternative pathway. These (e.g. sentiment 
analysis) are our canaries: areas of progress which serve as a warning 
sign of NLP being applied more effectively in voter manipulation. 
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Having looked at how this methodology can be used to identify 
warning signs of a specific societal impact, we next illustrate a different 
application of the method in which we aim to identify warning signs of 
a research breakthrough.

B. Second illustration: High-level Machine intelligence

We use this second example to illustrate in more detail what the process 
of developing a causal map might look like once initial milestones have 
been identified, and how canary capabilities can be identified from the 
map.

We define High-Level Machine Intelligence (HLMI) as an  AI system 
(or collection of  AI systems) that performs at the level of an average 
human adult on key cognitive measures required for economically 
relevant tasks. We choose to focus on HLMI since it is a milestone which 
has been the focus of previous forecasting studies82 and which, despite the 
ambiguity and  uncertain  nature of the concepts, is interesting to attempt 
to examine, because it is likely to precipitate widely transformative 
societal impacts. 

To trial this method, we used interview results from Cremer (2021).83 
25 experts from a  diverse set of disciplines (including computer science, 
cognitive science and neuroscience) were interviewed and asked what 
they believed to be the main limitations preventing current  machine 
learning methods from achieving the capabilities of HLMI. These 
limitations can be translated into “milestones”: capabilities experts 
believe  machine learning methods need to achieve on the path to HLMI, 
i.e. the output of Step 1 of our methodology. 

Having identified key milestones, Step 2 of our methodology 
involves exploring dependencies between them using causal graphs. 
We use the software VenSim to illustrate hypothesised relationships 
between milestones (see Fig. 2). For example, we hypothesise that the 
ability to formulate, comprehend and manipulate abstract concepts may 
be an important prerequisite to the ability to account for unobservable 
phenomena, which is in turn important for reasoning about causality. 
This map of causal relations and dependencies was constructed by the 
authors alone, and is therefore far from definitive, but provides a useful 
illustration of the kind of output this methodology can produce.
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Based on this causal map, we can identify three candidates for canary 
capabilities:

• Representations that allow variable-binding and 
disentanglement: the ability to construct abstract, discrete and 
disentangled representations of inputs, to allow for efficiency 
and variable-binding. We hypothesise that this capability 
underpins several others, including grammar, mathematical 
reasoning, concept formation, and flexible memory.

• Flexible memory: the ability to store, recognise, and re-use 
memory and knowledge representations. We hypothesise that 
this ability would unlock many others, including the ability 
to learn from dynamic data, to learn in a continual fashion, 
and to update old interpretations of data as new information 
is acquired. 

• Positing unobservables: the ability to recognise and use 
unobservable concepts that are not represented in the visual 
features of a scene, including numerosity or intentionality. 

We might tentatively suggest that these are important capabilities to 
track progress on from the perspective of anticipating HLMI. 

6. Discussion and Future Directions

As the two illustrative examples show, there are many complexities and 
challenges involved in putting this method into practice. One particular 
challenge is that there is likely to be substantial  uncertainty in the causal 
graphs developed. This  uncertainty can come in many forms. 

Milestones that are not well understood are likely to be composed 
of several sub-milestones. As more research is produced, the graph will 
be in need of revision. Some such revisions may include the addition 
of connections between milestones that were previously not foreseen, 
which in turn might alter the number of outgoing connections from 
nodes and turn them into potent nodes, i.e. “canaries”.

The process of involving a  diversity of experts in a multi-stage, 
collaborative process is designed to reduce this  uncertainty by allowing 
for the identification of nodes and relationships that are widely 
agreed upon and so more likely to be robust. However, considerable 



504 An Anthology of Global Risk

 uncertainty will inevitably remain due to the  nature of  forecasting. The 
higher the level of abstraction and ambiguity in the events studied (like 
events such as HLMI, which we use for our illustration) the greater the 
 uncertainty inherent in the map and the less reliable the  forecasts will 
likely be. It will be important to find ways to acknowledge and represent 
this  uncertainty in the maps developed and conclusions drawn from 
them. This might include marking uncertainties in the graph and taking 
this into account when identifying and communicating “canary” nodes. 

Given the  uncertainty inherent in  forecasting, we must consider 
what kinds of inevitable misjudgements are most important to try to 
avoid. A precautionary perspective would suggest it is better to slightly 
overspend resources on monitoring canaries that turn out to be false 
positives, rather than to miss an opportunity to anticipate significant 
 technological impacts. This suggests we may want to set a low threshold 
for what should be considered a “canary” in the final stage of the 
method.

The  uncertainty raises an important question: will it on average be 
better to have an imperfect,  uncertain mapping of milestones rather than 
none at all? There is some chance that incorrect estimates of “canaries” 
could be harmful. An incorrect mapping could focus undue attention 
on some avenue of  AI progress, waste resources or distract from more 
important issues. 

Our view is that it is nonetheless preferable to attempt a prioritisation. 
The realistic alternative is that  anticipatory governance is not attempted 
or informed by scholars’ individual estimates in an ad-hoc manner, 
which we should expect to be incorrect more often than our collective 
and structured  expert elicitation. How accurate our method is can only 
be studied by trialling it and tracking its predictions as  AI research 
progresses to confirm or refute the  forecasts. 

Future studies are likely to face several trade-offs in managing the 
 uncertainty. For example, a large and cognitively  diverse expert group 
may be better placed to develop robust maps eventually, but this may 
be a much more challenging process than doing it with a smaller, 
less  diverse group — making the latter a tempting choice (see Rask 
for a discussion of this trade-off).84 The study of broad and high-level 
questions (such as when we might attain HLMI or  automate a large 
percentage of jobs) may be more societally relevant or intellectually 
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motivating, but narrower studies focused on nearer-term, well-defined 
applications or impacts may be easier to reach certainty on. 

A further risk is that this method, intended to identify warning 
signs so as to give time to debate transformative applications, 
may inadvertently speed up progress towards  AI capabilities and 
applications. By fostering expert deliberation and mapping milestones, 
it is likely that important research projects and goals are highlighted 
and the field’s research roadmap is improved. This means our method 
must be used with caution. 

However, we do not believe this is a reason to abandon the approach, 
since these concerns must be balanced against the benefits of being able 
to deliberate upon and shape the impacts of  AI in advance. In particular, 
we believe that the process of distilling information from experts in 
a way that can be communicated to wider society, including those 
currently underrepresented in debates about the future of  AI, is likely to 
have many more benefits than costs.

The idea that we can identify “warning signs” for progress assumes 
that there will be some time lag between progress on milestones, during 
which  anticipatory governance work can take place. Of course, the 
extent to which this is possible will vary, and in some cases, unlocking 
a “canary” capability could lead to very rapid progress on subsequent 
milestones. Future work could consider how to incorporate assessment 
of timescales into the causal graphs developed, so that it is easier to 
identify canaries which warn of future progress while allowing time to 
prepare.

Future work should also critically consider what constitutes relevant 
“expertise” for the task of identifying canaries, and further explore 
ways to effectively integrate expert knowledge with the values and 
perspectives of  diverse publics. Our method finds a role for the expert 
situated in a larger democratic process of anticipating and regulating 
emerging technologies. Expert judgement can thereby be beneficial to 
wider participation. However, processes that allow more interaction 
between experts and citizens could be even more effective. One 
limitation of the method presented in this chapter is that it requires one 
to have already identified a particular transformative event of concern, 
but does not provide guidance on how to identify and prioritise between 
events. It may be valuable to consider how citizens that are impacted 
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by  technology can play a role in identifying initial areas of concern, 
which can then feed into this process of  expert elicitation to address the 
concerns.

7. Conclusion

We have presented a flexible method for identifying early warning signs, 
or “canaries” in  AI progress. Once identified, these canaries can provide 
focal points for  anticipatory governance efforts, and can form the basis 
for meaningful participatory processes enabling citizens to steer  AI 
developments and their impacts. Future work must now test this method 
by putting it into practice, which will more clearly reveal both benefits 
and limitations. Our artificial canaries offer a chance for forward-
looking, democratic assessments of transformative technologies. 
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IV. POLICY, INSTITUTIONS, AND 
IMPACTS

The chapters in this, the final section, of the collection are drawn together 
by their shared concern with the question of “what is to be done?”. 
While every chapter in this volume has shared the desire to understand 
extreme global risk as a means of reducing it, these chapters focus on the 
policies, institutions, and processes that are needed to achieve this goal. 
While these chapters are markedly different in terms of their objects 
of concern (covering everything from national institutions and policy 
to global diplomacy and  institutional investors), the heuristics with 
which they understand the possibility of extreme global risk and why 
we should care about it (ranging from “internal” institutional logics to 
abstract ethical ideals), and indeed the  nature of the proposals proffered 
as to what might be done about them (including specific policies and 
institutions and more general proposals, frameworks, and research 
agendas), we can still usefully trace similarities and common themes 
across each of them. 

Foremost among these is their direct interest in shaping actual 
policies, institutional behaviours, and governance priorities in the 
real world. There is a long tradition in  existential risk research, dating 
back to the work of people like Bertrand  Russell and H. G.  Wells, to 
believe that extreme global risks demand ideal solutions such as “world 
government”, total surveillance, or revolutions in human behaviour. 
However, these chapters are all solidly grounded in the realities of the 
21st century policy landscape. In Chapter 23, Financing Our Final Hour, 
for example, the authors build an impressive and empirically robust case 
for the urgent necessity for  institutional investors to take seriously their 
responsibilities to the people and planet that their profits are predicated 
upon by adhering to a  Financial Hippocratic Oath. Chapter 21, It Takes 
a Village: The Shared Responsibility of Raising an Autonomous Weapon, 
by contrast, presents a study of how to translate notions of shared 
responsibility and the embedding of strong norms into the back-and-
forth of defence policy,  technological design, and military procurement. 
Despite the varied focus of the chapters in this section, they each present 
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an approach to deploying empirically robust, intellectually ambitious, 
and contextually sensitive research into policy proposals, engagement 
tools, and other forms of policy engagement. 

The types of policy work undertaken across these chapters is far 
from uniform. The proposals developed in the chapters range from 
the pragmatic to the speculative, and the approaches advocated by 
the authors range from emphasising the requirement for evidence and 
informed decision-making through to means of fostering dialogue and 
embracing  uncertainty. 

Another common theme among the chapters gathered here is that 
they are concerned — in one way or another — with questions that go 
beyond issues of necessity and duress (that is, what simply must be done 
if we are to survive at all) and also look towards how social, political, and 
economic conditions more amenable to human and planetary survival 
might be fostered. Again, the chapters take a variety of approaches to 
exploring these questions. Chapter 22 examines the ways that future 
generations might be best represented in the policy-making process 
of the present, while in Chapter 20, Paul Ingram’s account of fostering 
dialogue and acceptance in the fraught and (perhaps necessarily) 
adversarial world of nuclear disarmament diplomacy prompts us to 
directly consider the ways that work in the field can open up spaces 
where the politics of possibility can come more clearly into view. That 
is not to say that these chapters are idealistic or utopian, although they 
sketch possibilities of existential hope, futures where better decision 
making at many levels can both safeguard us from catastrophic futures 
and guide us towards better ones. However, in contrast to some earlier 
work in the field of Existential Risk Studies, they do not make any claims 
about what kind of future would be best for humanity, and indeed make 
suggestions that would bring human futures under greater democratic 
control, leaving this as a question that individuals are left to answer for 
themselves.

Still, imagining what might be possible is central to any work that 
talks about the conditions of the future — whether its ostensible concern 
is the mitigation of risk, or the fostering of a utopia. The contributions 
in this section are perhaps conspicuous in this sense, primarily for 
the directness with which they explore these political, ontological, 
and normative relationships between our present and our possible 



 515IV. Policy, Institutions, and Impacts

futures. In asking how a researcher or policy-maker might contribute 
towards the attainment of a safer or more survivable future through the 
development of policy or through influencing the trajectory or structure 
of institutions, the authors each draw us towards important foundational 
assumptions related to both how we understand the world as it is, and 
how we imagine it ought to be. In this way, whilst also providing rich 
accounts of how policies and institutions might evolve in response to 
research and understanding of specific or systemic catastrophic risks, 
the chapters also provide an opportunity to reflect on some of the 
underlying factors that condition work in the field — with a range of 
perspectives on political, social, geographic and temporal relationalities 
presented by the authors. Thus, Chapter 19, The Cartography of Global 
Catastrophic Governance, charts the concentrations of different governance 
efforts related to catastrophic risks areas and argues for both greater 
attention and greater coordination, while Chapter 18, Pathways to Linking 
Science and Policy in Global Risk, provides ideas for researchers to identify 
pathways to impact for their own work.

The section opens with two chapters that provide a general summary 
of the current  state of policy around extreme global risk. Chapter 18 is 
based on an assessment of six policy engagement activities at  CSER, 
reflecting on the meaning of impactful research and highlighting the 
different ways in which this can be achieved. The chapter provides a call 
to arms for all researchers in this space to embed impact within their 
research but also highlights the importance of setting clear goals for this 
activity and of practicing continuous evaluation to ensure that these are 
being met.

Chapter 19 charts the efficacy and concentration of different GCR 
governance efforts, proposing a typology that allows for comparisons 
based on risk focus, institutional arrangement, and effectiveness of 
implementation. The chapter draws attention to those areas that have 
received more significant attention, and those which have thus far been 
under-attended to as either drivers of catastrophic risk or as factors that 
determine the  vulnerability of a society to GCRs. Overall, the authors 
argue that several GCR  hazards ( climate change,  nuclear weapons) 
are covered by international law but often inadequately. They note that 
institutions often lack clear enforcement and compliance mechanisms, 
or have been unable to address the underlying  collective action problem. 
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Other issues, such as  solar geoengineering, catastrophic uses of  AI, 
some areas of ecological collapse, the chapter argues to be relatively 
neglected. Just as understanding the drivers and catalyst of catastrophic 
events is complex, so too is understanding the differential landscape of 
efforts to govern these risk areas. The landscape across GCR governance 
is fragmented and mandates both within and across different  hazards 
and  vulnerabilities. The authors do note, however, that there are a 
number of approaches that can be taken to enhance understanding of 
GCRs and to increase resilience to them even in the face of a high degree 
of  uncertainty.

The remaining chapters focus on specific proposals for reducing 
extreme global risk within particular contexts and targeted at different 
actors. In Chapter 20, Paul Ingram provides an account that sheds 
light on the ways that the challenges of developing fit-for-purpose 
policy (which were highlighted at a macro-level in the  taxonomy of 
Chapter 19) can play out at the level of international and interpersonal 
relationships within the context of nuclear diplomacy. Ingram’s reflexive 
account draws our attention not only to the geopolitical competitions 
and power differentials that can frustrate idealised imaginaries of global 
cooperation to reduce the potential for global disasters, but also reminds 
us that we cannot — in our efforts to understand problems of global 
scale — leave out the realities, constraints, and possibilities that are 
created and perpetually re-negotiated by both people and  states. Indeed, 
while Ingram’s aim in this chapter is to explicate his “Stepping Stones” 
approach, and to provide some generalisable insights into how open 
dialogue and iterative processes embrace the potentiality created by even 
the most modest of incremental change, it is also a welcome re-insertion 
of the international into our discussion of how to think through the 
global. Ingram’s close attention to navigating relationality, and his 
central drive to open up spaces of possibility, makes his contribution 
to this volume a provocative and pedagogically engaging one. If there 
is a core message conveyed by his chapter, it is a straightforward but 
powerful one: just because things are as they are, we should not assume 
that they need to be that way, nor that they cannot be changed. 

Several of the chapters here rely heavily on the appeal to a central 
metaphor. For Kemp and Rhodes in Chapter 19, it is the mapping 
of a landscape, for Ingram, it is the image of the act of crossing an 
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obstacle (and perhaps meeting in the middle) using stepping stones. 
In Chapter 21, Avin and Jayanata rely instead on an aphoristic analogy, 
creatively deploying a communitarian imaginary of child nurturing 
to frame their discussion of  LAWS governance. Whereas Kemp and 
Rhodes examine the difference between different extant approaches to 
GCR governance, and Ingram reflects on the layered inter-relationality 
between individuals and between those with shared and competing 
visions, Avin and Jayanata look instead towards the relationships 
between different elements of a complex sociotechnical system: the 
development, use, and regulation of Lethal Autonomous Weapons. The 
chapter recounts the results and insights garnered over the course of a 
series of interviews with experts based across the UK, that were framed 
as a mock parliamentary inquiry. The key findings concerned a lack of 
accountability and the malleability of concepts such as “meaningful 
human control” that can become unhelpfully restrictive and reductive 
if principles of collective responsibility are not embedded in the process 
of creating, procuring, training with, and using autonomous weapons.

Their contribution is instructive in demonstrating the sometimes 
less visible contingency and specificity of institutional and regulatory 
arrangements that bely the  technological artifacts that are the focus 
of risk research and governance. When we consider, for example, the 
potentialities of an autonomous weapon or a neural network, we are in 
fact considering a far larger, more diffuse and complex web of people, 
institutions, manufacturers, rules, and norms that must be considered 
within a richer account of a  technology and its effects. 

Making sense of  catastrophe is difficult. Contributions throughout the 
volume, show us that some scholars have approached this difficulty by 
embracing truly global approach to extreme global risks — understanding 
risks within a framework that engages explicitly with both the planet, 
and humanity as totalities where  hazards and  vulnerabilities must be 
measured against the world, its  population and its future at the level 
of their largest aggregations. The chapters in this section explore some 
of the ways that both ethical imperatives — concerning generational 
inequity and representation — and observable complexities (such as the 
interrelationships between, and concentrations of governance within, 
different risk areas and the asymmetric distribution of  vulnerabilities 
to them) can be illuminated and further explored through a variety of 
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different case-studies in policy development or institutional change. 
In Chapter 22, for example, Natalie Jones explores the contours of an 
argument concerning the ethical imperative to consider the equal 
standing, and rights of, future generations. The case might initially 
appear reminiscent of calls from the utilitarian aspects of what earlier 
contributions to this volume labelled the “ TUA” — yet Jones’ treatment 
of the issue as one that troubles the boundaries of democratic norms, 
and which requires ethical sensitivity rather than moral doctrine, leads 
her to produce a work that is both pragmatic in its development of 
recommendations yet nuanced in its treatment of what is generalisable 
and what is contextually specific. 

Jones examines the development of future generations policies in 
a number of  states, including Scotland, Israel, Finland and Hungary. 
The chapter assesses the strengths and weaknesses of different types 
of institutional arrangements for the representation of future people in 
present day governance processes, whilst further developing a set of 
recommendations on the basis of both an assessment of the UK specific 
context and the comparative analysis of existing policies. Foremost 
among these is the recommendation for creating a APPG for Future 
Generations — a recommendation that was taken up by Parliament in 
2017 due to the direct efforts of the chapter authors with the support of 
 CSER. 

The final chapter in this section, and indeed in the collection as a whole, 
is Financing Our Final Hour by Kemp, Belfield, Quigley, Weitzdörfer, and 
Beard. This transitions from a focus on governments and international 
bodies to considering private sector responsibilities and, in particular, 
the role of large  institutional investors. The chapter was developed over 
a number of years as a collective response to challenging moral, political, 
and economic discussions around the global  divestment from the Fossil 
Fuels campaign, alternative approaches for financial institutions to tackle 
 climate change, and the relevance of these to other sources of extreme 
global risk. This work helped to influence the University of Cambridge 
in its decision to  divest from fossil fuels in 2021, with Dr Quigley taking 
a secondment to the university’s Chief Financial Officer to help develop 
this policy. However, this chapter presents the totality of this work for 
the first time. The chapter considers both the (ethical, legal, financial, 
and prudential) reasons why large  institutional investors should care 
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about global risk and the different tactics available to them to achieve 
these aims. Ultimately it concludes that all  institutional investors have 
reason to adopt policies to stop contributing to extreme global risk, but 
that the very largest, so-called “universal owners” that represent an 
entire slice of the global economy should go beyond this and actively 
use their investments to reduce global risk by all available means.

It should of course go without saying that the policies and proposals 
presented in this section provide only a small subset of the many actions 
that are required to achieve the goal of reducing the level of extreme 
global risk, as well as the many more targeted proposals designed to 
tackle  climate change, biosecurity threats, nuclear  war, natural global-
scale disasters, and the responsible innovation and deployment of new 
technologies. We have selected these chapters, and the chapters in this 
volume more generally, to be representative of a  diversity of ways of 
thinking, united in their concern to understand and reduce extreme 
global risk and their commitment to contribute to an open, pluralistic, 
transparent, and robust field of Existential Risk Studies, but divergent 
in their community of stakeholders, method of construction, and locus 
of concern. Ultimately our hope is not that anyone should read these 
chapters and know what needs to be done to reduce extreme global 
risk, but rather that they will read these chapters and gain a better 
understanding of the gaps that must be filled in order to achieve this 
aim, and a confidence that they too can play a role in filling these.





18. Pathways to Linking Science 
and Policy in Global Risk 

 Clarissa Rios Rojas, Catherine Richards, 
Catherine Rhodes and Paul Ingram

Highlights:

• Existential Risk Studies is an action-oriented discipline that 
must embed policy impact to reduce global risk as an essential 
part of our work.

• Impact comes in many forms, and it is good to plan for impact 
and engage with relevant stakeholders from the earliest stages 
of the research process.

•  CSER has engaged in a variety of impact-focused activities 
and has found our broad network, high-quality research, and 
willingness to shape our work to fit the needs of policy-makers 
essential to our success.

• It is important to set clear goals for impact and continuously 
monitor the policy landscape and how it is changing.

This chapter is based on a  CSER report published in July 2021, which 
is a practical how-to guide to engaging with stakeholders and policy-
makers. It involved one-to-one interviews and a workshop designed to 
elicit advice and experience from  CSER researchers. After presenting 
a general overview of  CSER’s approach to impact, the chapter outlines 
six policy case studies to develop advice for others seeking to influence 
policy. The “how to” character of this chapter is usefully complemented 
by the macro-analyses of policy-shaping contained in Chapter 19, and is 
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further supplemented by the reflective account of seeking to influence 
nuclear disarmament diplomacy in Chapter 20.

When studying existential and Global Catastrophic Risk, we also look 
for how to manage and reduce it. This goes beyond more traditional 
academic outputs and leads to possible engagement with policy-
makers and other stakeholders that influence the systems that generate 
or mitigate risk. The  Centre for the Study of Existential Risk ( CSER) 
looks to strengthen the impact of our research on practical policy and 
has developed and improved our methods in doing so. In this chapter, 
we look at effective approaches and relevant skills to promote impact 
(such as project management, communication, networking, expertise 
and familiarity with the policy landscape), and suggest step-by-step 
guidance to assist in planning interventions. 

1. Policy Impact 

Academic impact refers to influence within the academic community. 
This can be demonstrated, for example, by shifting old dogmas or by 
contributing to new theories across and within disciplines. Policy 
impact, by contrast, refers to contributions with social, economic and 
political dimensions. This includes  diverse reference groups and 
transitions, such as  technological progress, government regulation, or 
corporate management.1 

Working to achieve policy impact is a pathway to applying scientific 
evidence to achieve a better world. Doing so can expand your published 
materials by turning the experience into academic papers or your work 
features in official documents. It can improve your network amongst 
academics and others looking for impact, triggering a virtuous circle of 
new contacts, research, collaborations, and ideas for further impact. It 
allows academics to transition from abstract to applied practical work. 
It can also bring in extra funding — as funders and research councils 
are increasingly impact-focused — as well as opening opportunities 
for consultancy or follow-on careers, and increasing your institution’s 
reputation. 

Policy engagement is often time-consuming and may distract from 
other priorities (such as scientific publications), which may have a 
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clearer linkage with academic career progression. It also involves a 
significant risk of  uncertain or minimal success that is difficult to track 
or credit.

Researchers interested in increasing their policy impact can work 
with stakeholders in three sectors: civil society,2 government3 and 
business.4 The Cambridge Public Policy report “How to Evidence 
and Record Policy Impact”5 explores impacts on UK public policy 
and provides indicators that researchers and institutions can use to 
evaluate the influence of their research in this sphere. These include, 
amongst others: citations in government reports or international 
bodies; changing public understanding of a policy issue or challenge; 
engagement with campaign and pressure groups, and other civil 
society organisations; and improving public services. These indicators 
are based on the Research Excellence Framework (REF) process, which 
is used to assess research performance at academic institutions in the 
UK.  CSER provided an impact case study for REF2021, which starts by 
observing that:

 CSER is dedicated to the study and mitigation of risks that could lead 
to human  extinction or  civilisational collapse. Thanks to the Centre’s 
research and lobbying activity, governments, policymakers, and  AI 
businesses around the world have increased their attention to, and 
introduced measures to reduce,  existential risk.  CSER researchers have 
helped to grow and shape the field by advising a range of new non-
academic research centres and philanthropic funders on these emerging 
areas of risk research. The team has had a significant effect on UK and 
international policy by creating a new All-Party Parliamentary Group 
on Future Generations; by inspiring a campaign for a new UK Future 
Generations Bill; and by changing international norms regarding the 
publication of  AI- technology research and development and the conduct 
of risk-assessments.

2. Approaches to Policy Engagement

Academics and think tanks often make the mistake of seeing policy 
engagement as an afterthought once the research product (report 
or article) has been published. It is better to incorporate impact 
considerations right at the start when considering purpose and study 
design, which also creates opportunities for policy co-creation. Including 
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stakeholders in expert solicitation processes and other participatory 
research methods can also be effective. It is perfectly consistent with 
integrity to be asking what the priorities of target policy “customers” 
might be and how to develop the research questions that shape your 
research, even if that might be to challenge established practices 
head-on.

A  CSER policy engagement might start by contacting science-policy 
brokers, such as the United Nation’s various offices (WHO, UNDRR, 
UNODA, etc), the International Science Council, the Centre for Science 
and Policy (CSAP) at the University of Cambridge, the Royal Society, 
the Simon Institute for Longterm Governance, or the Centre for Long 
Term Resilience (CLTR), among others. We also monitor official and 
parliamentary websites for relevant opportunities to contribute to 
policy enquiries and consultations. These could include calls for papers 
or open consultations from the UN-affiliated bodies or the European 
Commission. It can also be effective to join relevant expert advisory 
groups within governments, inter-governmental and non-governmental 
organisations. It may be possible to join scientific networks — such as 
the Global Young Academy or the International Network for Science 
Government Advice — national-level science academies, or engage with 
social movements.

A common approach would be to write a policy paper. This can be 
self-published or placed in a relevant journal, such as the Cambridge 
Journal of Science and Policy, or on industry or think-tank websites, 
newsletters, or blogs. There may be opportunities to work more directly 
with official organs. For example, the UK’s Parliamentary Office on 
Science and Technology publishes “notes”, four-page briefings that 
review emerging research areas. 
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3. Six CSER Pathways

We used six study cases of  CSER’s policy impact to develop advice for 
others seeking to influence policy:

3.1 Creating an All Party Parliamentary Group (APPG) on 
future generations

This began as a student initiative with  CSER advising research students 
at the University of Cambridge, who were looking at different ways 
in which future generations were represented in politics around 
the world. This led to a paper published in the journal Futures and 
recommended establishing a group to represent future generations in 
the UK parliament.6 CSER further collaborated with students to identify 
and engage with key people, including parliamentarians and people 
with experience in setting up such groups, to understand how such a 
group could be established. Engaging a broad range of key people to 
widen political buy-in was key. Once enough support was obtained, 
it was possible to complete the UK Parliament’s standard template to 
form APPGs and approve it with a sufficiently large and broad group of 
parliamentarians.

3.2 AI white paper for House of Lords

This opportunity emerged following an open call for evidence published 
online by the UK House of Lords.  CSER researchers facilitated 
collaboration and distribution of work in paper drafting using a live 
Google doc, and collated established and novel evidence, using 
diagrams to show interrelations among topics. A final White Paper 
was produced that was concisely presented and delivered intuitively 
for policy-makers.7 When responding to follow-up queries, we assigned 
team members based on expertise and obtained co-authors’ agreement 
before sending the final answers, as well as pursuing follow-up 
workshops with other institutions and co-creating media articles based 
on this work.
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3.3 Drafting a parliamentary Welfare of Future Generations 
Bill

The All Party Parliamentary Group for Future Generations created 
a briefing paper as a basis for generating buy-in through tailored 
engagements and maintained a database of key people to be contacted 
(e.g. parliamentarians), including their interests/history.  CSER was 
also able to leverage our own networks, roundtables, and events 
to gain key people as allies and keep in regular contact. We also 
worked with the campaigning and fundraising organisation Today 
for Tomorrow, part of The Big Issue, to support strategy for pushing 
the bill. Bill templates and drafting support were offered by the 
Parliamentarians Bill Office, and  CSER researchers joined others in 
open drafting sessions to develop different aspects of the bill. The bill 
was introduced to Parliament by Lord Bird and passed through the 
House of Lords. However, there was not enough parliamentary time 
for it to pass the House of Commons as well. Nevertheless, the bill 
stimulated parliamentary discussions and raised the issue of the long 
term in UK politics.

3.4 Advising an intergovernmental organisation on foresight 
systems

 CSER has sought out opportunities through our networks and 
researching the needs of organisations. We created an initial proposal 
by conducting a literature review on best  foresight methods relevant 
to organisations’ needs, and identified and researched relevant 
components of the organisation, along with the key people for 
conducting an  expert elicitation. We also co-designed a tailored system 
for the World Health Organization through iterative workshops 
and interviews and coached the organisation through the first 
implementation, sharing co-authorship of two publications to get 
buy-in.8
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3.5 Providing expert advice to the Cabinet Office

 CSER was invited to submit proposals by leveraging our networks. 
We partnered with policy-bridging organisations, such as CLTR, 
to make connections and train us on the process, and developed 
recommendations backed up with substantial scientific evidence, while 
maintaining a database over time. We clearly defined the expectations 
and agenda, and established a strategy to present recommendations, 
even following scripts when offering recommendations to ensure that 
key points and messages were covered. We also paid close attention 
to the ensuing discussion and provided substantiated responses to 
follow-up questions.

3.6 Academics at the UN Biological Weapons Convention 
(BWC) 

 CSER identified shortfalls in global governance, in this case at the 
 BWC  negotiations, and defined relevant topics. We collaborated 
with a  BWC expert on the specific process to understand what could 
realistically be achieved, and built trust with stakeholders through 
conversations to understand their expectations and perspectives. We 
also organised workshops with stakeholders, with each participant 
presenting for five minutes under Chatham House rules. We 
produced a report from the workshop, drafting different versions 
suited to particular audiences.9 Finally, we submitted the report to 
UN  BWC for dissemination and used it as a basis for academic/media 
articles.

4. Advice for Policy Engagement

Engaging in the policy process is rewarding and crucial to moving from 
knowledge into action and impact. It can be demanding for academics 
and requires a set of skills that are quite different from those developed 
when completing traditional academic training. When engaging with 
decision-shapers and decision-makers, time is of the essence. It is rare to 
get into academic details with most decision-makers. Communication 
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generally needs to be concise, and when consulting one must be mindful 
of their competing priorities. 

Monitoring the policy system is important to intervening at the 
right moment, when proposals are more likely to be heard and received 
well. When drafting reports, it is important to leave enough time 
when seeking feedback for drafting and redrafting, allocating time for 
follow-on engagement. Consulting with stakeholders before any final 
version of a document is a good way to involve people and give them a 
sense of agency within the relationship. 

Achieving impact involves observing and sensing the complexities 
of the situation. This involves listening and understanding the needs 
of the stakeholder you are engaging with and responding to their 
concerns and perspective. Establishing a constructive relationship 
demands sensitivity. When seeking influence and providing expert 
advice, it is vital to express your message in a manner that aligns 
with the overall objectives and framing, that is, unless the purpose 
is to shift that framing (which is a very tall order). Usually, policy-
makers will appreciate well-presented, concrete, actionable policy 
recommendations. 

Collaboration amongst stakeholders with  diverse interests and 
approaches is more likely to have an impact, even whilst such 
collaboration can often come with significant coordination challenges. 
Partners bring their own networks and constituencies, culture and 
messaging, credibility and perspectives. Surprising collaborators that 
effectively straddle polarised viewpoints can be particularly effective.

Proposals are more likely to be successful if you can demonstrate 
that they  align with a clear consensus within the scientific community. 
They are also more likely to be successful if they are adaptable to  diverse 
conditions, concerns and perspectives within the complex policy system 
and are expressed in the policy language and culture you are trying to 
influence. 

It is good to communicate quantitative data, but when doing so, it is 
essential to be clear and unambiguous and ensure that it was understood 
correctly by policy-makers within the context it was situated in. If your 
numbers are estimates or include error bars,  state this clearly. Trust is 
built if the uncertainties involved are communicated with clarity and 
assumptions  exposed. 
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When engaging with political actors, such as members of Parliament, 
quality is often better than quantity, as people need to build convincing 
narratives if they are to use your research effectively. Spend time 
with individual members in one-to-one meetings, ensuring that 
you understand their priorities and they understand the evidence, 
perspective and recommendations you are conveying. Strong advocates 
within a body such as Parliament, who devote energy to the issue, are 
worth far more than a number that would simply support the idea in the 
lobby but not prioritise the issue. 

Priorities require shifts in resources. When advocating for more 
resources for a case, it will have more credibility if you are able to 
identify other areas that could receive less. 

Avoid academic jargon. Your familiarity with the use of terms and 
acronyms may give you comfort and a sense of expertise and solidity, 
but can also confuse and close down those you seek to engage. It is 
often helpful to have someone less familiar with your discipline to 
read through any outputs and check that they can clearly understand 
them. 

5. Conclusion

Our survival in the face of  existential risk demands significant shifts in 
activity in the public and private sectors. Policy impact takes attention, 
strategy, collaboration, and engagement throughout a research project. 
This chapter has offered targeted advice to researchers, collated from 
experienced  CSER staff. 

Notes and References

1 The definition of policy impact according to the 2014 Research Excellence Framework 
is “any effect on, change or benefit to the economy, society, culture, public policy or 
services, health, the environment or quality of life, beyond academia”. REF2014 was 
the first national assessment exercise to evaluate the wider, socioeconomic impact 
of research. https://www. research-strategy. admin.cam.ac.uk/files/collecting_
research_impact_evidence_best_ practice_guidance.pdf

2 NGOs, charitable organizations, schools, labour unions, indigenous groups, political 
parties, professional associations, foundations, faith-based organizations.

3 Governmental departments, agencies, and organizations at local, national, regional 
and international levels.
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4 From startups to multinationals across a range of sectors in IT, biotechnology, finance, 
energy, insurance, agriculture, etc

5 “How to Evidence and Record Policy Impact A ‘how to’ guide for Researchers” 
(2017) https://www.iph.cam.ac.uk/wp-content/uploads/2017/07/Policy-Impact-
booklet-print-April-2017-1.pdf

6 Jones, Natalie, Mark O’Brien, and Thomas Ryan. “Representation of future 
generations in United Kingdom policy-making”, Futures 102 (2018): 153–63. Also 
reprinted as Chapter 22 of this volume.

7 Available at https://www.cser.ac.uk/resources/written-evidence-lords-select-
committee-artificial-intelligence/ 

8 Available at https://www.cser.ac.uk/resources/who-emerging-technologies-and-
dual-use-concerns/ and https://www.cser.ac.uk/resources/emerging-trends-and-
technologies-horizon-scan-global-public-health/. 

9 Available at https://www.cser.ac.uk/resources/eighth-review-conference-biological-
weapons-convention-where-next/. 



19. The Cartography of Global 
Catastrophic Governance

 Catherine Rhodes and Luke Kemp

Highlights:

• This chapter provides an overview of the fragmented and 
insufficient international governance arrangement for GCR 
hazards and drivers. 

• It finds that despite clusters of dedicated regulation and action 
— including in nuclear, chemical, and biological warfare, 
climate change, and pandemics — their effectiveness is often 
questionable. 

• In other areas, such as catastrophic uses of  AI,  asteroid 
impacts, solar geoengineering, unknown risks, super-volcanic 
eruptions, inequality and many areas of ecological collapse, 
the legal landscape is littered more with gaps than effective 
policy. 

• The authors suggest five steps to help advance the  state of 
GCR governance: 1) identifying instruments and policies that 
can address multiple risks and drivers; 2) researching the 
relationship between drivers and hazards to create a deeper 
understanding of “civilisational boundaries”; 3) exploring the 
potential for “tail risk treaties” that swiftly ramp-up action 
in the face of early warning signals of catastrophic change; 
4) examining the coordination and conflict between different 
GCR governance areas; and 5) building the foresight and 
coordination capacities of the UN for GCR.

© 2024 Catherine Rhodes and Luke Kemp, CC BY-NC 4.0  https://doi.org/10.11647/OBP.0360.19
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• These recommendations can ensure that  international 
governance navigates the turbulent waters of the 21st century, 
without blindly sailing into the storm. 

This chapter was written by  CSER researchers for the Global Challenges 
Foundation and provides an overview of existing governance 
frameworks. For a proposal on how to improve the global governance of 
 nuclear weapons, see Chapter 20. For a methodological framework that 
can help identify the early warning signals required to make  anticipatory 
governance like  tail risk treaties work, see Chapter 17.

1. Introduction 

On January 24th 2019, the fingers on the  Doomsday Clock did not move: 
they stayed pressed ominously at two minutes to midnight. The clock 
has been the most captivating attempt to  forecast the likelihood of a 
Global Catastrophic Risk (GCR). It is inherently limited, focusing only 
on a subset of GCRs:  nuclear weapons,  climate change and more recently 
epistemic security. It also does not reflect the governance of different 
global risks. Understanding how humanity is currently responding to 
GCRs is fundamental in comprehending how precarious or resilient the 
world is to calamity. 

While Global Catastrophic Risks are becoming increasingly widely 
known, their governance is understudied. Only a handful of studies have 
examined whether existing international law arrangements,1 or the UN,2 
are fit for addressing existential or Global Catastrophic Risks. Others 
have attempted to look at the capability of the UN to prevent new risks 
in an age of AI and converging, powerful technologies.3 These studies 
have relied on more of a cursory overview of governance, focusing on 
broad structures and scenario analysis. They have not systematically 
examined coverage of different  hazards and  vulnerabilities. 

Our report seeks to overcome these limitations by providing the most 
far-reaching and comprehensive mapping of the governance of Global 
Catastrophic Risks, including both  hazards and  vulnerabilities. Our 
definition of GCRs and existential risks is provided below in Table 1. 
While our report will focus on GCRs broadly, many of the assessed 
issues are plausible of becoming existential risks as well. 
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Table 1: Definitions of GCRs and existential risks.

Term Definition
Existential risk Any risk that has plausible pathways to cause either human 

 extinction or the drastic and permanent curtailment of 
societal progress.4 A global collapse could be considered as a 
lower bound for this, given the  uncertainty of how it would 
unfold in the presence of  weapons of mass destruction.5

Global 
Catastrophic 
Risk

Any risk that plausibly leads to the loss of 10% or more of 
global  population.6

Our Cartography of GCRs demonstrates that several GCR  hazards ( climate 
change,  nuclear weapons) are covered by international law but usually 
inadequately. That is, the institutions often lack clear enforcement 
and compliance mechanisms, and have largely failed to address the 
underlying  collective action problem. Other issues, such as  solar 
geoengineering, catastrophic uses of  AI, inequality and some areas of 
ecological collapse (phosphorous, nitrogen and atmospheric aerosols), 
are either largely or completely neglected. The governance across GCRs 
is fragmented, with fractured membership and mandates both within 
and across different  hazards and  vulnerabilities. There is no central body 
empowered to coordinate responses to GCRs nor to foresee them. 

2. Approach

In order to achieve a comprehensive overview of global governance 
arrangements for GCRs it is important to adopt a broad conception 
of global governance, because otherwise key components may be 
overlooked, and indications of emergent activity may not be apparent.

A core focus of research and practice in global governance — which 
is also reflected in this report — justifiably remains the actions of  states 
through international (intergovernmental) organisations and international 
legal instruments. A report that only focused on these components would, 
however, present an incomplete picture: a range of other intergovernmental 
governance activities can contribute to addressing GCRs; and there are 
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relevant activities outside the intergovernmental space. For some GCR 
areas, the latter currently dominate global governance arrangements.

The significance of different components varies between GCR  regimes. 
This means that the construction of maps and attention paid to different 
components varies too, but we have also aimed for a level of consistency 
in presentation. For example: we cover bilateral agreements more 
extensively in nuclear warfare than in other areas because of their high 
significance in managing global  nuclear risk; we cover multilateral expert 
communities extensively in the Asteroid Impact and Super-Volcanic 
Eruption areas, because these are more heavily relied upon there.

It is worth making a general observation about the increasing range 
of issues that need to be addressed through global governance and the 
challenges this presents:

• Formal intergovernmental governance activities are generally 
poorly resourced already; their capacity to take on additional 
tasks and remain responsive to new threats is limited, and 
some are already overstretched.

• Proliferation of global governance activities can disadvantage 
less well-resourced states, which can struggle to participate 
in a large number of international forums and processes, 
representativeness in which is already sub-optimal.

• Increased complexity generally makes governance 
arrangements more difficult to navigate (one of the reasons 
mapping work is useful) and increases the transaction costs 
associated with international cooperation, the likelihood of 
conflicts and contradictions between rules, and duplication of 
effort.

Given the extent and complexity of many of the  regimes covered in 
this report, we have separated some more detailed information into 
Appendix I. Appendix II provides a list of acronyms. These appendices 
are available online.
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(https://globalchallenges.org/app/uploads/2023/06/The-Cartography-
of-Global-Catastrophic-Governance-2019.pdf)

In the report itself, we provide maps and summary information for 
individual  hazards in global GCR governance.

These generally follow the GCR categories from GCF’s Global 
Catastrophic Risks 2018 Report. The areas of “Biological and Chemical 
Warfare” and “Pandemics” have been combined, because there are 
significant overlaps in the global governance activities across these areas 
that are best illustrated by handling them together. We have also designated 
“Ecological Collapse” as a driver of GCR, rather than a  hazard. Otherwise 
we have consistently applied the categorisation of the 2018 report.7

The mapping of each of these areas is intended to be representative 
but not exhaustive. We instead provide an overview of key treaties 
and governance efforts and characterise these as a  regime complex: a 
constellation of institutions addressing the same international issue.8 
We provide information about the gaps and issues requiring attention 
in each  regime at the end of each  hazard section. We also deliver a high-
level view of broader GRC governance arrangements under the UN and 
transnational (networks of  non- state actors) actions. 

We end with a summary assessment of GCR governance arrangements 
and identification of (priority) lines of research and practical action that 
could advance the governance of individual GCRs and GCRs collectively.

3. Regime Complexes for Hazards

Hazards are direct threats that could cause global calamity. We draw on 
both previous GCR reports, as well as consultations with our colleagues 
to produce the following list of relevant  hazards:  AI; Asteroid Impact; 
Pandemics, Biological and Chemical Warfare; Climate Change; Solar 
Geoengineering; Unknown Risks; Nuclear Warfare, and Super-Volcanic 
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Eruptions. We provide a high-level summary of the governance 
arrangements of each of these  hazards before concluding with an 
analysis of their effectiveness and gaps. 

3.1 AI

 Fig. 1: Catastrophic  AI  regime complex.

Within the rising age of  AI are hidden disastrous developments. There 
is an open debate over whether  AI systems as a class can be regulated. 
This is because  AI is a set of techniques and sub-disciplines rather than 
a single, specific technology.9 However, there are certain, specific forms 
of  AI systems and end uses which could constitute a GCR. These form a 
discernible, governable cluster. These include:

•  AI-enabled cyberwarfare;

• The creation of a  misaligned or misused “High Level Machine 
Intelligence” (HLMI): a generalised AI system that is roughly 
equivalent to a human in its cognitive capabilities;

• Lethal autonomous weapons. 
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Cyberwarfare has essentially no governance at the international stage. 
There are two minor exceptions. First, is the Tallinn Manual on the 
International Law Applicable to Cyber Warfare. The Tallinn Manual has 
only been endorsed by NATO member  states and provides non-binding 
advice on the application of international law to cyberspace. Second, is the 
Shanghai Cooperation Organisation’s “Information Security Agreement”. 
This has only six member  states and failed to garner sufficient approval 
from the UN General Assembly. The absence of effective regulation and 
the proliferation of threats has led some to call for a Cyberwar Convention.10 
Negotiations for such a body have not begun and are not on the horizon. 

LAWs could potentially be covered under the Convention on Certain 
Conventional Weapons. The Convention has a mechanism — its Additional 
Protocols — to expand its coverage to new categories of weapons (such 
as blinding lasers or land mines). However, in practice,  negotiations to 
include LAWs under its remit have been marked by disinterest from great 
powers. It has yet to yield any success and appears unlikely to do so in 
the foreseeable future. If it did, the Convention has no ability to enforce 
its decisions. In the absence of effective international law, civil society has 
stepped forward in the form of the active Campaign to Stop Killer Robots. 

The development of HLMI is ungoverned. It is the most neglected 
area of international AI law.11 In the absence of explicit regulation, both 
corporate self-governance and expert community action have filled the 
void. Many of the firms and bodies creating HLMI are actively engaged 
in safety work. One 2017 survey of 45 HLMI projects across 30 countries 
and six continents found that only 15 were directly involved in  AI safety 
research.12 Many of these are directly connected to academic and civil 
society groups working directly on  AI technical safety or  AI governance. 
Bodies such as  CSER and  AI Gov (under the  Future of Humanity 
Institute at Oxford University) are all actively engaged with prominent 
HLMI developers such as Deep Mind (part of Google) and OpenAI. 

There is also no consensus on the governing principles for  AI systems. 
The work of both these expert communities and others has spawned 
a plethora of  AI principles. Most of these encapsulate some common, 
ambiguous concepts: use of  AI for the common good; avoiding harm 
and the infringement of rights; and privacy, fairness and autonomy. 
No clear set of principles reigns supreme, and several tensions exist 
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across them.13 It is unclear how directly or effectively any of these is for 
catastrophic  AI applications specifically. 

There are also several bodies that have some relevance to  AI systems 
but no direct mandate over them. The ITU has been admirably active 
in promoting  AI dialogue through hosting annual “ AI for Global Good 
Summits” since 2017. Yet the ITU is currently limited to regulating 
telecommunication systems, such as radio  infrastructure; efforts to 
expand its role in internet governance have been resisted. There are 
legal arguments that its mandate could extend over many  AI systems, 
but this seems politically unlikely to happen. Similarly, the International 
Organisation for Standardization (ISO) has established a committee to 
discuss a programme on  AI standards, but would have no mandate to 
address the identified  AI problems on its own. 

Alongside these bodies is a raft of regulations, working groups and 
decisions under other fora. Action across the IMO, ICAO, ITU, and other 
bodies, as well as treaty amendments, such as the updating of the Vienna 
Convention on Road Traffic to encompass autonomous vehicles, are 
indicative of this.14 Most recently, France and Canada have jointly led an 
initiative to establish a ‘International Panel on  AI’ under the OECD. This 
proliferating panoply of  AI governance shows some signs of self-organising. 
The UN System Chief Executives Board (CEB) for Coordination through 
the High-Level Committee on Programmes has been empowered to draft 
a system-wide  AI engagement strategy. Whether such coordination will 
be successful is unclear. Moreover, this swell of governance does not 
capture the catastrophic uses cyberwar, LAWs and HLMI. 

Table 2: Coverage and  gaps in HLMI governance.

Coverage Expert communities and civil society have been increasingly 
active in campaigns against LAWs, as well as technical and 
governance research on HLMI. 

Gaps HLMI currently has no direct governance under international law. 
LAWs falls under the mandate of Convention on Conventional 
Weapons but has not been regulated to date. Similarly, attempts 
to govern cyberwarfare have been either plurilateral and non-
binding (Tallin Manual) or unsuccessful (SCO Information 
Agreement). 



 53919. The Cartography of Global Catastrophic Governance

Issues 
requiring 
attention

Whether and how these issues could be addressed in-tandem, 
such as through a body focused on the military applications of  AI. 
The legitimacy and potential dangers of self-regulation focused 
HLMI development. 

3.2 Asteroid impact

 Fig. 2: Asteroid impact  regime complex.

Compared to most other GCRs, global governance for  asteroid impacts 
is minimal, and not particularly complex. There is a reasonable quality 
of coverage for the more technical aspects of identification, monitoring, 
evaluation, and early warning, as well as coordination and promotion 
of research, development and testing of deflection techniques. (Broadly, 
all of those activities focus on prevention.) There is some coordination 
of planning around communication, for scenarios in which a “credible 
impact threat” is identified, and some connections with civil defence 
communities (for example, as part of the response activities of the Space 
Mission Planning Advisory Group).
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Participants in these governance arrangements understand the 
seriousness of the threat, particularly where an  NEO would be large 
enough to directly cause a global cooling effect (>1km), and an 
understanding that smaller NEOs (in the 140m-1km range) could 
indirectly have global catastrophic impacts as well as being locally 
catastrophic. There is clear hope that there will be sufficient warning time 
in advance of a significant Earth impact to boost resilience efforts; however, 
there is limited extension of the  NEO-specific governance arrangements 
to address preparedness and response. Mostly this will depend on more 
general global governance arrangements for disaster preparedness and 
response (see Section 5). Notably, the severe impacts that would need to 
be prepared for and responded to — those associated with the effects of 
global cooling and damage to critical  infrastructure) will be very similar 
to those caused by some other GCRs, such as super- volcanic eruptions 
(Section 3.8) and  nuclear winter scenarios (Section 3.7).

While the UN Committee on Peaceful Uses of Outer Space 
(COPUOS) and Office on Outer Space Affairs (UNOOSA) are at the core 
of global governance of  asteroid impacts, most of the governance efforts 
are undertaken by scientific and technical experts in national space 
agencies, research institutions, and through individual contributions. 
Some national (particularly  NASA-funded) and regional (e.g. the EU’s 
NEOShield 2 Project) efforts have particular significance.

The activities of these other groups connect back to COPUOS 
and strongly emphasise openness, sharing of data and analysis, and 
collaborative efforts. This arrangement seems to function well for 
addressing the technical and prevention aspects of  asteroid impact 
governance; however, attention is needed for sustainability and continuity 
should, for example, a major partner withdraw. (Ensuring continuity 
has, for example, motivated the establishment of the UNOOSA as a 
permanent secretariat for the Space Mission Planning Advisory Group.) 

Issues around representativeness and equity might in future arise in 
this governance area, but — currently at least — this seems much less 
problematic than in other GCR governance areas (such as pandemics), 
particularly when focusing on the technical and preventative aspects. 
For representativeness, while the Space Mission Planning Advisory 
Group, for example, requires the ability to contribute to space missions 
for participation, and is therefore oriented towards  states with space 
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agencies, COPUOS is open to all UN member  states (92 are currently 
members of the Committee) and its recommendations go to the UN 
General Assembly for discussion and approval. Thus, all UN member 
 states have an opportunity to engage with its work.

For equity, core principles of space law — benefit to humanity and 
non-appropriation — are established across this governance  regime and 
appear to have broad acceptance and strong normative force. COPUOS has 
programmes relating to capacity building in space law and for application 
of space technologies for development goals and during disasters.

It is expected that  technological advances will enable mining of NEOs 
for resources at some point in the future, most likely for use in outer space 
rather than return to Earth. If this area is substantially financed and/or 
operated by commercial enterprises, then the practicalities of benefit-
sharing will need further consideration. COPUOS will be an appropriate 
forum for such discussion. COPUOS is also an appropriate point for 
connection with institutions in the general disaster preparedness and 
response areas of global GCR governance. The International Asteroid 
Warning Network (IAWN) is currently working on definitions and 
terminology for NEOs, and this will include definition of  NEO as a 
natural  hazard to feed into the UN Office on Disaster Risk Reduction’s 
updated glossary of natural  hazards.15 

Table 3: Coverage and gaps in  asteroid impact prevention and preparedness.

Coverage There is a good level of coverage for: identification, observation, 
monitoring, analysis and evaluation, communication, and 
preventative response. It is limited for: impact preparedness, 
resilience and response — quality of coverage of these areas will 
therefore largely depend on general disaster preparedness and 
response efforts.

Gaps These are likely to be found in the general disaster preparedness 
and response efforts.

Issues 
Requiring 
Attention

Sustainability and continuity (particularly of non-
intergovernmental arrangements). Increasing representativeness 
and engagement. Increasing role of commercial enterprises.
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3.3 Pandemics, biological and chemical warfare

 Fig. 3: Pandemics, biological and chemical warfare  regime Complex I.
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 Fig. 4: Pandemics, biological and chemical warfare  regime Complex II.

In this summary we combine consideration of global governance of 
biological and chemical warfare and pandemics, because there are 
significant areas of overlap between the governance arrangements for 
these two areas, which might not be fully apparent when addressing 
them separately.

The range of biological risks addressed by global governance is 
illustrated by the World Health Organization’s “biorisk spectrum”:
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 Fig. 5: The biorisk spectrum and biorisk reduction measures.16

To this, it is worth adding two further categories to the spectrum: 
“human-induced” lies between natural occurrence and accidents, and 
would for example cover anti-microbial resistance as a threat that is 
“natural” but driven primarily by human action, and might also cover 
e.g. shifts in geographical range of disease vectors driven by  climate 
change; and “deliberate action with benign intent but unintended 
consequences” which would sit between accidents and deliberate 
misuse. This might, for example, relate to release of a biological control 
agent into the environment without understanding its consequences 
for health. While this particular image focuses on human health (as the 
responsibility of the WHO), there are Global Catastrophic Biological 
Risks associated with threats to animal and plant health, and to 
ecosystems — particularly where these would severely impact food 
safety and security and key ecosystem services.
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Another risk spectrum to be aware of is that which extends across 
biological and chemical warfare:

 Fig. 6: The comprehensive prohibition of the  chemical weapons convention and 
the biological and toxin weapons convention.17

This illustrates the areas of overlapping coverage between the two 
conventions. While there are now separate conventions for biological 
and  chemical weapons, they were initially addressed together in 
 international governance, and there remain significant connections 
between the two  regimes. The 1925 Geneva Protocol prohibits use of 
biological and chemical agents in  war. It still has relevance because the 
prohibition on development, production, stockpiling, acquisition and 
retention in the Biological and Toxin Weapons Convention ( BTWC) 
extends to use through reference to the Geneva Protocol, and because the 
Protocol is accepted as part of customary international law applicable to 
all  states whether or not they are party to the conventions.

The  BTWC and Chemical Weapons Convention (CWC) utilise 
general purpose criteria prohibiting use of biology and chemistry for 
non-peaceful purposes. States parties to the conventions have repeatedly 
emphasised that they are applicable to all scientific and  technological 
advances in relevant fields. Both conventions include provisions 
promoting peaceful applications — for the  BTWC “prevention of 
disease” is specifically mentioned in this regard, and this is one way in 
which they connect with other areas of governance of biological risks.

The long-standing international norms against biological and  chemical 
weapons have experienced some challenges, but while there is some 
concern around potential erosion, these remain strong at present and are 
central to global governance efforts. There are also some well-recognised 
areas of weakness in the conventions. The CWC’s provisions relating to the 
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permitted use of some toxic chemicals for law enforcement purposes, has 
resulted in some ambiguities and divergent interpretations — for example, 
about development and use of riot control agents and incapacitants.18 The 
CWC is overseen by the Organization for the Prohibition of Chemical 
Weapons, which has around 500 staff and an annual budget of around 
€70 million. One of its core roles is verification activities, which are 
structured around inspection  regimes. The  BTWC does not have an 
associated international organisation, and is instead supported by a small 
Implementation Support Unit of three staff. It also has no verification 
 regime (attempts to  negotiate one failed in the early 2000s and are yet 
to be re-established). This is a significant weakness given the dual-use 
nature of biological facilities, equipment, materials and research. Both 
conventions cover areas of rapid scientific and  technological advance and 
their effective implementation by  states parties needs to be informed by a 
good understanding of the risks and opportunities associated with such 
advances. The OPCW has a Science Advisory Board that undertakes some 
of this work in regard to the CWC. This is, however, another area in which 
the  BTWC has extremely limited capacity. Civil society groups such as 
research institutions and science academies undertake efforts in support 
of science and  technology review for the conventions. These efforts are 
important, but can lack some of the legitimacy of formal processes. 

Other  international governance relevant to deliberate misuse includes: 
UN Security Council Resolution 1540(2004), which addresses potential 
proliferation of biological, chemical and  nuclear weapons to  non- state 
actors, and subsequent resolutions which extended its mandate,19 and 
the associated 1540 Committee, which reports to the Security Council 
on its implementation; and the UN Secretary General’s Mechanism for 
Investigation of Alleged Use of Chemical and Biological Weapons.

The OPCW and ISU undertake some activities to support assistance 
in case of a biological or  chemical weapons attack, including through 
facilitation of requests and offers by their  states’ parties. OPCW has also 
produced a Practical Guide for Medical Management of Chemical Warfare 
Casualties, directed to medical responders, and the WHO also provides 
relevant advice, including in its Public Health Response to Biological and 
Chemical Weapons guidance.

There are two other key overlapping areas with broader global 
governance of biological risks. First, measures for laboratory biosafety 
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and biosecurity, and safety during transport of infectious materials, which 
form part of the work of the World Health Organization (WHO) and 
World Animal Health Organization (OIE) contribute to the safeguarding 
of biological materials that might be misused. Secondly, the systems for 
surveillance, preparedness and response to disease events overseen 
by the WHO, OIE and Food and Agriculture Organization (FAO) will 
play a key role in detection and response to any deliberate disease 
outbreaks or chemical attacks. OIE and WHO both have memorandums 
of understanding around provision of technical support with the UN 
Secretary-General’s Mechanism for Investigation of Alleged Use.

FAO, OIE and WHO also play important roles in prevention and 
response to accidental releases of biological agents, toxins and hazardous 
chemicals, including specific guidance on safety in laboratories and 
during transport.20 Their general surveillance, preparedness and 
response systems will play a key role in detection and response to any 
outbreaks resulting from accidents or deliberate releases with benign 
intent but unintended consequences. Provisions of the Convention on 
Biodiversity and its Cartagena Protocol on Biosafety may also have 
relevance where damage to health or the environment stems from 
transboundary movements of living modified organisms.

WHO and OIE have also produced some guidance (Responsible Life 
Sciences Research for Global Health Security; and Guidelines for Responsible 
Conduct of Veterinary Research: Identifying, Assessing and Managing Dual-
Use) that is complementary to  BTWC  states parties’ discussions and 
decisions promoting  education and training of scientists in biosecurity 
responsibilities.

The main international organisations responsible for protection of 
human, animal and plant life, and health (and therefore for addressing 
threats to them) are the WHO, OIE and FAO. The WHO and FAO also 
jointly established the Codex Alimentarius Commission to work on 
international food and feed safety. The disease control activities of each 
organisation centre around specific legal instruments:

• The International Health Regulations (2005);

• The Terrestrial Animal Health Code, Manual of Diagnostic 
Tests and Vaccines for Terrestrial Animals, Aquatic Animal 
Health Code, and Manual of Diagnostic Tests for Aquatic 
Animals; and
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• The International Plant Protection Convention.

Their work is also supported by surveillance and response systems, 
expert advisory groups and networks, and collaborating centres 
and laboratories. The WHO, for example, has over 800 collaborating 
centres in 80 countries supporting its programmes, and the OIE has 60 
collaborating centres, and a network of reference laboratories focusing 
on scientific and technical research on over 100 serious animal diseases. 
Surveillance and response activities, include generalised systems such 
as the Global Outbreak Alert and Response Network, World Animal 
Health Information System, and FAO’s emergency prevention and 
response systems (EMPRES); and disease specific systems such as the 
WHO’s Global Influenza Surveillance and Response System.

In response to a breakdown in the international system for sharing of 
influenza viral samples in 2006/2007, the WHO took action to revise its 
Global Influenza Surveillance Network, enhancing traceability through an 
Influenza Virus Traceability Mechanism, and establishing the Pandemic 
Influenza Preparedness Framework, which includes centralised stockpiles 
of vaccines and treatments for distribution to developing countries 
during outbreaks of human pandemic potential. The Nagoya Protocol 
on Access to Genetic Resources and the Fair and Equitable Sharing of the 
Benefits Arising From Their Utilization (to the Convention on Biological 
Diversity) also has relevance to the international sharing of microbial 
genetic resources, which may interact with global public health efforts.21 

In recognition of the overlaps between protection of human, animal 
and plant life and health, the FAO, OIE and WHO have instituted 
several cooperative initiatives, including (for example): OFFLU a FAO-
OIE network of expertise on animal influenzas, and the FAO-OIE-WHO 
Global Early Warning System for Health Threats and Emerging Risks at 
the Human-Animal-Ecosystems Interface (GLEWS). They also regularly 
send representatives and provide information to  BTWC meetings. 

In general, capacity building efforts that focus on building national 
health system capacities will increase the effectiveness of surveillance 
and response efforts and reduce the risk of international spread of 
serious disease outbreaks. Such efforts are supported by  states parties 
to the  BTWC, WHO, OIE, FAO among other international organisations 
and through mechanisms such as the Standards and Trade Development 
Facility — a partnership between FAO, OIE, WHO, the World Bank and 
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World Trade Organization — that supports access to international markets 
through development capacities to meet and maintain international 
standards in food safety, animal and plant health. The World Bank has 
also increased its activities relating to pandemics over the last few years, 
including creating a Pandemic Emergency Financing Facility to support 
countries’ outbreak response and limit their international spread.

While these activities appear extensive, there are particular concerns 
about their effectiveness in relation to capacity to contain and address 
serious outbreaks of international concern, whatever their origin. 
The Global Health Security Index — a partnership of the Nuclear 
Threat Initiative, John Hopkins Center for Global Health Security, and 
Economist Intelligence Unit — which focuses on assessing global health 
security capacities, has recently reported and raised the following key 
points in this regard:22

1. National health security is fundamentally weak around 
the world. No country is fully prepared for epidemics or 
pandemics, and every country has important gaps to address.

2. Countries are not prepared for a globally catastrophic 
biological event.

3. There is little evidence that most countries have tested 
important health security capacities or shown that they would 
be functional in a crisis.

4. Most countries have not allocated funding from national 
budgets to fill identified preparedness gaps.

5. More than half of countries face major political and security 
risks that could undermine national capability to counter 
biological threats.

6. Most countries lack foundational health systems capacities 
vital for epidemic and pandemic response.

7. Coordination and training are inadequate among veterinary, 
wildlife, and public health professionals and policymakers.

8. Improving country compliance with international health and 
security norms is essential.
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Table 4: Coverage and  gaps in pandemic preparedness and biological 
security governance.

Coverage The breadth of coverage in this area is good: extending across 
harms to human, animal and plant health and the environment 
arising from deliberate misuse, accidental release, and natural 
occurrence of disease. The points of intersection between these 
areas are also reasonably well covered, and cooperative activity 
in those areas is increasing. However, there are some significant 
weaknesses within individual areas and gaps in capacity. There is 
a good level of engagement of expert communities in the overall 
work of the OIE and WHO.

Gaps Significant gaps include: lack of verification for the  BTWC; limited 
capacity for science and  technology review for the  BTWC; and 
in national capacities to respond to and contain outbreaks with 
potential for global spread (such as the core capacities required 
by the WHO’s International Health Regulations). Pandemic 
preparedness capabilities in particular have been assessed as 
inadequate by several organisations. This is compounded by 
the tendency for  states to prioritise protection of their own 
populations above effective global responses (as demonstrated 
during the the 2009 H1N1 influenza outbreak).

Issues 
requiring 
attention

Particular priority issues include: the need to enhance the ability 
of international institutions to form good understanding of 
emerging threats (and opportunities) associated with rapid 
advances in science and  technology, and to adapt governance 
arrangements to respond effectively to them; and the need for 
effective action to build global capacities to respond to human 
pandemic threats and serious disease threats to animals and 
plants.
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3.4 Climate change

 Fig. 7: The climate  regime complex.

The global governance of  climate change is one of the most well-studied 
and addressed GCRs under international law. International efforts to 
address to  climate change largely began in 1992 with the creation of the 
United Nations Framework Convention on Climate Change ( UNFCCC). 
The  UNFCCC has since been the lynchpin of international legal efforts to 
address  climate change. It includes provisions on adaptation to climate 
impacts, mitigation, as well as broader considerations such as capacity 
building. It also establishes the overarching norms and principles of 
climate diplomacy, such as “common but differentiated responsibilities”. 

The  UNFCCC is the focal point of the climate  regime and has been 
operationalised through two separate protocols:

• The Kyoto Protocol: created in 1997, before entering into force in 
2005. The Kyoto Protocol contains provisions for monitoring, 
transparency and verification of emissions, market-based 
mechanisms (including for international emissions trading 
and offsetting), financing, and adaptation actions and 



552 An Anthology of Global Risk

mitigation targets. It is composed of a two-annex system 
whereby developing country parties are bound to legally 
binding emissions reductions targets. Developing countries 
are not bound by any mitigation targets. The first commitment 
period of the protocol lasted until 2013. The 2012 Doha 
Amendment which extends to the Kyoto Protocol’s second 
commitment period through to 2020 has yet to enter into force 
due to a lack of ratifying countries.

• The Paris Agreement: created in 2015, entered into force 
in October 2016. The agreement contains provisions on 
adaptation, mitigation, market-based mechanisms, loss and 
damages from climate impacts and multiple other mechanisms. 
The agreement has set an international target to limit global 
warming to well below 2 °C above pre-industrial levels and 
pursue efforts to keep it to 1.5 °C. It is a pledge-and-review 
agreement in which countries offer self-determined pledges 
(nationally determined contributions/NDCs) which are 
collectively reviewed every five years.23 The agreement only 
offers one additional binding legal obligation to the UNFCCC: 
to put forward a pledge every five years. Its structure was 
watered down to allow for the US to join via an executive 
agreement rather than Senate ratification.24

These three institutions constitute the UN climate  regime. They have set 
the primary targets and rules for adaptation and mitigation that other 
institutions follow and implement. In addition to adaptation and mitigation, 
there is also governance of loss and damages. This refers to managing the 
damages incurred by the detrimental impacts of  climate change, including 
slow-onset events, and extreme weather events. In 2013 the Warsaw 
International Mechanism for Loss and Damage associated with Climate 
Change Impacts (Loss and Damage Mechanism) was established to govern 
this area. It offers a dialogue platform for relevant stakeholders and aims 
to enhance knowledge of risk management and support through  finance, 
 technology and capacity building. It does not, as developing countries 
originally desire, provide rules for financial compensation or remediation.

The climate  regime is served by multiple institutions providing financial 
and intellectual resources. The Green Climate Fund (GCF) is the primary 
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financial organ of both the  UNFCCC and the Paris Agreement. The GCF 
is financed by member-parties to the  UNFCCC. It has committed USD 
$5.2 billion to 111 projects covering both adaptation and mitigation.25 The 
Global Environment Facility was previously the main financer of climate 
projects, but has now taken a secondary role to the more recent GCF. 

The Intergovernmental Panel on Climate Change (IPCC) provides the 
science basis for international climate governance. It is an intergovernmental 
scientific process that builds a consensus-based depiction of the science 
of  climate change (working group I), impacts (working group II) and 
mitigation (working group III). The IPCC provides both assessment 
reports every five years, as well as special reports both at its own discretion 
and at the request of the  UNFCCC parties. 

The IPCC is complemented by the United Nations Environment 
Programme (UNEP), which has provided an abundance of report on 
climate governance. These include rolling reports on the mitigation gap, 
adaptation gap and climate  finance. 

The proliferation of climate-related law and institutions had a 
watershed moment in 2015. The Paris Agreement was met with a raft of 
long-awaited climate-relevant policy announcements. These included the 
Kigali Amendment to phase out hydrofluorocarbons (HCFs, a potent 
greenhouse gas and replacement for ozone depleting substances), the 
Carbon Offsetting Scheme for International Aviation (CORSIA) Under 
the International Civil Aviation Authority (ICAO) and goal 13 of the 
Sustainable Development Goals. In 2018 the International Maritime 
Organisation’s (IMO) Marine Environment Protection Committee 
(MEPC) released an initial strategy on emissions reductions from 
shipping. This includes an aim to peak emissions from shipping as soon as 
possible and reduce them by 50% by 2050 compared to 2008 levels. These 
different initiatives form a cluster of complementary mitigation efforts 
outside of the central climate  regime. However, in terms of the efficacy of 
these initiatives, the SDGs are non-binding and offer no concrete targets 
or mechanisms. The CORSIA agreement is a voluntary agreement based 
on offsetting. The IMO strategy offers high-level, non-binding strategic 
guidance with goals that are not congruent with limiting warming to 2 °C.

Mitigation and adaptation activities are also carried out by a range 
of other intergovernmental bodies. Mini-lateral forums such as the G20, 
G8 and Major Economies Forum have all made multiple statements 
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regarding  climate change. These are non-binding political declarations 
but can help to mould norms and build political momentum.

Adaptation and mitigation actions are occurring through a range 
of UN agencies and affiliated institutions. These include large climate 
 finance programmes from the World Bank, European Investment Bank 
(EIB), European Bank for Reconstruction and Development (EBRD). 
Numerous UN agencies, such as the United Nations Development 
Programme (UNDP) are looking to mainstream climate adaptation and 
mitigation considerations into their projects and programmes. 

Actions by subnational and  non- state actors are loosely linked to the 
climate  regime. The “NAZCA” platform is a database of non- state and 
subnational climate actions and pledges maintained by the  UNFCCC 
Secretariat. While it is a useful depository for tracking international 
efforts, it has no mandate for comparing, critiquing or influencing non-
 state actions. The actions of sub-national entities such as cities, localities 
and regions are undertaken through a range of networks including ICLEI 
(Local Governments for Sustainability, a network of more than 1,750 
local and regional governments), C40 Cities for Climate Leadership and 
the Global Covenant of Mayors for Climate and Energy. 

While mitigation and adaptation are well covered broadly, the 
response to  tipping points or global  catastrophe is not. Scientific 
knowledge of tipping points26 and early warning signals27 has progressed 
substantially. Yet the primary instruments of the climate  regime do not 
have dedicated mechanisms to either induce a rapid response in the case 
of a looming  tipping point, nor to adapt to or recover from an unforeseen 
climate  catastrophe. International climate governance is focused on the 
average, rather than high-impact, low-probability ”tail risks”. 

A second blind spot is supply side governance. Regulating the 
extraction, development and refining of fossil fuels offers numerous 
economic and political advantages.28 Yet the Paris Agreement makes no 
mention of fossil fuels. None of the instruments of the climate  regime 
ban the exploration or development of fossil fuels. This has led to recent 
calls for an international fossil fuel non-proliferation treaty.29

Importantly, the existing governance has not been successful in 
diverting the world away from dangerous warming. Current emissions 
trajectories have the world moving towards warming between 2.0–4.9 °C 
by 2100,30 with a median of around 2.6–3.1 °C31 or 3.1–3.5 °C.32 The Paris 
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Agreement is unlikely to be able to bend the emissions curve down to 
1.5–2 °C. Both weak compliance mechanisms, an unproven method of 
”ratcheting up” commitments, and the lock-in of emissions-intensive 
 infrastructure by 2020 all undermine the effectiveness of the agreement.33 

Table 5: Coverage and  gaps in governance to prevent catastrophic or 
extreme  climate change.

Coverage Wide-reaching coverage of the science of  climate change 
science, impacts and mitigation. Mitigation, adaptation, loss and 
damages, market-based mechanisms, are covered primarily by the 
 UNFCCC-centred  regime, and a raft of other initiatives. 

Gaps Governance of catastrophic or extreme  climate change, response 
to  tipping points and early warning signals, stranded assets, fossil 
fuel non-proliferation. 

Issues 
requiring 
attention

All of the issues outlined above require critical attention. There 
is already some nascent research on fossil fuel non-proliferation. 
Research on catastrophic warming and the potential for “tail-risk 
treaties” are a neglected and high importance priority. 

3.5 Solar geoengineering

 Fig. 8: Solar engineering  regime complex.
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There is no explicit  international governance of  solar geoengineering. 
As shown in Figure 3, there is a large cluster of treaties which could 
be relevant. However, these are unplanned, incidental and piecemeal 
with limited ability for binding application.34 Thus, there is widespread 
agreement that there is no distinct  solar geoengineering  regime and a 
need for direct governance.35

There that norms and rules around environmental impact assessments 
and harms from transboundary pollution have relevance in guiding the 
testing and use of such technologies. For example, the International 
Court of Justice has affirmed that  states have a duty under international 
customary law to avoid major transboundary harm to either the global 
environmental commons or the territory of other states.36 However, the 
application of customary international is highly  uncertain and unlikely 
to be effective in overseeing or deterring unilateral or multilateral 
deployment of  solar geoengineering, or even smaller field-tests.37

The most direct piece of  solar geoengineering governance is the 1976 
Convention on the Prohibition of Military or Any Other Hostile Use 
of Environmental Modification Techniques (“ENMOD Convention”). 
ENMOD was established in the wake of US attempts to weaponise 
weather manipulation during the Vietnam War. It appears to have been 
successful in curtailing research efforts into weather modification. By 
1979 US research into the area had declined sharply.38 However, the use 
of ENMOD is limited for  solar geoengineering as it only covers military 
applications. The preamble of ENMOD actively endorses the potential 
civilian uses of geoengineering type activities: “… the use of environmental 
modification techniques for peaceful purposes could improve the interrelationship 
of man and  nature and contribute to the preservation and improvement of the 
environment for the benefit of present and future generations.” Given that the 
majority of use cases of  solar geoengineering are likely to be civilian, 
ENMOD is of restricted  utility. 

In lieu of any overarching authority, the Convention on Biological 
Diversity (CBD) has undertaken action on governing geoengineering 
research and deployment. In 2010 the CBD adopted a decision which 
could be taken as a de-facto moratorium on large-scale geoengineering. 
Paragraph (w) of decision x/33  states: “that no climate-related geo-
engineering activities that may affect biodiversity take place, until there is an 
adequate scientific basis on which to justify such activities and appropriate 
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consideration of the associated risks for the environment and biodiversity and 
associated social, economic and cultural impacts.”39 There is an exception 
for small-scale scientific research studies that can be performed in a 
controlled environment. The decision was reasserted in 2016, with the 
caveat that further transdisciplinary research and knowledge-sharing 
was needed to understand governance options and the potential 
impacts.40 However, these are non-binding decisions, and ultimately the 
CBD lacks enforcement mechanisms. It also lacks the participation of one 
of the most credible potential developers of  solar geoengineering: the US. 

While international legal arrangements are sparse, there has been a 
groundswell of work from expert communities. A watershed moment 
was the 2009 Royal Society Report into governance and ethical issues. 
This was followed by a 2010 report examining geoengineering regulation 
by the UK House of Commons Scientific and Technology Committee, a 
2011 report by the Kiel Earth Institute, a 2013 piece by the Congressional 
Research Service in the US and 2015 assessment by the European 
Transdisciplinary Assessment of Climate Engineering (EU-TRACE).41 
Geoengineering was then covered in the IPCC’s fifth Assessment Report 
(AR5) in 2014 and will be investigated in further depth in AR6. 

Geoengineering governance is now a well-established sub-field 
with academics across multiple institution involved. Technical research 
has been slower due to social concerns and the previous failure of the 
2011 SPICE (Stratospheric Particle Injection for Climate Engineering) 
programme.42 The experiment has sought to field-test a delivery system 
for  stratospheric aerosol injection but faced severe public backlash.

Table 6: Coverage and  gaps in governance of  solar geoengineering.

Coverage Existing governance arrangements are limited to moratoriums 
and work programmes under different bodies. 

Gaps Almost all SRM activities are not covered under any form of 
binding international law. This includes rules for deployment, 
maintenance, innovation or research into the science of 
geoengineering.

Issues 
requiring 
attention

The governance of solar radiation management and the unilateral 
or plurilateral deployment of  stratospheric aerosol injection. 
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3.6 Unknown risks

 Fig. 9: Unknown risks  regime complex.

There are two particular elements to consider when seeking to identify 
global governance arrangements for unknown GCRs:

• Processes that might help with identification and analysis of 
emerging threats.

• General governance arrangements relating to preparedness, 
resilience and response to GCRs.

And, while we do not know the source and mechanism of unknown 
risks, we do have some knowledge about the likely objects of protection 
— that is, what it is we seek to protect from any such risk — and therefore 
which areas of governance we might look to for developing responses 
should such risks become apparent. For example, whatever the source 
of risk, we are likely to be interested in protecting human, animal and 
plant life and health and stability of planetary life support systems.43

General GCR governance arrangements are addressed in Section 5.
Processes that might help with identification and analysis of 

emerging threats involve futures studies,  foresight and horizon-scanning 
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work, and a range of approaches are available within this. Such activities 
do have some limitations, and using a combination of approaches, and 
joining up different exercises can address some of these. They necessarily 
face their greatest limitations in identifying unknown risks, but there are 
some techniques for approaching this: for example, through use of “wild 
cards”. Involving a wide range of expertise within such processes will 
also have greater value, particularly because unknown risks may be more 
likely to occur at the intersection of e.g. different  technological areas.

Some national governments and agencies within them regularly 
undertake  foresight activities, often with an aim of identifying potential 
emerging threats. Such activities are also undertaken by research 
institutions, science academies, and professional organisations. Global 
governance of unknown risks could benefit from mechanisms to bring 
together information from such exercises, so that analysis can be 
conducted over time and across different countries, regions and sectors.

Several of the international organisations involved in GCR governance 
conduct simulation exercises which can serve a similar function by 
helping to identify potential gaps and challenges in responding to 
emerging threats, and some are exploring the potential use of  foresight 
activities for their work (although not necessarily with the aim of 
identifying unknown risks, such processes might be adapted to do 
so). Science and  technology review processes associated with some of 
the organisations may also be a useful basis for such work (although 
they tend to focus on shorter-term horizons or recent developments). 
Existing systems for early warning and surveillance may also help to 
identify novel threats: for example, the health impacts of a novel risk 
may be picked up before the source of the risk is identified.

The UN Chief Executives Board for Coordination, which is made up 
of the heads of the UN’s specialised agencies, funds and programmes, 
and focuses on fostering coordination and coherence across the UN 
system, is examining the opportunities for “integrating strategic 
 foresight into its work and… for promoting  foresight capacities and 
fostering collaboration across the system”44 — if pursued such activities 
could significantly enhance  foresight capacities at the global level.
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Table 7: Coverage and gaps in preparedness for unknown GCRs.

Coverage There are some formative but no well-established global 
governance arrangements for identifying unknown GCRs. Some 
current surveillance and monitoring systems might support 
detection of unknown risks. Preparedness, resilience and response 
will depend on more general GCR governance arrangements.

Gaps There are gaps across this area. Given the inherent difficulties 
in identifying and detecting unknown risks, while efforts for 
this should not be neglected, enhancing general capabilities in 
preparedness, resilience and response to GCRs would seem to be 
a higher priority (particularly because of the benefits this would 
bring to known GCRs governance too).

Issues 
requiring 
attention

Development and implementation of robust  foresight activities 
for identifying emerging threats. Research on how to enhance the 
ability of existing surveillance and monitoring systems to spot 
indications of unknown risks, and communicate with relevant 
communities to investigate them. Increasing the capabilities of 
broader GCRs governance. 

3.7 Nuclear warfare

 Fig. 10: Nuclear warfare  regime complex.
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The extremely severe effects of an all-out nuclear  war mean that prevention 
of such an event is a priority for global governance efforts. If such an event 
were to occur a response to a range of damage would be needed. Large 
numbers of immediate fatalities would be expected, particularly where 
major population centres are targeted (80–95% in a 1–4 km radius);45 there 
would be significant health impacts on a large scale, compounded by the 
loss of health systems, staff and  infrastructure; widespread environmental 
contamination; extensive disruption to critical  infrastructure; large-
scale migration; and probably continued geopolitical instability. If at a 
sufficient scale to cause “ nuclear winter” the associated collapse in global 
agricultural production would result in global famine and starvation.

Global governance specific to nuclear warfare focuses on:

• Reductions in armaments, with an eventual goal of general 
and complete nuclear disarmament.

• Preventing proliferation of  nuclear weapons and diversion of 
nuclear materials.

• Measures to stabilise relations between nuclear  states, avoid 
misinterpretation through communication mechanisms, 
and build confidence through verification and inspection 
arrangements.

• Creation of nuclear-weapon free zones.

Legal arrangements include: 

• Some global legal instruments including a general prohibition 
on nuclear weapons. These instruments have not all achieved 
participation of (all) nuclear weapons states, and some are yet 
to enter into force.

• Some multilateral agreements, generally around creation of 
nuclear-weapon-free zones, and involving a set of regional 
states and accompanied by protocols that commit nuclear 
weapons states to not testing or using nuclear weapons within 
those zones.

• Some bilateral agreements, primarily between the US and 
Russia.
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The main international organisations operating in this area include 
the UN Security Council and General Assembly, Conference on 
Disarmament, and Office for Disarmament Affairs (UNODA), the 
Preparatory Committee for the Comprehensive Test Ban Treaty 
Organization (CTBTO), and International Atomic Energy Agency 
(IAEA). There are also some multilateral export control groups.

(Specific details on each of the legal instruments, agreements and 
organisations is provided in Appendix I, available online).

Civil society movements have played a significant role in shaping 
global governance of nuclear warfare, particularly through: the 
International Campaign to Abolish Nuclear Weapons (ICANW), which 
was pivotal in bringing about the successful  negotiation of the Nuclear 
Weapons Prohibition Treaty; the World Court Project that prompted  states 
to take the issue of legality of  nuclear weapons to the International Court 
of Justice; and in establishing nuclear-weapon-free cities, local authorities, 
and regions. Expert networks support the work of the IAEA, and the 
Preparatory Committee of the CTBTO, particularly its monitoring systems.

The humanitarian impacts of nuclear  war, including  nuclear winter 
scenarios, have motivated a lot of these global governance efforts; 
however, addressing such impacts is largely outside the focus of these 
legal arrangements (aside from some generalised commitments to assist 
 states attacked with  nuclear weapons). 

Some international organisations’ work, which relates to dealing 
with nuclear accidents, may provide a basis for such responses, but it 
is generally unclear whether this would be possible and how adaptable 
and scalable such activities might be. This work includes: two IAEA 
conventions; guidance documents; and networks of emergency 
responders and other experts. The effectiveness of a response is therefore 
likely to depend on general global governance for disaster preparedness, 
resilience and response and emergency management. This is unlikely to 
be systematic enough to deal with the full range of immediate through 
to long-term impacts, nor adequate for such a scale of catastrophic 
event. Such capacities may also have been damaged or impeded by the 
geopolitical instability that resulted in nuclear  war.
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Table 8: Coverage and  gaps in governance of  nuclear risks.

Coverage There are a large number of international legal instruments that 
address various aspects of the prevention of nuclear warfare. 
These have had some notable success in reducing armaments, 
but not yet to a level which is likely to avoid  nuclear winter 
scenarios in all-out nuclear  war. There has also been some success 
in limiting proliferation of  nuclear weapons capabilities, though 
this is regularly challenged. There is a strong international norm 
against testing, use and possession of  nuclear weapons, but no 
indication that  nuclear weapons  states will make significant 
moves towards disarmament in the coming decades, and some 
indications that the US in particular is moving away from 
armament restraint. The IAEA does extensive work promoting 
nuclear safety and security and checking safeguards that back up 
the Non-Proliferation Treaty, and the Preparatory Committee for 
the CTBTO is establishing a robust monitoring network. There 
is very limited coverage of preparedness and response for the 
impacts of a large-scale nuclear wear; this will largely depend on 
more general global governance arrangements.

Gaps The most significant gaps are likely to be found in the general 
global governance of disaster preparedness, resilience and 
response.

Issues 
requiring 
attention

Continued pressure needs to be applied to  nuclear weapons  states 
to further reduce their arsenals, and subsequently to comply with 
the international prohibition on  nuclear weapons. Within this 
careful attention will be needed to the stability of deterrence.

There continue to be a few  states that fail to comply with non-
proliferation arrangements, and / or that express a desire to attain 
 nuclear weapons. As noted in GCF’s Global Catastrophic Risks 
2018 Report, continued efforts to address regional conflict and 
geopolitical instability are important.
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3.8 Super-volcanic eruption

 Fig. 11: Super- volcanic eruption  regime complex.

Global governance arrangements specific to super- volcanic eruptions are 
sparse and primarily limited to expert networks and collaborating research 
institutions. These mainly focus on scientific and technical aspects of 
monitoring and observation. Given limited (if any) prevention capability, 
most of the activities addressing impacts will fall under general global 
governance of disaster preparedness, resilience and response. The areas 
that need to be addressed include: immediate impacts including large-
scale loss of life and damage to critical  infrastructure (some  volcanoes are 
in areas with local populations of over five million, and there could also 
be resulting tsunamis effecting other regions); and the longer-term global 
impacts associated with climate disruptions and resulting agricultural 
production losses, which could result in widespread starvation.

Super- volcanic eruptions are predicted to occur far more frequently than 
globally catastrophic  asteroid impacts (~1 in 17,000 years compared to ~1 
in several hundred thousand years), so the even more limited governance 
response probably represents a major gap, particularly if the general global 
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governance of disaster preparedness, resilience and response is inadequate. 
Anyway, improved global coordination of the research, observation, 
monitoring and early warning of  volcanic eruptions would be beneficial.

Central to international coordination efforts is the International 
Association of Volcanology and Chemistry of the Earth’s Interior (IAVCEI, 
an association of the International Union of Geodesy and Geophysics). 
National members of the International Union of Geodesy and Geophysics 
(IUGG), of which there are 72 currently, and its associations participate 
in a non-governmental capacity. 52 IUGG national members participate 
in of IAVCEI, which also has individual members. Two commissions of 
the IAVCEI have particular relevance to governance of super- volcanic 
eruptions: the World Organization of Volcano Observatories (WOVO), 
which facilitates cooperation between 80 observatories located in 33 
countries; and the International Volcanic Health Hazards Network, 
an interdisciplinary expert network, which collates research and 
disseminates information on  volcanic health  hazards and impacts.

A lot of data collection, analysis and dissemination is done by 
national-based bodies and research institutions such as the Smithsonian 
Institution’s Global Volcanism Program and the US Geological Survey’s 
Volcano Hazard Program. The latter includes a Volcano Disaster Assistance 
Program, which provides expert support and equipment during volcano 
crisis events worldwide. WOVODat (linked to the WOVO and hosted by the 
Earth Institute of Singapore) is also building a global database on  volcanic 
unrest with the aim of improving eruption prediction. Data from seismic 
monitoring conducted as part of the activities of the Comprehensive Test 
Ban Treaty Organization may also contribute to data on  volcanic unrest.

Nine Volcano Ash Advisory Centres serve the needs of the aviation 
industry during eruption events. The World Meteorological Organization 
also provides advice for aviation following eruptions, and may provide 
information about weather and climate impacts of eruptions. It also has 
a general  disaster risk reduction programme which includes impacts 
from  volcanic eruptions and tsunamis.

Depending on the eruption site, a tsunami may follow a super-
 volcanic eruption. IAVCEI along with two other IUGG Associations (the 
International Association of Seismology and Physics of the Earth’s Interior, 
and the International Association of Meteorology and Atmospheric 
Sciences) have a Joint Tsunami Commission to exchange scientific and 



566 An Anthology of Global Risk

technical information with countries that may be affected by tsunamis. 
The United Nations Educational, Scientific and Cultural Organization 
(UNESCO)’s International Oceanographic Commission (IOC) has a 
Tsunami Programme which includes intergovernmental committees for 
four warning systems (covering the Pacific, Indian Ocean, Caribbean, and 
North East Atlantic and Mediterranean). The IOC has a mandate to develop 
a global Tsunami warning system, but this has not yet been established. 
The International Tsunami Information Centre, associated with the Pacific 
Tsunami Warning and Mitigation System also carries out programmes for 
risk assessment and for local community  education on preparedness.

UNESCO also has a Geohazards Programme, focusing on associated 
 disaster risk reduction, management and mitigation. While its overview 
mentions super- volcanic eruptions as events that can threaten humankind, 
but there doesn’t seem to be any work addressing them in the programme. 

Table 9: Coverage and  gaps in governance for super- volcanic eruptions.

Coverage Extremely limited with a dominant focus on information sharing 
and research collaboration for observation, monitoring and early-
warning. It will largely demand on general global governance 
arrangements for disaster preparedness, resilience and response.

Gaps There are significant gaps in global governance for super- volcanic 
eruptions. There is no global organisation with a mandate to 
manage  volcanic risk, and no standardised international system 
for volcano alert levels. Not all sites are adequately monitored. 
There is little indication of establishment of global norms, e.g. 
around benefit to humanity. Given limited warning time and 
no means of prevention of super- volcanic eruptions, substantial 
attention to preparedness, resilience and response is needed. 
General disaster governance efforts are unlikely to be adequate.

Issues 
requiring 
attention

This is a generally neglected area and underfunded 
area. Sustainability and continuity particularly of non-
intergovernmental arrangements. There do not appear to be the 
same norms around openness and data sharing that there are for 
near-Earth objects, for example WOVODat has a two-year grace 
period for release of new data.
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4. Drivers and Vulnerabilities

Global Catastrophic Risk is not just a reflection of  hazards, but also 
underlying  vulnerabilities. The governance of these  vulnerabilities is 
just as crucial as that of  hazards. Yet the coverage of  vulnerabilities, 
both in  nature and governance, is far less developed. As a starting 
point, we will draw on a listing of different contributors to the collapse 
of previous civilisations.46 Given that previous societal collapses are 
the closest recurring analogues we have to GCRs, this is a prudent step. 
The collapse contributors include environmental degradation, climatic 
change, declining returns on complexity, declining returns on energy, 
inequality, oligarchy, as well as external shocks such as disease, warfare 
and natural disasters. Many of these have already been covered in our 
cartography, including  climate change, (nuclear) warfare, disease, 
and GCR relevant natural disasters. Others, such as complexity and 
returns on energy investment, are too nascent and theoretical to be 
approached directly. This leaves us with environmental degradation, 
inequality and oligarchy. We will subsume oligarchy under inequality 
and address these as the two fundamental drivers of GCRs to be 
examined. 

4.1 Inequality 

Wealth inequality tends to increase inexorably over time47 and has been 
linked to both historical societal collapses,48 as well as other catastrophes 
such as world wars.49 This section will explore inequality both in terms 
of wealth and income inequality within and between countries. There 
are two separate forms of governance covering these areas:

• Equality-inducing measures within international treaties;

• Governance of mechanisms that drive inequality, primarily 
tax avoidance and evasion.

The significant global arrangements for poverty alleviation could also 
be considered as part of international efforts to reduce inequality. This 
includes both Official Development Assistance (ODA) guidelines 
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under the OECD and the international financial institutions involved 
with economic development, such as the World Bank and International 
Monetary Fund. However, the explicit goal of these efforts and 
 infrastructure is poverty alleviation and economic development, not 
the alleviation of poverty. To the contrary, efforts such as structural 
adjustment programmes likely worsened inequality both within 
numerous developing countries and the between developed and 
developing countries.50 Instead, we will focus on mechanisms for equity 
across treaties, and the governance of tax evasion and avoidance.

There is no explicit  international governance of income or wealth 
or income inequality. The closest shadow of direct governance is 
SDG 10 “Reduce inequality within and among countries”.51 While 
the headline is compelling, the targets are ambiguous and do not set 
any concrete objectives or measures. Moreover, the SDGs are a non-
binding declaration lacking any credible mechanism for ensuring 
compliance. 

Equity considerations are split across multiple treaties and bodies. 
It has been integral to most environmental treaties. The CBD,  UNFCCC 
and most other multilateral environmental agreements contain 
numerous capacity-building measures as well as financial support 
provisions for developing countries. This is underpinned by the 
principles of environmental multilateralism as enshrined in the 1992 Rio 
Declaration on Environment and Development. Principle 3  states the 
development must “equitably meet developmental and environmental 
needs of present and future generations”. Principle 5 notes the need 
for poverty eradication to avoid major international disparities and 
principle 6 notes that special priority should be given to developing 
countries. Mechanisms for capacity building and financial transfer are 
not just common across environmental agreements, but also in the areas 
of trade, health and security. 

The international system also has a dedicated system to manage 
drivers of inequality such as tax evasion and avoidance. The United 
Nations Conference on Trade and Development (UNCTAD), OECD, 
G20 and IMF all provide estimates of tax evasion both as revenue base 
erosion and profit sharing. Both the Global Forum on Transparency 
and Exchange of Information for Tax Purposes and the Multilateral 
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Convention on Mutual Administrative Assistance in Tax Matters 
(MCMAATM) provide a platform for the exchange of basic tax 
information.52 The framework is unlikely to stem tax evasion or global 
inequality until more drastic measures, such as global wealth tax, are 
introduced.53

The existing framework to tackle the problem appears to be 
inadequate. By most measures, global inequality is deteriorating. The 
typical measurement of the Gini index suggests that inequality between 
countries has decreased over the past decade over half. In 2000 it was 
approximately 44, but had dropped to 39 by 2016.54 This is largely due 
to the economic rise of major developing countries such as China and 
India. However, the inequality measured by the Gini index has worsened 
within most countries over the past few decades, particularly OECD 
countries.55 Other measurements portray an even worse situation. The 
global wealth share of the top 1% has grown from 25–30% in the 1980s 
to roughly 40% in 2016.56 The real figure is likely to be far worse once 
the hidden treasures of tax havens are considered.57 This is testament 
to the ineffectiveness of the existing patchwork that governs inequality 
internationally. 

Table 10: Coverage and gaps of global wealth inequality.

Coverage Wealth and income inequality is partially covered by the OECD 
centred tax  regime. This has largely been unsuccessful in 
addressing the dynamics which exacerbate wealth inequality such 
as tax evasion and regressive taxation. Many treaties and bodies 
contain provisions for capacity building and equity, but their 
success is dubious. 

Gaps The governance of wealth inequality between and within 
countries is largely a glaring gap in international arrangements.

Issues 
requiring 
attention

The abolition of channels to inequality, such as tax evasion, as 
well as mechanisms to mitigate and reverse wealth and income 
inequality between and within countries. 
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4.2 Ecological collapse

 Fig. 12: Planetary boundaries  regime complex.

The loss of ecosystem services is a loss of humanity’s resilience. Ecological 
is a broad phenomenon and it is difficult to draw clear contours around 
it. We will use the  planetary boundaries framework to focus our analysis. 
The framework puts forward nine key global environmental services 
that constitute a “safe operating space for humanity”:  climate change, 
biodiversity loss, the nitrogen cycle, phosphorous, ocean acidification, 
land use, freshwater, ozone depletion, atmospheric aerosols and 
chemical pollution.58

It would be impossible to depict and analyse all of the agreements 
relevant to the governance of ecological collapse. The International 
Environmental Agreements Database lists “1,300 multilateral 
environmental agreements (MEAs), over 2,200 bilateral environmental 
agreements (BEAs), 250 other environmental agreements, and over 90,000 
individual country ‘membership actions’”.59 Instead, we will examine the 
primary instruments governing each planetary boundary. Climate change 
will be excluded from the analysis, as it has already been investigated. 
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As shown in Figure 4, the governance of ecological collapse is 
fragmented institutions. While the diagram depicts governance clusters 
for each of the  planetary boundaries, this is not the case for many. 
Governance of land-use, freshwater, nitrogen and phosphorous are all 
deeply fragmented with no overarching convention of framework. 

The United Nations Environment Programme (UNEP) acts as the 
coordinator of UN’s multilateral environmental agreements. In practice, 
it has struggled to ensure effective collaboration and action between the 
multitude of agreements.

Most of the governance arrangements are served by the Global 
Environment Facility (GEF). The GEF acts as the primary financier of 
international environmental governance. It is financially replenished every 
four years by its 39 donor country members.60 It covers forests, international 
waters, biodiversity,  climate change, land degradation, chemicals and 
other areas, using a variety of grant and non-grant financial instruments.61

• Biodiversity loss: Biodiversity loss is directly governed by 
the 1992 Convention on Biological Diversity (CBD) and its 
2010 Nagoya Protocol on Access to Genetic Resources and 
the Fair and Equitable Sharing of Benefits Arising From 
Their Utilization to the Convention on Biological Diversity. 
The CBD provides rules and guidance on biodiversity 
monitoring and reporting, management actions and targets 
to reduce biodiversity loss. It is scientifically served by the 
Intergovernmental Panel on Biodiversity and Ecosystem 
Services (IPBES). The biodiversity regime is complemented 
by the trade-focused 1973 Convention on International Trade 
in Endangered Species of Wild Fauna and Flora (CITES) and 
the 1979 Convention on the Conservation of Migratory Species 
of Wild Animals (1979 Bonn Convention).

• Chemical pollution: The  international governance of chemical 
pollution centres upon a trio of treaties: the 2001 Stockholm 
Convention on Persistent Organic Pollutants; the 1989 Basel 
Convention on the Control of Transboundary Movements of 
Hazardous Wastes and Their Disposal; and the 2017 Minamata 
Convention on Mercury. 
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• Ozone: The international  regime is the posterchild for effective 
environmental multilateralism. It is underpinned by the 1985 
The Vienna Convention for the Protection of the Ozone Layer 
and the 1987 Montreal Protocol on Substances That Deplete the 
Ozone Layer. The treaties have been successful in addressing 
the problem of ozone depletion. The use of ozone depleting 
substances has been decreasing over the past two decades. 
Recent satellite data suggests that the hole in the ozone layer is 
now beginning to shrink and recover. This is largely due to the 
Montreal Protocols strong non-party mechanism (restricting 
trade in ozone depleting substances with non-parties) and 
enforcement mechanism. 

• Atmospheric aerosols: The 1979 Convention on Long-Range 
Transboundary Air Pollution (LRTAP) is the primary 
international instrument for regulating sulphur emissions. 

• Nitrogen: There is no explicit governance framework for 
nitrogen. Instead, there are targets relevant to nitrogen 
usage split across multiple multilateral environmental 
agreements. These include emissions targets under the 
UNFCCC (coverage of N2O and Nox), LRTAP (NOx and 
NH3), CBD (excess nutrients reduction to non-detrimental 
level (Aichi Target 8)), HELCOM (Baltic Marine Environment 
Protection Commission — Helsinki Commission), the 
OSPAR Commission (Nitrogen oxides or their transboundary 
fluxes impacting eutrophication), United Nations Economic 
Commission for Europe (UNECE) Water Convention (nitrate 
and nitrite concentrations).62 The diversity and fragmentation 
appears to have hindered efforts. A more integrated regime 
that targets nitrogen pollution origins would be preferable.63

• Phosphorous: Like nitrogen, the governance of phosphorous is 
fragmented. There are also non-legal approaches to governing 
both nitrogen and phosphorous. Foremost is the Global 
Partnership on Nutrient Management under UNEP. 

• Land-use: Land-use governance occurs primarily through a 
duo of legal instruments: the 1994 UN Convention to Combat 
Desertification and the 1971 Ramsar Convention on Wetlands 
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of International Importance. The Ramsar Convention is largely 
a pledge and review system, requiring countries to voluntarily 
submit wetland areas of importance to be regulated under it. 
Both lack effective enforcement and compliance mechanisms. 

• Freshwater: As with phosphorous and nitrogen, there is no 
framework convention or overarching legal instrument to 
govern freshwater usage and pollution. It occurs through a 
patchwork including the UNECE Water Convention and the 
Ramsar Convention. 

While not part of the Planetary Boundaries framework,  population growth 
is a key driver of our collective environment impact. Direct governance 
of  population is almost non-existent. The United Nations Department of 
Economic and Social Affairs (UN DESA) contains a  population division. 
Its role is relegated to demographic research, including  population 
projections and analysis. It has no role in attempting to curb global 
 population growth. Nor does any other UN legal instrument or framework.

Overall, the global governance of phosphorous, nitrogen, atmospheric 
aerosols, and freshwater are the largest gaps in the protection of  planetary 
boundaries. However, other important oversights exist. There is little 
effective, coherent governance across boundaries given their deeply 
interconnected nature. The role of coordination largely falls to UNEP. 
However, as an under-resourced programme under the UN General 
Assembly it has often struggled to effectively fulfil this task. As with  climate 
change, there are no mechanisms to govern tipping-points, early-warning 
signals and the aversion of catastrophic ecological collapses. While there 
is the general international norm of the “precautionary principle” its exact 
meaning and implementation has often been hindered by ambiguity. 

Like inequality, indicators for ecosystem collapse have been 
worsening over time. Ecological footprint per capita has trended steeply 
upwards since 1960, as far back as records go.64 The Living Planet Index, 
a composite measurement for biodiversity, has also been more than 
halved from 1970 to the present day.65 This warning signals suggest that 
despite that the governance of  planetary boundaries while abundant is 
porous and inadequate. 
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Table 11: Coverage and  gaps in governance of  planetary boundaries and 
ecological collapse

Coverage Adaptation and mitigation of ozone-depleting substances are 
effectively governed by the Vienna Convention and Montreal 
Protocol. Biodiversity loss and  climate change are well, but 
ineffectively, covered by the  UNFCCC and CBD  regimes. 
Chemical pollution is partially covered by a cluster of treaties 
including the Stockholm and Basel Conventions. 

Gaps The governance of most  planetary boundaries is currently 
fragmented and focused on mitigation, adaptation and science. 
The governance of phosphorous, nitrogen, atmospheric aerosols, 
and freshwater are all largely neglected. There is little to no 
governance of catastrophic  tipping points, or interactions between 
earth systems. 

Issues 
requiring 
attention

Tail risk treaties across environmental issues, as well as early 
warning and  tipping point responses both within and across 
 planetary boundaries. 

5. The Broader GCR Governance Landscape

5.1 UN governance

The UN contains broader governance arrangements that are relevant for 
GCRs. First and foremost is the UN Office for Disaster Risk Reduction 
(UNDRR), which oversees the implementation of the International Strategy 
for Disaster Reduction. This includes efforts to build resilience, coordinate 
emergency responses to disasters and ensure effective recovery. The Sendai 
Framework for Disaster Risk Reduction 2015–2030 was endorsed by the UN 
General Assembly in 2015 and provides four priorities and seven targets for 
action. However, both UNDRR and the Sendai framework are focused on 
non-GCR, natural  hazards. Their efficacy and mandate in reducing GCRs is 
questionable. It was preceded by the Hyogo Framework for Action, which 
covered  disaster risk reduction guidance for the decade of 2005–2015. 

Disaster management splintered across a wide range of bodies 
including WMO and WHO. The WHO includes decisions and frameworks 
for disease outbreaks, risks in emergencies, poisoning, displaced peoples, 
complex emergencies (caused by warfare or the large-scale movement of 
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people) and other areas. The United Nations Educational, Scientific and 
Cultural Organisation (UNESCO) contains numerous programmes to 
assist countries in reducing both climate and disaster risk. These include 
activities on geohazard risk reduction, water  hazard risk reduction, 
school safety, tsunamis,  disaster risk reduction in UNESCO designated 
sites and crisis management and post-crisis transitions. Actions in these 
areas focus on knowledge provision and capacity building. 

There has been nascent, unsuccessful discussion of introducing 
intergenerational governance mechanisms into the UN. This includes 
the 2012 push for an Ombudsman for Future Generations (to be 
located under the Secretary General) at the Rio+20  negotiations and 
the Secretary General’s 2013 report on “Intergenerational Solidarity and 
the Needs of Future Generations”. The former was unsuccessful and 
the latter is a non-binding review. Successfully introduced mechanisms 
for intergenerational governance in the UN could have profound 
implications for GCR management and  foresight under the UN. 

Table 12: Coverage and  gaps in governance of catastrophic risk by the 
United Nations.

Coverage The UN broadly covers disaster risk through the UNDRR and 
Sendai framework. While these incorporate preparedness, 
emergency response and risk reduction, they are primarily 
focused towards natural disasters. The UN Security Council has 
the mandate to cover risk reduction and response for conflict-
based risks.

Gaps Foresight of GCRs and existential risks, as well as preparedness, 
response and recovery to worst-case scenarios, and risk reduction 
and response for and across anthropogenic GCRs are all lacking. 

Issues 
requiring 
attention

Mechanisms to coordinate  foresight, recovery, response and 
reduction of GCR, particularly anthropogenic risks. 

5.2 Transnational governance

Taking an appropriately broad perspective on what is encompassed by 
global governance (as outlined in Section 2), there are various actors 
and activities beyond formal inter-governmental arrangements. Those 
significant for the global governance of GCRs include:



576 An Anthology of Global Risk

5.2.1 Individual experts and communities of expertise 

For all GCRs a key need is for greater understanding about the risks 
and prevention, mitigation and response options. There is, therefore, a 
substantial need for contributions from a range of experts to address 
these areas. While some international organisations and treaty processes 
— and national delegations engaging with them — have some in-house 
expertise, this is not always the case and may well be insufficient, 
particularly when it comes to more extreme risk scenarios.

In some GCR governance  regimes experts are quite well integrated 
in inter-governmental arrangements at various levels of formality (for 
example, in protection of human, animal and plant health). In others, 
clear spaces have formed in which expert communities play a key 
support role and help to address gaps (for example, in science and 
 technology reviews associated with the Biological and Toxin Weapons 
Convention). In yet other  regimes, inter-governmental activity is very 
limited and expert communities form the core of global governance 
efforts (for example, in the area of super- volcanic eruptions). 

Expertise may be provided on an individual basis or collectively 
through a representative organisation (such as a scientific academy) 
or through participation in collaborative networks (such as laboratory 
networks supporting the work of the World Health Organization). 

An extensive range of disciplinary and practical experience and 
expertise is needed for effective governance of GCRs. Careful consideration 
of how to bring knowledge together across fields and integrate it in 
governance activities is needed, and there is substantial scope for further 
research and practical action in this regard. This needs to be worked out 
— and exercised — well in advance of potentially catastrophic events 
otherwise interventions are more likely to fail. (For example, the lack of 
integration of social science in international responses to the 2014 Ebola 
outbreak has been recognised as a key failure point).66

The role of experts in global governance is not unproblematic. There 
need to be ways of assuring quality, relevance and legitimacy of expertise 
— which can be assisted, for example, by use of peer networks. Setting 
particular standards for qualifications and level of experience can be 
useful, but can also privilege participation by certain groups and limit 
representativeness. Transparency about potential conflicts of interest is 
also important. Sometimes relationships between expert communities and 
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formal governance processes are difficult; as at other levels, international 
policy making is not always evidence-based and policy-makers can 
have unrealistic expectations about expert input, e.g. expecting a level 
of certainty that is not achievable. Resourcing of expert communities 
can also present challenges; being transparent about funding sources is 
important, and political difficulties could arise where one particular  state 
or agency is the main source of support for a group. Some expert groups 
will be disadvantaged by lower levels of funding and access to other 
resources such as facilities, equipment or data. As identified in some of 
the  regime summaries, there is also a need to be alert to the sustainability 
of governance efforts where they rely heavily on expert activities and to 
have contingency plans should a key funding source be withdrawn.

5.3.2 Civil Society Organisations (CSOs) 

CSOs also perform valuable roles in relation to GCRs governance, some 
of which we highlight here (with further examples provided in some of 
the  regime summaries):

• Form the basis for transformative global campaigns to address 
particular GCRs —  the role of the International Campaign for 
the Abolition of Nuclear Weapons in advancing negotiations 
towards the 2017 Treaty on the Prohibition of Nuclear Weapons 
is a prominent recent example.

• Provide a route of connection from the local to global levels both 
in bringing citizens’ concerns to the attention of international 
bodies and in connecting international governance initiatives 
back to local action. (For example, this can be seen in the 
connection between local communities and the work of the 
UN Office for Disaster Risk Reduction in the Community 
Practitioners Platform for Resilience).67

• Provide global connectivity between groups with  aligned 
interests and concerns, amplifying their ability to effect action 
transnationally. Examples include the Global Fossil Fuels 
Divestment Movement,68 and the Mayors for Peace initiative, 
which brings together over 7,800 cities worldwide to engage 
citizens in pursuit of nuclear disarmament.69
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5.3.3 Industry organisations and transnational corporations

Companies also have a significant role to play in global governance. This 
is frequently perceived / portrayed negatively because it often relates 
to pursuit of private commercial interests above wider global benefits 
(and there are some notable cases of this). However, it is important not 
to exclude such organisations from GCR governance efforts, although 
it may be necessary to moderate their influence. They are impacted 
by global governance, and they can have significant influence on it. If 
designed well, governance arrangements might motivate companies’ 
contributions to GCR prevention and response. 

One model for such action is the UN Global Compact: this invites 
companies to  align their behaviour with international principles 
and goals in human rights, sustainable development, and social and 
environmental protection. It currently has participation from over 9,500 
companies worldwide. Such a model could be used to raise awareness 
among companies about GCRs and the behaviours they might adopt to 
help to address, or at least avoid contributing to such risks.

Companies may engage with global governance on an individual 
basis or collectively — often through industry organisations. They can 
play a key role in international standard-setting and in harmonisation 
and interoperability efforts that extend industry-wide. Such work 
might help to address some  gaps in GCR governance, and as with other 
transnational actors, they may be able to motivate  state action to address 
particular issues in a timely manner. 

The re-insurance industry also has key interests in disaster prevention, 
resilience, response and recovery, and is another significant actor within 
GCR governance efforts.

5.3.4 Media organisations

Media organisations are not necessarily deliberate actors in global 
governance but they can have significant influence on it and a have a key role 
in GCR governance in terms of communication and public understanding. 
This role and how it can function constructively during catastrophic events 
needs to be better understood. Some international organisations provide 
guidance and/or training on communication during crises (these tend to 
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be aimed at their staff rather than toward media organisations) and have 
media offices. The UN Office for Disaster Risk Reduction has some relevant 
initiatives, including a Global Media Network for Disaster Risk Reduction 
and a Guide for Journalists Covering Disaster Risk Reduction: Disaster 
through a Different Lens; however, further global guidance developed 
by and for media organisations around responsible communication and 
good practice in disaster reporting could have great value. This situation 
is, of course, complicated by extensive use of social media and continued 
research efforts in this area are needed, alongside general work to increase 
public understanding of risk and awareness of misinformation.

There is substantial scope for improving knowledge and 
understanding about the full range of transnational governance actors 
and activities that can support GCR governance, building towards 
recommended actions to enhance and sustain their contributions. 

5.3.5 Areas for future research 

• More detailed mapping / database of transnational actors 
across the GCR governance space;

• Case studies of effective practice and areas for shared learning 
across regimes;

• Legitimacy of transnational actors in global governance;

• Priority which should be given to transnational governance 
activities within GCR governance; 

• Whether there is a relationship between higher levels of 
transnational actors and activities and effectiveness of 
governance;

• Whether there is a need to be concerned about areas in which 
transnational actors dominate GCR governance efforts.
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6. Recommendations: Is the International Governance 
of GCRs Fit for Purpose?

 Fig. 13: The gap gradients in global GCR governance.

 Fig. 14: Gap gradient summary description.

Figure 12 provides an overview of the  gaps in different areas of 
governance (the larger the red icon the more significant and pressing 
the gap). Figure 13 delivers an overview of the  state of the gaps in the 
different governance areas. This, combined with the summary boxes 
for each  hazard and driver, provides a detailed guide to the strengths 
and weaknesses of coverage and areas of neglect for each area of GCR 
governance. This is a high-level overview of the landscape of GCR 
governance. Each of these areas, particularly larger areas such as 
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ecological collapse and  climate change, would require extensive reports 
of their own to provide a comprehensive analysis. 

Something that has not been possible to assess but which may form 
a vital component of global GCRs governance is the extent to which 
intelligence agencies cooperate to share information relevant to emerging 
risks, and whether there are particular actions that might be taken both 
to improve such coordination and enable some of the information to be 
shared with other  international governance actors.

We suggest the following steps to help advance the  state of global 
GCR governance and fill the  gaps:

• Work to identify instruments and policies that can address 
multiple risks and drivers in tandem;

• Closer research into the relationship between drivers and 
hazards to create a deeper understanding of our “civilisational 
boundaries”. This should include an understanding of tipping 
points and zones of uncertainty within each governance 
problem area;

• Exploration of the potential for “ tail risk treaties”: agreements 
that swiftly ramp-up action in the face of early warning signal 
of catastrophic change (particularly for environmental GCRs);

• Closer examination on the coordination and conflict between 
different GCR governance areas. If there are areas where 
acting on one GCR could detrimentally impact another, then 
a UN-system-wide coordination body could be a useful 
resource.

• Further work on building the  foresight and oversight capacities 
of the UN for GCRs. More information is needed to investigate 
whether and on what basis comparison can be made between 
different areas of GCRs governance in order to prioritise efforts 
to address gaps. Improving general global preparedness, 
resilience and response efforts seems an obvious priority 
because it will contribute to addressing multiple GCRs. 
However, it is less clear how to prioritise between specific 
actions that address particular gaps for individual risks.
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20. The Stepping Stones 
Approach to Nuclear 

Disarmament Diplomacy1

 Paul Ingram

Highlights:

• This chapter provides a personal and reflective account 
of the author’s efforts in the field of nuclear disarmament 
diplomacy. It focuses on the development of the Stepping 
Stones Approach.

• The Stepping Stones Approach is an iterative approach that 
starts from the point of radical visions for the future, striving 
towards common security and greater collaboration. Through 
dialogue and the iterative development of proposals and 
agreements, the approach builds towards incremental action. 

• The Stepping Stones Approach is an effort to transform 
diplomacy away from zero-sum confrontational and positional 
negotiation, towards more adaptable and exploratory 
engagements. It uses a form of incrementalism to develop 
ambitious proposals for change. It has emerged because power 
in the international system in relation to nuclear diplomacy is 
highly concentrated in the hands of the nuclear armed states. 

• The approach may well carry lessons for other fields of 
catastrophic risk —  where extant modes of political or 
institutional engagement are frustrated by power competition, 
political disagreement or seemingly irreconcilable priorities. 

© 2024 Paul Ingram, CC BY-NC 4.0  https://doi.org/10.11647/OBP.0360.20
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This chapter was specially written for this volume and sets out a 
roadmap for how change can be enacted in contested global diplomatic 
efforts to respond to extreme global risk. A further guide to engaging 
with policy-makers and stakeholders is contained in Chapter 18. 

Introduction

The Stepping Stones Approach (the Approach) was developed by the 
author and first adopted by a coalition of sixteen governments in June 
2019 in order to break the deadlock in nuclear disarmament diplomacy. 

The Approach arises out of frustration and some desperation. The 
ambition for complete nuclear disarmament is articulated in Article VI 
of the nuclear Non-proliferation Treaty (NPT), as well as the more recent 
Treaty for the Prohibition of Nuclear Weapons.2 Yet all nine nuclear 
armed  states are modernising their  nuclear weapons. Having exercised 
significant strategic restraint, China is now expanding its arsenal.3 There 
is a well-established US view that strategic competition and  war with 
China may well be inevitable.4

The international community last agreed to an integrated nuclear 
disarmament strategy at the 2010 NPT Review Conference.5 This 
opened the door to three international conferences on humanitarian 
consequences of  nuclear weapons in 2013–14 and indirectly to 
 negotiations on the Treaty for the Prohibition of Nuclear Weapons 
(TPNW) adopted on 7th July 2017.6 As of November 2022 this treaty 
had 91 signatories and 68  state parties, but no nuclear armed  states or 
any state in alliance with one.7 This may have turned up the heat but 
progress on achieving actual disarmament has been absent.

Most efforts to drive disarmament diplomacy tend to focus on the 
dangers,  ethics and legal obligations arising from previous agreements, 
but fail to account sufficiently for the attachment to the security and 
influence that  nuclear weapons are perceived to convey. These in turn 
are built upon assumptions that bear some scrutiny. These include that 
possession and threat delivers effective and unique deterrence, that the 
risk is acceptable, that great powers have responsibilities to control global 
outcomes, and that strategic competitors will contemplate extreme 
measures for advantage. Successful moves to drive disarmament require 
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 states to address these competing assumptions and commitments, and 
to find alternative less dangerous means to achieve their objectives.8 

When entering international  nuclear weapon  negotiations, officials 
prepare for a confrontational experience as they weigh up their 
opposition and the competing interests involved. More often than not 
they carry a scepticism around the prospects for progress. The Approach 
seeks to change this negotiating culture. It involves officials seeking out 
opportunities to explore possible futures as a means to collect ideas 
for early interventions, even as they accept the complexities that resist 
solutions. These ideas are then used to prompt open dialogue between key 
stakeholders with a view to attempting to settle on early, modest action. 

Taking a systems view of change, the Approach grew out of a desire 
to escape polarised debate and build concrete improvements in nuclear 
disarmament diplomacy. The Approach arises out of an awareness that 
 states co-exist in interdependent common security relationships, and 
that efforts to improve relationship and reduce fear benefit security. 
It thus draws  states into a process that moves towards an alternative 
paradigm of common security.9

This chapter begins by explaining the method of the Stepping Stones 
Approach. It then outlines the essential ingredients of the associated 
culture, based upon an appreciation of:

• systems, emergence and complexity;

• polarity management in which binaries that drive conflict 
come to be seen as framings that can brings people together; 
and

• relationship and process being critical to outcomes. 

1. The Method

The Approach involves a number of elements or steps in a  non-linear 
iterative process (illustrated in Figure 1):

1. Radical visions for the future, striving towards common 
security and greater collaboration.

2. Analysis, acceptance, and pluralism, understanding the 
complexities using an inclusive dialogue.
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3. Proposals and dialogue, view to triggering further iterations 
of proposals and ideas.

4. Early, modest action that is incremental, usually taken by 
nuclear weapon states.

5. Review, evaluate and adapt, as transformation emerges in a 
non-linear and unpredictable manner.

 Fig. 1: Diagram of the Approach.

1.1 Visions for the future

The Approach starts much like any strategy, contemplating the desired 
qualities of the world we seek to inhabit. But this is not a settling on 
a particular outcome. Effective and sustainable action comes from 
inspiration around potential futures rather than a rejection of the 
present. The Approach encourages those looking for change to develop 
and communicate constructive visions for how things could be, but to 
hold them lightly. If we attach too strongly to a particular vision we are 
very likely to seek the means to drive the system in our direction, to be 
inflexible and to drive conflict with others who do not share it or our 
perspective. These visions are not manifestos, commitments, or targets, 
but rather guide-stars — ideas that help develop and communicate a 

1. Radical visions...

2.Analysis,...

3. Proposals...

4. Early modest...

5.Review...
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desirable direction of travel, elements of progress and thee values that 
underpin them. They will adapt as the international context evolves, 
as we discover new directions that could better meet our collective 
objectives. An important challenge when we engage in such visioning is 
to retain that sense of adaptability.

T alking about the visions helps us better communicate with each 
other about our shared purpose and values and assists in the exploration 
of initial steps in those directions. By distinguishing those visions from 
the more modest immediate policy actions that are to be implemented 
in the immediate term, we can draw the sting from some of the conflicts 
that stymie progress and give explicit encouragement to those who 
advocate radical visions.

When we advocate for common values such as equity,  justice, human 
rights, and responsive governance we need to do so from a place of 
openness and respect, understanding and owning our own failings and 
drawing the other into dialogue. This search for common ground in 
fundamental values lies at the heart of international society. Genuine 
and admirable attempts have been made in the last century to articulate 
and develop such values, formalised after World War II in the Charter 
of the United Nations and the Universal Declaration of Human Rights, 
and more recently in the UN’s Sustainable Development Goals for 2030.10 
Recognition of the power of shared values is a critical lubricant in the 
machinery of international dialogue that is weakened most by cynicism 
or the view that there only exists self-interest. 

1.2 Analysis and acceptance of the situation, adopting 
pluralism

The Approach has at its core an appreciation of the contribution  diversity 
has to sustainable change when engaging stakeholders, an acceptance of 
the complexities involved and a resistance to the ubiquitous temptation 
to over-simplify and rush to judgement. 11 Decisions are stronger, richer, 
and more sustainable when a variety of perspectives are engaged. 

Seeking out and engaging with  diverse views is an antidote to the 
righteous group-think tendencies and confirmation bias that so often 
harms genuine dialogue and effective policy creation.12 No one person 
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or  state has a monopoly on the truth, which is dynamic, multi-faceted, 
with tensions, polarities, and contradictions.

If nuclear disarmament is to come from diplomacy and improvements 
to global security, it will require constructive and voluntary steps by 
the  nuclear weapon  states, taken in good faith and with confidence. 
Disarmament proposals made in this context must be considered in 
relation to existing nuclear deterrence postures.

Pursuit of a belief in disarmament or deterrence in a dogged and 
inflexible manner will often trigger resistance. Many people believe 
disarmament is the most effective, long-term solution to improving 
global security. Indeed, reducing the role of  nuclear weapons in national 
security strategies is central to the Stockholm Initiative, and necessary 
for progress in nuclear disarmament. This is based upon the belief that 
moves to reduce reliance on nuclear deterrence can send positive signals 
of intent to improve strategic relationships and reduce  nuclear risks. 

This agenda also appears to have been the most challenging part of 
the Initiative’s agenda for some of the  nuclear weapon  states in private 
consultations, even as they have supported the Initiative as a whole and 
have similar objectives in their national nuclear postures.13 Some within 
the  nuclear weapon  states believe that reductions in nuclear salience at 
a time of strategic competition can damage nuclear deterrence because 
they could be interpreted as weakening resolve for nuclear use, and thus 
could perversely increase  nuclear risks by emboldening aggression. 
They believe that reduced nuclear salience needs to follow improved 
strategic relationships between nuclear armed  states, rather than seek 
to improve relationships by reducing nuclear salience within strategic 
defence postures first. This is reflected in their focus upon what they 
describe as creating a strategic environment conducive to nuclear 
disarmament.14 

T he disagreement between these two positions should not be 
understated, but there is scope for progress when we acknowledge the 
strengths and weaknesses of both. This will not resolve the contradiction 
but will encourage those participating to pay attention to others, to the 
evidence, and a wider variation of possibility. After all, the objective of 
security is shared

Whilst outright confrontation is usually counterproductive, the 
Approach does involve drawing attention to some of the  nuclear weapon 
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 states most dangerous and escalatory behaviours and encouraging them 
to engage in open and respectful discussion about these actions as a first 
step on the road towards disarmament. This might include, for example, 
the policy of launch-under-attack, which many believe presents the 
greatest risk of nuclear exchange arising from a false alarm on the basis 
that credible warnings of incoming long-range missiles create a use-
them-or-lose-them situation.15 

1.3 Proposals and dialogue

Trust and confidence take time to build up, and  state representatives 
need to feel their nation’s concerns and priorities are heard and respected 
in the process, enabling them to witness the mutual benefits that can 
arise before they are willing to invest further in shared governance. 
Proposals therefore need to account for the interests and perspectives 
of all main stakeholders with a view to drawing them into dialogue, 
an open process that involves joint exploration of the landscape and 
possible improvements that could be attempted. Proposals are best 
tabled as invitations to explore and participate. If a  state responds with a 
counter-proposal, that itself is a recognition of the process and a success. 
Engaging constructively with such a counter-proposal and seeking to 
integrate core objectives is the stuff of successful diplomacy.

When considering steps to progress disarmament we need to 
understand the drivers behind the dysfunctional relationships that 
underpin nuclear deterrence rather than continue attempting to keep 
the lid on the situation.16 We do well when we draw states that challenge 
us into a process that involves patient attempts to develop mutual 
respect and genuine attempts to break the cycles of violence. 

1.4 Practical, incremental action

The Approach involves taking early practical steps with the  intention 
of building momentum, understanding that there will be dead ends 
and false starts. In complex environments, even very small steps can 
have unpredictable impacts upon other parts of the landscape that can 
then open up new challenges and opportunities. The four statesmen 
that reignited interest in global nuclear disarmament amongst the elites 
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within  nuclear weapon  states, Schultz, Perry, Kissinger and Nunn, 
used the analogy of climbing a mountain in their seminal letter to 
the Wall Street Journal in January 2007.17 When ascending the slopes, 
a climber sees new opportunities and challenges as they gain height. 
Unfortunately, we seem to have fallen down several crevasses in the last 
decade. As a result, confidence in the step-by-step approach has been 
damaged.

We could see ourselves as existing in a metaphorical landscape of 
peaks and valleys, and efforts to shift to another dynamic equilibrium 
in a new valley takes larger nudges, or a series of small ones, because 
of the negative feedback loops that return our systems to the status 
quo and keep them stable. We might imagine a multitude of potential 
equilibrium points within international strategic relations.18 In terms of 
the Approach, we need to consider individual stepping stones in their 
own right, but it will take implementing a series of them, likely in a 
number of areas, to unlock stickiness in the system and achieve sustained 
progress towards nuclear disarmament. We have to expect resistance, 
failures that take us back to an equilibrium we were hoping to shift. But 
when we build momentum we have a hope of driving lasting change.

1.5 Adapt as events unfold, engage with emergence

The Approach involves improvements, not solutions. As we achieve 
them, further possible improvements will emerge. It is a feature of the 
process that transformation emerges in a  non-linear and unpredictable 
manner — emergent change.19 

The Approach is more likely to be successful if all parties see 
the dialogue as a shared learning process that involves concrete 
implementation by the  nuclear weapon  states. The diagram below is a 
representation of a learning cycle involved in nuclear diplomacy and 
implementation, reflecting the fact that the changes themselves (to the 
right half of Figure 2, in blue) will happen nationally within those  states 
that possess  nuclear weapons.



 59520. The Stepping Stones Approach to Nuclear Disarmament Diplomacy

 Fig. 2: The learning cycle involved in nuclear diplomacy and implementation.

2. Essentials Behind the Approach 

2.1 It takes appreciation of complexity and emergence

Complex and chaotic systems display emergent properties. Their wicked 
problems demand, “an approach that requires experimentation and the 
capacity to allow a path forward to emerge over time — the common 
cause-and-effect thinking and tools that leaders use to fix problems don’t 
create the results they expect”.20 Objectives appear contradictory, are 
impossible to fully comprehend, and defy efforts to simplify or to control.21

Signals and reactions can be unpredictable. For example, significant 
disarmament moves can signal a confidence in the future and reduced 
threat, encouraging competitors to relax and de-escalate. On the other 
hand, they can be interpreted as demonstrating less resolve or even 
weakness, encouraging an assertive competitor to move into the space 
created. Clarity and consistency of messaging reduces the possibility 
of misinterpretation but does not eradicate it. It helps to ensure our 
analysis and actions considers the broader context, the imperfections, 
unintended consequences, our political and cognitive distortions, and 
the likely systems failures. It requires a humility rarely displayed by 
leaderships and underappreciated by their publics. The complexities 
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and uncertainties are a powerful reason to proceed with sensitivity to 
the feedback signals, but also with confidence that making interventions 
enables learning and growth within the system.

The Approach is not a conventional strategy, planning and then 
implementing steps. The vision and the steps emerge and adapt as we 
interact. This requires of us that we recognise that we, individually and 
collectively, are not in control of outcomes, and that we are engaged 
in a learning cycle. It means that we have to be more flexible with our 
personal or political attachments to particular outcomes. 

When engaging with complex, emergent systems the attempt to 
grip and take control can exacerbate the conflict. People often think, for 
example, that the most effective negotiating strategy is first to build up 
one’s own bargaining position by accumulating assets or positions that 
can later be traded, or through sheer force of argument, and developing 
a hard reputation for inflexibility. Sometimes this strategy can drag out 
the start of serious  negotiations for many years as antagonists square off 
against one another, issue threats and impose penalties.22 In contrast, the 
adaptive and collaborative exploration of possibilities opens up unforeseen 
possibilities and increases the chance of serving the common interest.

2.2 Working across polarities as a strategy

The Approach is designed to steer global collaboration on the nuclear 
disarmament agenda, for which there is an agreed but stalled programme 
of action.23 It seeks to answer the “how” in terms of effective diplomacy 
and engagement. The “what”, its agenda, is co-created in the process. 24 

People often use rational argument, manipulate evidence, incentives 
and emotion, threaten or punish to build support for their preferred 
solutions. This can descend into a simple trial of strength. We externalise 
blame, express our anger, and feel the righteousness of our beliefs.25 We 
often believe conflict is necessary to resolve disputes, and we institutionalise 
it across many arenas in life (such as democratic debate, in the courts, or 
generally asserting our interests). This can drop into a perpetual cycle of 
conflict between entrenched positions. These approaches to change are 
particularly ineffective when pursued from a position of weakness, as 
those with greater power usually use that power to protect the status quo. 
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But even they can attract fierce resistance when they attempt to exert their 
will, such that any benefit is degraded or eliminated. 

We often observe the tendency for complex situations to exhibit two 
or more polarities in tension with one another, each with advantages 
and disadvantages for people within the community, but that do not 
exist in isolation.26 Too often people pick a solution from one or other 
polarity, when the challenge is about managing the dynamic balance. 
When people and  states surface and acknowledge the tensions between 
the polarities, it can strengthen dialogue and understanding without 
requiring people to switch their position or even to compromise. We see 
our perspective within a broader context and deepens an appreciation 
of the dynamic nature of the system as it changes over time. One such 
example of polarity is transparency and ambiguity.

2.2.1 Transparency and ambiguity

Transparency over nuclear arsenals, doctrine and intentions impacts 
international stability and builds trust, but sits uncomfortably with 
ambiguity in nuclear deterrence. Clarity and active management 
of strategic relationships can reduce  nuclear risk arising from 
misunderstanding or misperception. Alongside inspections and 
verification, it is an essential ingredient of multilateral nuclear 
diplomacy and arms control. Transparency shows respect for others, 
brings trust and stability, and enables others to become friendly critics 
rather than hostile challengers. It reduces the risks of strategic surprise, 
builds confidence, and thereby facilitates lower defence spending. 
Greater transparency also facilitates communication of genuine intent 
and resolve when necessary.

On the negative side, transparency over nuclear use may give comfort 
to aggressors if they believe that smaller transgressions would go 
unpunished, or force one’s own hand when they break red lines. Being 
open about deployments can  expose them to action that neutralises their 
impact, or  expose one’s own weaknesses and  vulnerabilities. Reversal of 
transparency in crisis might further escalate tensions at sensitive moments. 

The perceived benefits of secrecy and ambiguity are so strong that 
they are the default behaviour of many governments.27 Military leaders 
often oppose formal statements that limit options before a crisis. Some 
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think them naïve as they vanish under existential crisis.28 Ambiguity 
delivers doubt in the minds of an aggressor and complicates their 
strategic planning. Opacity might deliver some additional deterrence 
against other unspecified threats, or broader influence over international 
outcomes. Ambiguity can come at considerable additional cost. A 
government insisting all options remain on the table, for example, 
invites strong push back and damages international law when it implies 
a willingness to operate beyond it. Ambiguity can undermine confidence 
of allies, undermine global diplomacy, and can suggest an indefinite 
and inflexible attachment to nuclear deterrence. 

These features are summarised in the table below:

Table 1: An overview of the positives and negatives of transparency and 
ambiguity in nuclear diplomacy.

TRANSPARENCY AMBIGUITY
Positives

Provides trust, clarity and 
confidence

Facilitates collective understanding 
& management of strategic 

relationships

Clearer signalling

Essential ingredient of nuclear 
diplomacy and arms control 

Shows respect for international 
community

Positives

Freedom of action in crisis

Maximises return from investment

Doubt in the minds of aggressors, 
complicating their calculations

Delivers additional deterrence/
influence

Negatives

Gives comfort to aggressors 
operating under the red line

Force own hand when aggression 
above the line

Gives away valuable strategic info

Reversals in transparency in crises 
could escalate the conflict

Lack of credibility in making 
peacetime promises

Negatives

Higher risk of misunderstanding/
misperception

Invites strong responses

Damages international law/
cooperation

Undermines allies’ confidence

Is an obstacle to disarmament 
and signals an apparent indefinite 

commitment to deterrence
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Understanding and exploring in good faith the positives and negatives 
of the two polarities of transparency and ambiguity enables a more 
nuanced discussion of the options, and a recognition that this is more 
about managing objectives in tension rather than the ideological 
struggles these debates are often characterised as.

2.3 Attention to process and relationship

In addition, the Approach involves diplomats paying as much attention 
to the process of disarmament diplomacy as to its content, establishing 
and deepening the interpersonal relationships with officials from 
other  states, particularly those with competing interests or different 
perspectives.29 Paying attention to and valuing those interconnections, 
building trust, confidence and understanding, even in the face of 
challenging dynamics and conflicting interests and ideologies, are 
critical steps in finding breakthroughs.

Whilst those using the Approach individually or collectively may have 
particularly high hopes and radical ambition, it involves a pragmatic, 
collective, respectful and adaptive learning cycle. The Approach seeks 
to draw the  nuclear weapon  states into a progression of steps they can 
consent to. It respects and values everyone’s perspective recognising 
that when people engage fully, many of the underlying objectives are 
already met. It encourages  states to hold their positions less tightly and 
see the broader context within which they and their neighbours co-exist. 

Conclusion

The Stepping Stones Approach is an effort to transform diplomacy 
away from zero-sum confrontational and positional  negotiation, 
towards more adaptable and exploratory engagements. It uses a form 
of incrementalism to develop ambitious proposals for change. It has 
emerged because power in the international system in relation to 
nuclear diplomacy is highly concentrated in the hands of the nuclear 
armed  states, who have not delivered the level of progress envisaged 
in the 2010 Action Plan. There is only so far that appeals delivered as 
speeches in intergovernmental conferences can go before people start 
looking for other approaches. Yet, when power is concentrated, it does 
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not generally pay for the less powerful to force the issue, but rather to 
draw those with power into a process whereby all come to recognise 
the improvements to the system as a whole. Progress on nuclear 
disarmament is an imperative to our collective survival, and yet is not 
happening. It may become increasingly critical as other stresses on 
systems of global governance rise. The evolution of those systems, and 
the cultures that support them, needs to speed up significantly, and the 
Stepping Stones Approach is just one attempt to do so.
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Highlights:

• Expectations around future capabilities of  Lethal Autonomous 
Weapons Systems (LAWS) have raised concerns for military 
risks, ethics, and accountability. The UK’s position has 
attempted to address these concerns through a focused look 
at the weapons review process, human-machine teaming (or 
“meaningful human control”), and the ability of autonomous 
systems to adhere to the Rules of Engagement. 

• Further, the UK has stated that the existing governance 
structures — both domestic and international — around 
weapons systems are sufficient to deal with concerns around 
the development, deployment, and accountability for 
emerging LAWS, with no need for novel agreements on the 
control of these weapons systems. 

• In an effort to better understand and test the UK’s position 
on LAWS, the CSER ran a research project that interviewed 
experts in multiple relevant organisations, structured around 
a mock parliamentary inquiry of a hypothetical LAWS-related 
civilian death. 
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• The responses highlighted different conceptions of 
future systems, which were sometimes complementary 
but sometimes contradictory, as well as challenges and 
accountability measures. They have provided rich “on the 
ground” perspectives and highlight the very wide range of 
intervention points where humans are expected, and should 
be supported, to make decisions that enable legal, safe, and 
ethical weapon systems. These all need to be considered by 
any military that is considering acquisition and deployment of 
autonomous and semi-autonomous weapon systems.

This chapter was initially presented as a workshop paper in 2020. Using 
expert interviews and scenarios, the chapter provides an empirically 
informed account of the multiple points at which meaningful human 
oversight and control of autonomous weapons ought to be exercised. 
Similar methodological approaches are presented in several chapters of 
this volume, including 8, 16 and 14. 

1. Introduction

With the increasing integration of digital capabilities in military 
technologies, many spheres of the public — from academics to policy-
makers to legal experts to nonprofit organisations — have voiced 
concerns about the governance of more “autonomous” weapons systems. 
The question of whether autonomous weapons systems pose novel risks 
to the integrity of governance, especially as it depends so heavily on 
the concept of human control, responsibility, and accountability, has 
become central to the conversations. 

The United Kingdom (UK) has posited that lethal autonomous 
weapons ( LAWS), in their current and foreseeable form, do not introduce 
weaknesses in governance; existing governance and accountability 
systems are sufficient to manage the research, development, and 
deployment of such systems and the most important thing we can do is 
focus on improving our human-machine teaming. Our research project 
seeks to test this theory by asking: with the introduction of increasingly 
autonomous agents in  war (lethal autonomous weapons/ LAWS), are 
the current governance structures (legal, organisational, social) in fact 
sufficient for retaining appropriate governance and accountability in 
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the UK MoD? By attempting to confront strengths and weaknesses of 
existing governance systems as they apply to  LAWS through a mock 
parliamentary inquiry, the project uncovers opportunities for governance 
improvements within Western military systems, such as the UK.

2. Background

Computers and algorithms are playing a larger and larger role in modern 
warfare. Starting around 2007 with writings by Noel Sharkey, a roboticist 
who heavily discusses the reality of robot  war, members of the research 
community have argued that the transition in military  technology research, 
development, and acquisition to more autonomous systems has significant, 
yet largely ignored, moral implications for how effectively  states can 
implement the laws of war.1 Segments of this community are concerned 
with the  ethics of decision-making by autonomous systems, while other 
segments believe the key concern is regarding accountability: how 
responsibility for mistakes is to be allocated and punished. Other concerns 
raised in this context, e.g. the effects of autonomous weapon systems on the 
likelihood of  war, proliferation to  non- state actors, and  strategic stability, 
are beyond the scope of this brief, though they also merit attention.

2.1 UK position on LAWS

The United Kingdom’s representatives at the UN Group of Governmental 
Experts (GGE) on Lethal Autonomous Weapon Systems ( LAWS) have 
stated that the UK believes the discussions should “continue to focus 
on the need for human control over weapon systems and that the 
GGE should seek agreement on what elements of control over weapon 
systems should be retained by humans”.2 The UK, along with other 
actors, such as the United States, believe that a full ban on  LAWS could be 
counterproductive, and that there are existing governance structures in 
place to provide appropriate oversight over the research, development, 
and deployment of  automated weapons systems:

…[T]he UK already operates a robust framework for ensuring that any 
new weapon or weapon system can be used legally under IHL. New 
weapons and weapons systems are conceived and created to fulfil a 
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specific requirement and are tested for compliance with international 
law obligations at several stages of development.3

The UK is also interested in a “ technology-agnostic” focus on human 
control because it believes that it will “enable particular attention to 
be paid to the key elements influencing legal, ethical and technical 
considerations of  LAWS”, as opposed to “debated definitions and 
characteristics” which, ultimately, may “never reach consensus”. 
The position emphasises that taking a “human-centric, through-life” 
approach would enable human control to be considered at various 
stages and from multiple perspectives. This includes across all 
Defense Lines of Development, the acquisition of weapons systems, 
and their deployment and operation. It is the UK’s position that the 
existing institutional  infrastructure builds-in accountability measures 
throughout the weapon system lifecycle.

3. Methodology

In order to stress-test the governance and accountability structures that 
exist for UK weapon systems, and how they would apply to  LAWS, we 
developed a hypothetical future scenario in which a UK  LAWS kills a 
civilian during an extraction mission in Egypt. In order to ensure a level 
of feasibility and accuracy of construction, the scenario was built based 
on a wargaming scenario publicly published by RAND.4 We then ran 
a facilitated role-play exercise based on our modified scenario with an 
initial group of Cambridge-based experts. With their feedback and the 
lessons from the role-play, we developed the final version of the scenario 
which we then used in the research study (see Appendix). 

This final iteration of the  LAWS scenario was used to run a mock UK 
parliamentary inquiry through which we interviewed 18 experts across 
various areas of expertise, including (but not limited to) UK military 
strategy, military procurement, weapons development, international 
humanitarian law, domestic military law, military  ethics, and robotics. 

The interviews ranged from 45 to 120 minutes and explored a variety 
of questions regarding the case. The main objective of the interviews 
was to catalyse a meaningful discussion around what information the 
experts deemed important and necessary in order to decide who should 
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be held accountable in the aftermath of this scenario. A sample of the 
questions asked include: 

• Who holds the burden of accountability and responsibility? 

• What explanations and justifications for actions are needed? 

• What information is necessary to come to a conclusion about 
the burden of accountability? 

• Are there any foreseeable gaps because of the autonomy of the 
weapons systems? 

The responses and dialogue of these 18 interviews were then reviewed and 
synthesized in order to develop a landscape of strengths and weaknesses of 
the current governance and accountability schemes related to UK institutions 
as they relate to  LAWS, as well as recommendations on addressing any 
identified weaknesses. The full report is under preparation, but we are 
happy to share our preliminary key findings and recommendations below.

4. Key Findings

The main takeaway from the “inquiry”, from both a legal and 
organisational standpoint, was that assessing accountability is in the 
details. This contrasts with what we perceive as a dominant narrative of 
“meaningful human control”, which focuses mainly on human control, 
and the design of that interaction, at the point of final targeting action. 
The disconnect between the accountability across a weapon’s lifetime 
and the focus on final targeting decision was observed throughout the 
various expert interviews. “Meaningful human control” has become the 
idée fixe of domestic and international conversations for regulation of 
 LAWS but it disadvantageously provides a limited lens through which 
most experts and relevant personnel think about accountability.

To contrast this heavily focused narrative, the interviews have highlighted 
a whole range of intervention points, where humans are expected to, and 
should be supported in making decisions that enable legal, safe, and ethical 
weapon systems. These are arguably points that should be considered in 
“meaningful human control”. These include, but are not limited to:
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Establishment of military need: 

• defining military necessity for research, development, and/or 
procurement; and

• choice of  technological approach based on political and 
strategic motivations. 

(Main related stakeholders: UK MoD; UK Defense Equipment and Support 
(DE&S); private military contracting companies, such as BAE Systems, 
Qinetiq, General Dynamics)

Technical capabilities and design: 

• trade-offs between general applicability and tailored, specific 
solutions with high efficacy and guarantees on performance; 

• awareness, training, and foreseeability of contextual factors 
about intended use situations that may affect the performance 
of the weapon system; and

• documentation and communication of known limitations and 
failure modes of the system design. 

(Main related stakeholders: private military contracting companies, such as BAE 
Systems, Qinetiq, General Dynamics; UK Defense Science and Technology, UK 
Defense and Security Analysis Division)

Human-computer interaction design: 

• choices of what data to include and what data to exclude; 

• trade-offs between clarity and comprehensiveness; 

• level of technical information communicated; and

• parallel communication channels: to operator in/on the loop, 
to command centres further from the field, and to logs for 
future technical analysis or legal investigation. 

(Main related stakeholders: Private military contracting companies, such 
as BAE Systems, Qinetiq, General Dynamics; UK Defense Science and 
Technology; UK Defense and Security Analysis Division; UK MoD military 
personnel — human operators)
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Weapons testing: 

• choice of parameters to be evaluated, frequency of evaluation, 
and conditions under which to evaluate;

• simulation of adversaries and unexpected situations in the 
evaluation phase; 

• evaluation of HCI in extreme conditions; and

• evaluation of the human-machine team. 

(Main related stakeholders: private military contracting companies, such as 
BAE Systems, Qinetiq, General Dynamics; UK DE&S; UK MoD military 
personnel — human operators)

Procurement: 

• robust Article 36 review; 

• assessment of operational gaps, and trading-off operational 
capability with risks; 

• trade-off between cost effectiveness and performance of 
weapons systems; 

• documentation and communication of trade-offs so they can 
be re-evaluated as the context or technology changes; 

• number and type of systems; 

• provisioning of training and guidance; and

• provisioning for maintenance. 

(Main related stakeholders: UK DE&S; Article 36 convened expert assessment 
group; private military contracting companies, such as BAE Systems, Qinetiq, 
General Dynamics)

Weapons deployment: 

• informing commanders about the capabilities and limitations 
of the system, of their track record in similar situations, and of 
novel parameters of the new situation; 

• establishing and training for appropriate pre-deployment 
testing schemes to capture any  vulnerabilities or “bugs” with 
specific weapons system; 
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• checking for readiness of troops to operate and maintain 
systems in the arena; and

• expected response of non-combatants to the presence of the 
weapon system. 

(Main related stakeholders: UK MoD commanding officers; UK MoD military 
personnel — human operators)

Weapons engagement: 

• awareness of limiting contextual factors, need to maintain 
operator awareness, and contextual knowledge; and

• handover of control between operators during an operation. 

(Main related stakeholders: UK MoD military personnel — human operators)

Performance feedback: 

• ensuring a meaningful feedback process to guarantee process 
improvement, reporting of faulty actions, communicating sub-
par human-machine techniques and capabilities, and more. 

(Main related stakeholders: UK MoD military personnel — human operators; 
UK MoD commanding officers; UK DE&S; private military contracting 
companies, such as BAE Systems, Qinetiq, General Dynamics)

5. Recommendations

5.1 Dialogue shift: Emphasising control chain and shared 
responsibility

The prioritisation of “meaningful human control” for  LAWS-related risk 
mitigation and governance anchors the scope of control points around 
final targeting decisions. The narrative implies that this is the main area 
of control that we want to manage, focus, and improve on in order to 
ensure that the weapons systems we are deploying are still acting with the 
intent and direction of human operators. Although this is an important 
component of ensuring thoughtful and safe autonomous weapons 
systems, this is only a fraction of the scope of control points. In order for 
us to acknowledge the other points of control throughout the research, 
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development, procurement, and deployment of  LAWS, we need to be 
 inclusive in our dialogue about these other points of human control. 

5.2 Distribution of knowledge: Personnel training

Training everyone who touches the research, development, deployment, 
etc. of  LAWS on international humanitarian law, robot  ethics, legality 
of development, responsibility schemes, and more, would contribute 
to a more holistic approach to responsibility and accountability, and, 
at its best, can contribute to a culture that actively seeks to minimise 
and eliminate responsibility gaps through a collaborative governance 
system.5 This distribution of understanding around governance could 
provide a better landscape for accountability through heightened 
understanding of how to contextualise technical decisions. Further, it 
can provide an effective, granular method for protecting against various 
levels of procedural deterioration. With shifting geopolitical pressures, as 
well as various financial incentives, there could easily be a deterioration 
of standards and best practices. A collaborative governance scheme 
that is based on a distributed understanding of standards, military 
scope, international norms, and more, can provide components of a 
meaningful and robust governance plan for  LAWS. This distribution of 
knowledge, though, must be coupled with techniques for reporting and 
transparency of procedure to be effective. 

5.3 Acknowledging the politics of technical decision-making/
design specifications

“Meaningful human control”, through its dialogue anchoring, also 
puts a heavy burden on the technical components of design decisions, 
such as best practices for human-computer interactions. The politics of 
quantification in technical decision systems for autonomous systems 
should not be undervalued. The way any autonomous system decides 
what actions to take and what information to show is a highly political 
decision, especially in the context of  war. It is important to understand 
which parts of the design process are more political than they are 
technical, who should be involved in those decisions, and how to account 
for those decisions in the scope of research and development (to inform 
a proper, comprehensive collective responsibility scheme). 
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22. Representation of Future 
Generations in United Kingdom 

Policy-Making

 Natalie Jones, Mark O’Brien and Thomas Ryan

Highlights:

• Global existential and Catastrophic Risks, particularly those 
arising from technological developments, present challenges 
for intergenerational justice. This chapter presents a solutions-
based approach to this challenge by examining options for 
representing future generations in our present policy-making 
structures, drawing on case studies from Singapore, Finland, 
Hungary, Israel, Scotland and Wales. 

• The authors derive several factors which contribute to the 
success of some of these institutions, and discuss reasons for 
the failure or abolition of others. They draw out broad lessons 
which can be applied to policy-making in the UK and use 
these to make a number of recommendations. 

• At the policy level, legislation should be passed containing an 
obligation to include the long-term risks of any Government 
Bill in its Explanatory Note and intergenerational rights 
should be included in any potential British Bill of Rights, if 
and when this is passed.

• At the institutional level, an All-Party Parliamentary Group on 
Future Generations should be formed and the various futures 
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research institutions and think tanks should cooperate to form 
an expert advisory panel with a mandate to influence policy. 

• In the longer term, political momentum should be translated 
into a formal Select Committee on Future Generations.

This chapter considers a range of options for bringing long-term issues 
around the management of extreme global risks into existing democratic 
arrangements, as recommended by Chapter 2 and Chapter 17. Its 
lead author subsequently worked to establish an APPG for Future 
Generations (https://www.appgfuturegenerations.com), which in 
turn supported the development of a Welfare of Future Generations 
Bill (https://todayfortomorrow.org.uk).  CSER continues to play an 
active role in supporting these initiatives and pushing for improved 
representation of future generations in policy-making.

1. Introduction

Global Catastrophic and existential risks pose central challenges for 
intergenerational  justice and the structure of our current democracy. 
The Global Challenges Report 2016 defines Global Catastrophic Risk as 
risk of an “event or process that, were it to occur, would end the lives of 
approximately 10% or more of the global  population, or do comparable 
damage”.1 A subset of catastrophic risks are “existential” risks, which 
would end human civilisation or lead to the extinction of humanity.2 
Catastrophic and existential risks may be categorised in terms of ongoing 
risks, which could potentially occur in any given year (e.g. nuclear  war; 
pandemics), versus emerging risks which may be unlikely today but 
will become significantly more likely in the future (e.g. catastrophic 
 climate change; risks stemming from emerging technologies). Ongoing 
risks have existed for some time now and are generally well understood. 
However, emerging risks, particularly those arising from  technological 
developments, are less understood and demand increasing attention 
from scientists and policy-makers. These  technological developments 
include advances in  synthetic biology, geoengineering, distributed 
manufacturing and Artificial Intelligence ( AI).3 Although the impact of 
these technologies is still very  uncertain, expert estimates suggest a non-
negligible probability of catastrophic harm.
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In this article we rely on two main premises. The first is that future 
generations are under-represented in current political structures partly 
due to political “short-termism” or “presentism”.4 Governments 
primarily focus on short-term concerns, which mean that they may 
systematically neglect Global Catastrophic Risks and, accordingly, future 
generations.5 The problem of presentism transcends political divisions: 
people across the political spectrum are concerned about its effects, and 
should care about mitigating Global Catastrophic risks. This situation 
is exacerbated in that the good of mitigating Global Catastrophic 
and existential risks is typically global. Individual political actors 
(even whole countries) bear many costs in providing for such goods, 
whereas the benefits are dispersed globally. In addition to the benefits 
of mitigating existential risks being global, many of the beneficiaries are 
future people who do not exist presently and as such have no voice in 
the political process. There is a clear lack of incentives to mitigate such 
risks, and market failure should be expected.6 

The second key assumption is that we as a society consider the rights 
and interests of future generations to be important. It is beyond the 
scope of this chapter to present a complete account of the philosophical 
arguments on this matter. It is sufficient to note that although significant 
philosophical problems have been pointed out, chiefly due to the fact 
that the actions of present people have a causal impact on the values, 
number and identity of future individuals,7 there are several theories of 
intergenerational  justice that may support this assumption.8

The need to include explicit pathways in governance structures for 
accountability to the rights and needs of future generations has been 
noted.9 Some thought has been put into how future generations may be 
represented in relation to environmental risks such as  climate change, 
resource depletion and biodiversity loss; this research is reflected in 
the sustainable development literature.10 However, this problem has 
not been explored in relation to society’s burgeoning awareness of 
 technology-related catastrophic and existential risks. In addition, such 
pathways have not been fully explored in the United Kingdom (UK) 
context. This chapter hopes to fill this gap in the literature. 

We aim to present a solutions-based approach to the challenge 
of intergenerational inequality. This chapter will examine options 
and challenges for representing future generations in our present 
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policy-making structures. In practice, Wales and Scotland both have 
institutional forms of representation for future generations. We therefore 
focus here on England, while also considering options that could be 
mainstreamed throughout the UK.

In Part 2 of this chapter, we explore case studies of future generations 
representation from several different countries, including Singapore, 
Finland, Hungary, Israel, Scotland and Wales. We derive several factors 
which contribute to the success of these institutions, and discuss reasons 
for the decline of some. We draw out broad lessons which we can apply 
to policy-making here. We go on in Part 3 to discuss the specific UK 
policy context which may affect the appropriate solutions, and in Part 4 
we explore policy options and make recommendations based on our 
previous findings. Present generations pose a much greater risk to future 
generations than any past generations posed to the present generation, 
due to a combination of fast economic growth and unprecedented 
scientific advancement and technological development.11 The time is 
ripe for the futures studies and  existential risk communities to connect 
with policy-makers on these important issues.

2. Institutional Case Studies of Representation of 
Future Generations

Over the last two decades, several national governments have set up 
institutional structures to attempt to address short-termism in decision-
making, with varying levels of success. These institutions have taken a 
variety of different structural and functional forms, providing a useful 
data set by which we can analyse factors contributing to their success. 
Here we focus on institutions explicitly aimed at the interests of future 
generations, rather than those which may merely have an indirect effect 
on future generations (such as environmental protection agencies).

We discuss the main variables in institutions in terms of structure, 
function and degree of power. Structurally, commissioners and 
committees have been used, with varying amounts of resources at their 
disposal. The independence of such institutions from government has 
varied considerably, from taking the form of companies at arm’s length 
from government, to being composed of Parliamentarians themselves. 
Similarly, the responsibilities and powers of each institution ranges 
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from a minimalist research and advocacy role, to the power to delay or 
block legislation. Subject scope also varies, as do the individuals and 
organisations that institutions work with: in particular, we find that 
only one institution has explicitly considered Global Catastrophic or 
existential risks in its work. In addition, the historical and social context 
within which these institutions were created, and the accompanying 
political pressures, naturally differ among countries. We analyse these 
variations to determine if their successes can be transferred to the 
English context.

It is important for the purposes of our analysis to specify what 
indicators are being used to assess the success of these representative 
institutions. Broadly, one of the most important indicators of success for 
these institutions is the impact they have had on present decision-making 
to take intergenerational interests into account. Unfortunately, this 
indicator is necessarily vague; almost all institutions differ somewhat in 
their functions and powers, and giving a narrow definition of “impact” 
will wrongfully exclude institutions which take alternative measures to 
ensure present representation of future generations in decision-making. 
However, it will become clearer what kinds of impacts are desirable. 

Another success indicator is increasing dialogue and giving a clearer 
articulation of intergenerational issues in the political and public spheres. 
Presently, as we have already seen, the issue of representing the rights 
and interests of future generations is not well articulated (if at all) in 
the UK political context. Simple awareness of these issues is an essential 
step towards their having an impact upon decision-making. 

A third key indicator of success is longevity. A trend with 
intergenerational representation mechanisms is that such institutions 
generally face challenges to their status within a short period after 
their creation. But longevity is essential for successful representation of 
future interests. 

The institutions discussed are summarised in Table 1, which shows 
dates of operations, position with respect to the executive and the 
legislature, scope, and powers. 
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 Table 1: Institutions for representing future generations.

Country Dates of 
operation

Position with 
respect to 
executive and 
legislature

Scope Functions and 
Powers

Finland 1993- Standing 
Committee of 
Parliament

Futures in 
general; can 
choose own 
scope

Research/advisory

Education

Hungary 2008–2012 Structurally 
independent 
from 
government

Issues which 
may affect the 
constitutional 
right to a healthy 
environment

Research/advisory

Complaints 
investigation

Legal enforcement
Israel 2001–2006 Parliamentary 

committee
Environment, 
natural 
resources, 
science, 
development, 
 education, 
health,  state 
economy, 
demography, 
planning and 
building, 
quality of life, 
 technology, law, 
any other matter 
considered 
relevant

Research/advisory 

Initiate legislation

Veto legislation

Scotland 2005- Structurally 
independent 
from 
government

Futures in 
general; can 
choose own 
scope

Research/advisory

Education

Singapore 2009- Within 
the Prime 
Minister’s 
Office

Risk and futures; 
can choose own 
scope

Research/advisory

Education

Wales 2016- Structurally 
independent 
from 
government

Sustainable 
development

Research/advisory

Recommendations 
are binding
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2.1 Finland: Committee for the future

Created in 1993, the Committee for the Future is a Standing Permanent 
Committee of the Finnish Parliament. It consists of 17 Parliamentarians 
representing all parties, in proportion to the makeup of Parliament 
itself.12 The Committee serves a variety of functions: it acts in a “think 
tank” role for government by analysing research regarding the future 
and assessing possible implications for the work of Parliament; it 
conducts dialogues with other organs of government on any foreseeable 
long terms issues affecting policy or the work of the bodies in question; 
it prepares responses to Government reports on the future of Finland 
which are commissioned by the Prime Minister every four years; and it 
engages in public outreach.13 Aside from these reports, it is free to choose 
its own methodology and the scope of issues upon which to focus.14 It 
is also responsible for and must cover the implications of  technological 
development for society. Formally, the Committee has little power to 
intervene in legislation or policy decisions, and has no power to receive 
and act legally upon complaints from the general public.

Nevertheless, the Committee appears to have had substantial impact. 
It has demonstrated agenda-setting power in the Parliament, and the 
government has tended to adopt the Committee’s responses to its 
reports.15 The Committee is also the longest-running institution assessed 
in this analysis, which indicates that it has achieved a stable relationship 
and balance of power with government. 

This success may be due to a number of factors. First, the Committee’s 
work had legitimacy from the beginning due to widespread cross-party 
and public support during its creation.16 At that time Finland already 
had a substantial history of futures studies, concentrated in the Finnish 
Society for Future Studies. The Committee’s continuing public outreach 
work can only sustain this legitimacy. Secondly, the Committee has 
enough power to have an impact, whilst not enough power to provoke 
any major challenges to its status. Despite the lack of significant 
independence from government, it has been able to set its own agenda 
for the most part, meaning it can challenge a wide scope of issues which 
it sees as relevant to future generations. The fact it is composed of 
Parliamentarians allows the opportunity for informal intervention by its 
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members, lends its findings political weight, and is a strength in that its 
proceedings are highly integrated with those of Parliament.17

2.2 Hungary: Commissioner for future generations

The Hungarian Commissioner for Future Generations was one of the 
strongest representative mechanisms for future generations yet created. 
The Commissioner was established in 2008, but only continued until 
2012 before having its power substantially reduced.18 Structurally, the 
Commissioner was elected by Parliament, but under the Act LIX of 1993 
on the Parliamentary Commissioner for Civil Rights (Ombudsman) 
1993 had to fulfil the condition of being a lawyer with expertise in 
environmental protection and/or  nature conservation law (s 27/A. § 
(2)). Independence was also assured by the exclusion of anyone who 
had, among others, held office or been a member of a political party 
within the last 4 years, or held other  employment or business that 
could constitute a conflict of interest (ss 3, 27/A(2)). Structurally, the 
Commissioner was elected by Parliament, but was required to be a lawyer 
with expertise in environmental protection and/or  nature conservation 
law (s 27/A. § (2)). Independence was also assured by the exclusion of 
anyone who had, among other criteria, held office or been a member of 
a political party within the last four years, or held other  employment or 
business that could constitute a conflict of interest (ss 3, 27/A(2)). 

In terms of scope, the primary task of the Commissioner was to “ensure 
protection of the fundamental right to a healthy environment”, which at 
the time was enshrined in Hungary’s constitution. The Commissioner’s 
core duty was to receive complaints and carry out investigations in 
relation to all issues that may affect citizens’ constitutional right to a 
healthy environment (s 27/B). These investigations often resulted in 
legal cases taken by the Commissioner — over 200 substantive cases a 
year, many of which resulted in success.19 Through this investigatory 
role it achieved many successes in protecting the interests of future 
generations.20 In addition, the Commissioner was also responsible for 
strategic development research, and consulted on legislation concerning 
the environment and all levels of government. The Commissioner 
had considerable powers, including the power to call for termination 
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of activity damaging the environment, backed up by police and law 
enforcement bodies. 

Advantages of the Hungarian approach include that the office was 
legally (and arguably politically) independent from other government 
branches and from businesses, and had some legitimacy through its 
support from civil society groups and its interaction with individual 
citizens through its complaints service. It also maintained transparency 
and open relationships with all stakeholders during investigations and 
reported annually on its work (s 27/H). However, the Commissioner had 
fairly narrow scope, both in terms of its issue focus (i.e. environmental 
issues) and methodology; the Commissioner seems to have expended 
a great deal of resources on legal pursuits in response to individual 
complaints. 

Additionally, the institution did not see the longevity essential 
for long-term representation of future interests. The role ended in 
2011 when Hungary’s four commissioners (on different subjects) 
were amalgamated into one position, the powers and mandate of the 
Commissioner were vastly reduced and it faced large budget cuts. This 
change was a part of a new constitution, drafted by the newly incumbent 
right-wing Fidesz party. It is likely that, given the Commissioner’s 
notable interventions in private and governmental interests, there was 
significant political pressure to reduce its level of power. Despite the fact 
that originally, the Commissioner was brought about by support from 
across the political spectrum and from civil society groups, there may 
still have been a deficit of political understanding of, or sympathy for, its 
goals and methods. Whilst the Commissioner did engage with citizens 
through its complaints role, it may still have lacked the widespread 
awareness and support for tackling intergenerational issues to prevent 
it being easily dissolved by other political interests. 

2.3 Singapore: Centre for strategic futures

The Centre for Strategic Futures (CSF) is an in-government futures 
think-tank established in 2009 within the Strategic Policy Office, which 
is itself a part of the Prime Minister’s Office of Singapore. 21 Focusing on 
the public sector, CSF works to encourage and improve governmental 
and cross-department strategic thinking on risk and the future. This can 
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be seen both in the wide audience it has reached through educational 
and networking methods within the civil service,22 as well as through 
individual projects with other departments, such as that on the 
implications of  automation on the Singapore workforce (carried out 
conjointly with the Minister of Manpower).23 

Structurally, whilst its position within the Prime Minister’s Office 
may lend it some authority in political and policy spheres, it also raises 
questions of independence. The precarious position it occupies close 
to government means it is open to both political pressures on agenda-
setting and outright dissolution if it causes much upset for the relevant 
stakeholders. However, there is reason to think these latter worries do 
not pose much of a threat. Singapore has a history of valuing strategic 
thinking and scenario planning that dates back to the 1980s,24 and as 
such, the relevance of the institution is firmly ingrained in the civil 
service and government. Furthermore, the head of civil service has 
written glowing reviews of the Centre’s work in introductions to its 
annual report, “Foresight”.25 

Functionally, CSF acts mainly as a futures think-tank for government 
and the civil service. It has worked on a wide range of issues in doing 
this, including the effects of  automation and renewable energies on 
Singapore, as well as more abstract questions of national identity.26 Yet, 
its most distinctive feature lies in its role to, “not just to think about the 
future, but also to think about how we think about the future”.27 The 
Centre has developed highly  rigorous frameworks for thinking about 
future trends, risks and opportunities. An example is its “Scenario 
Planning Plus” (SP+) toolkit, which incorporates insights from chaos 
theory on complex systems,28 and psychological insights on cognitive 
biases when thinking about the future.29 Furthermore, it has stressed 
the need to pick up on “weak signals” which might be evidence 
of upcoming, significant future events.30 A major benefit of such a 
framework is its receptivity to low-probability, high-impact events, such 
as Global Catastrophic and existential risks.

CSF’s second main role is to encourage and facilitate this thinking 
across policy-making platforms. In addition to encouraging individual 
departments to engage in strategic thinking about the future, the 
Centre aims to facilitate wider, “whole-of-government” thinking and 
coordination on future issues, which is advantageous since long-term 
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risks and opportunities do not all necessarily fall into neat public service 
categories.31 It has partly achieved this through running “Futurecraft” 
workshops to teach its SP+ toolkit to members of the civil service, and 
trainees of the Civil Service College.32 This outreach, along with the 
annual publication of its Foresight reports, means the Centre increases 
transparency and is  accessible to individuals across the public sector. 

CSF lacks any substantive powers to intervene in the legislative 
process, or penalise those which it sees as acting against the long-term 
interests of Singapore. However, this has not been an issue given its 
role in promoting long-term, strategic thinking, which mainly requires 
positive action on its part. Furthermore, although the Centre has not 
engaged in extensive outreach work with the general  population of 
Singapore, it has made efforts to engage with relevant professionals 
from a range of backgrounds “through incoming visits, overseas trips, 
paid consultancies, interviews and curated events”.33 

As an institute for implicitly representing future interests, CSF has 
been broadly successful and has several key, desirable features such as its 
focus on inculcating strategic thinking on the future across government 
to disperse its workload and enhance scope. 

However, several features of the Singaporean context mean that this 
institution may not be easily transferable to the UK. First, Singaporean 
politics arguably does not suffer from political short-termism to the 
same extent. Partly as a consequence of the design of the Parliamentary 
system, the ruling People’s Action Party has been in power for half a 
century. Although individual Parliamentarians are at risk of losing their 
seats, there is not enough of a threat to undermine the government 
planning far into the long-term. The government has acted favourably 
towards strategic future thinking since the 1980s, and there are little 
signs that it will change path in the near future. 

Secondly, there are factors intrinsic to Singapore as a nation which 
dispose it to allocate more resources to long-term planning. Its relative 
youth as a nation (having only achieved full independence in 1965) as 
well as its precarious location, size and lack of natural resources gives 
rise to feelings of national insecurity (similar factors likely influenced the 
creation of Israel’s Commission for Future Generations). Furthermore, 
arguably an increased cultural emphasis on collectivism and national 
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prosperity, and diminished value placed on individual freedom, creates 
a context more favourable to long-term planning and strategy. 

2.4 Israel: Commission for future generations34

Established in 2001 by the Knesset (Israel’s Parliament), the Israel 
Commission for Future Generations was an organ of Parliament headed 
by a Commissioner chosen by an ad-hoc Parliamentary committee and 
appointed by the Speaker of the Parliament.35 Similarly to Hungary, 
regarding independence, the Commissioner could not be someone 
whom in the last two years had been active in political life or a member 
of any political party. The Commissioner was assisted in its role by a 
Public Council (an advisory committee) which consisted of scientists, 
intellectuals, clergymen and other public figures. The Commission is 
now disestablished; it was only given a five-year mandate and when 
the term of the first Commissioner ended no new Commissioner was 
appointed, apparently for budgetary reasons.36

Functionally, the Commissioner could give opinions on bills and 
secondary legislation brought before Parliament if they believed it 
concerned future generations. It also had the power to initiate bills to 
advance the interests of future generations, and could play a general 
advocacy role to Parliament and Parliamentarians. It was required to 
submit an annual report on its activities for that year, creating some 
transparency. 

The scope of its responsibilities was wide, stretching across 12 policy 
areas including environment, development, science, and  technology. 
Furthermore, the explanatory notes to the Knesset Law explicitly 
contemplated the possibility of adverse consequences from genetic 
engineering or other  technological developments. This is the closest 
reference to existential risks across any of the institutions being assessed. 

As well as holding the power to initiate bills in the Knesset, the 
Commissioner had an effective veto power over the passage of legislation 
which didn’t comply with the interests of future generations. This may 
be one of the reasons the institution was eventually scrapped: alongside 
cost issues, members of the Knesset cited “their feelings that the 
Commission received too much authority to interfere in their work”.37
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2.5 Scotland: Future Forum

Set up by the Scottish Parliament in 2005 as a company at arm’s length 
from the Parliament itself, the main motivation for the Future Forum 
was to tackle short-termism in present decision making: to “look beyond 
immediate horizons, to some of the challenges and opportunities we 
will face in the future”.38 A Board of Directors helps guide the Forum’s 
work; its members include backbench MSPs (Scottish Parliamentarians), 
prominent academic leaders, civil servants and business leaders. The 
Forum is autonomous from the Parliament in deciding the focus of its 
work, though it still depends on it for funding.39 

One of the main functions of the Forum has been to “stimulate public 
debate in Scotland” with respect to preparing for the future.40 In doing 
so, it has engaged with politicians, the private sector, and the public. 
It also carries out “futures studies”, reporting on how various areas of 
Scotland will evolve in the future.

In terms of success, the institution is laudable for making an active 
effort to directly promote longer term thinking in decision making. 
From 2011–2016, the Forum organised more than 100 events directed 
to bringing “‘fresh-thinking’ into the [Scottish] Parliament”.41 However, 
it is hard to assess the impact of these educational events on policy 
making in general. Furthermore, the Forum has thus far been limited 
in scope, dealing with only a handful of varied individual topics in 
its future studies research. This narrow scope is possibly affected by 
limited powers that Scottish Parliament has to deal with issues relating 
to economic policy, healthcare budget or  existential risk research, and 
highlights the need for the UK Parliament to deal with intergenerational 
issues.

2.6 Wales: Commissioner for Future Generations

The Commissioner for Future Generations is a guardian role focused 
on sustainable development, outlined in the Well-Being of Future 
Generations (Wales) Act 2015. This is the most recent institution 
considered here: the first Commissioner came into existence on February 
1, 2016. The Act imposes certain obligations regarding sustainable 
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development and well-being targets on 44 listed Welsh public bodies, and 
the Commissioner’s main role is to ensure that this is done successfully. 

The Commissioner may research how public bodies can best meet 
these targets, as well as encourage and give recommendations to these 
bodies. The Act obliges public bodies to follow these recommendations, 
and the Commissioner can carry out reviews at their own discretion 
to assess their progress. In a wider role, the current Commissioner 
has emphasised the need for public bodies to engage with citizens on 
discussions of the future of Wales.42

It is too early to assess the success of the Commissioner given the 
institution’s youth. Whilst it is promising to see long-term thinking 
being promoted across public bodies, it does not seem that Global 
Catastrophic and existential risks are being considered. Again, some 
issues may also not receive attention to their long-term consequences 
due to a lack of devolved power on Wales’ part.

Why does the Commissioner exist in Wales but not England? What 
distinguishes the Welsh case? First, in Wales there is a more prominent 
strand of environmental and social awareness than in mainstream UK 
politics, and an element of “conscious exceptionalism” which made 
Welsh politicians enthusiastic to distinguish themselves from English 
MPs by adopting a sustainability agenda.43 

In addition, Welsh environmental policy contains a strong emphasis 
on “management and stewardship” in environmental policy — that 
is, a policy context which foregrounds waste reduction and renewable 
energy.44 In England, by contrast there is a much greater focus on three 
prominent short-term issues: flooding, overcrowding,45 and coastal 
erosion. These issues are important, but do not provide as strong a 
platform for intergenerational sustainability because they inherently 
respond to short-term complaints such as housing. It is useful to observe 
that the future generations agenda had cross-party support in the Welsh 
assembly, and secondly that the UK government’s disbanding of the 
Sustainable Development Commission — expanded upon in the next 
section — “created a shared understanding of the fragility of a purely 
administrative structure, not backed by legislation”.46
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2.7 Conclusions

Representative institutions for future generations, whether local or 
abroad, differ widely in their structure, functions and power. Although 
such institutions have only begun to appear in the last two decades, 
common trends and features exist. In particular, they tend to face 
challenges to their existence within a few years of their creation (usually 
an election cycle). This is a major problem for securing successful 
representation of future generations. The representation mechanisms 
that we propose will therefore seek to avoid capricious party politics, 
either by being firmly constitutionally entrenched, or more realistically 
by being a cross-partisan organ that recognises its limits and works with 
the political grain. As such, several factors can be drawn out from the 
analysis which may increase or decrease the likelihood of short-term 
discontinuation of a future representative institution.

First, institutions which are given too much power, too early in their 
lifespan, tend to face rejection from politicians. The Israeli and Hungarian 
Commissioners illustrate this pitfall. This is a difficult balancing act, 
however: an institution with no power is of no use in representing future 
generations. But the sort of massive, transformational change needed to 
protect future generations requires a degree of institutional strength — 
strength which appears to be deeply incompatible with current politics. 
This implies a major dilemma — a choice between proposals which are 
ineffective in protecting future generations but politically realistic, and 
those which are effective yet unrealistic — which will be returned to in 
our conclusions.

The legitimacy of, and public support behind, an institution is a 
key factor as to whether it will last. Public and politicians alike need 
to perceive an institution as legitimate, and its functions and powers 
must be proportional to this perceived legitimacy. Public and political 
(especially cross-party political) support for future representative 
institutions is essential for representative institutions to have any level 
of power. It is imperative, then, for any such institution to be transparent 
and  accessible in its work, as well as taking initiative to promote the 
cause of intergenerational rights and issues to the general public and 
decision-makers. Civil society movements and support can be very 
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advantageous in the success of implementing long-term thinking in 
policy (the creation of the Hungarian Commissioner due to this is 
illustrative). Public and political engagement of the cause is key to 
successfully representing future generations in the long-term. 

Structurally, it has been beneficial to have a multi-disciplinary team 
working on the issues, as in Scotland and Hungary. This makes sense 
given the wide range of issues affecting future generations. Furthermore, 
securing the right kind of independence from government is key to 
ensure criticisms of policy can be made without fear of dissolution, as 
well as to maximise impact. Although  inclusion of Parliamentarians 
can risk a conflict of interests, their participation lends political weight 
to the institution, both in terms of influence and the importance of 
the institution. This may be essential for the highly influential, long-
lived Finland Committee. It is also important to ensure independence 
in agenda setting, at least to an extent, as observed in Finland and 
Scotland. However, academic engagement should be used to prioritise 
issues. In making these findings we echo the argument of the World 
Future Council that the key characteristics of future-representation 
institutions should be independence, transparency, legitimacy, access to 
information,  accessibility, and authority.47

We are led to the preliminary conclusion that in the UK Parliamentary 
context, substantive powers should not be given to intergenerational 
representatives, at least initially (contrast the Israeli power to veto 
legislation, and the Hungarian abilities to enforce rulings). Instead, a 
UK-wide representative institution could play a monitoring role for 
legislation affecting future generations; carry out and collate relevant 
research with respect to intergenerational issues; play an advisory 
role to government; and work to create wider public awareness of 
intergenerational inequality issues. 

3. English Policy Context

Several England-specific factors are important in determining 
which policy options should be adopted in order to mainstream the 
representation of future generations. 
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3.1 UK Sustainable Development Commission

The UK previously had a Sustainable Development Commission (SDC), 
responsible for promoting sustainable development throughout the 
UK.48 The SDC reported to the UK government, providing analysis 
of government departments’ Sustainable Development Action 
Plans and responding to consultation papers which often disagreed 
with Government Policy.49 The Commission’s work on sustainable 
development was relevant to future generations, though they were not 
its explicit mandate. 

However, the Commission was not statutorily independent, which 
may have limited it in its criticism of government policy, and also 
enabled the government to easily remove it in 2010.50 Although the exact 
motivations for this are unclear, it seems likely that targeted criticism of 
government actions may have had an impact. 

3.2 Environmental Audit Committee

Historically, the Environmental Audit Select Committee monitored the 
sustainability policies of government departments in a way similar to 
that prescribed by the Welsh Act. This is an important precedent in 
any attempts to introduce future representation into government, in 
particular because the Committee in 2011 recommended the creation 
of a new cabinet minister for sustainable development,51 in order to 
improve the situation post-abolition of the SDC. Our concerns are 
broader than this: future representation encompasses a large range 
of discrete concerns than sustainable development. However, this 
is a useful recommendation which may be updated according to our 
understanding of intergenerational  justice.

3.3 Political discourse regarding future generations

Political discourse in the UK places a strong emphasis on responsibility 
to future generations. This is reflected, for instance, in the political 
discourse surrounding national debt and austerity since 2010, which 
revolves around ideas of what today’s voters owe to future UK citizens. 
The idea that each generation should “live within its means” has gained 
support even from the radical political opposition52 and has been 
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explicitly linked to intergenerational equity by the Prime Minister.53 
Potential exists to ground policies regarding representation of future 
generations in already existing concepts in British public discourse.

3.4 Merger of the Department of Energy and Climate Change

In 2016 a restructuring of government departments led to the merger 
of the former Department for Business, Innovation and Skills and the 
Department of Energy and Climate Change. The latter once dealt with 
many of the sustainability issues that have historically been at the 
heart of the intergenerational  justice movement. This change has been 
understood by some as a signal that the government is not committed 
to sustainable action on  climate change, although the government 
disagrees.54 The new Department for Business, Energy and Industrial 
Strategy retains a minister for  climate change, and some have argued 
that it may constitute a better foundation for the decarbonisation of 
the British economy.55 If criticisms of the merger are correct, then this 
may indicate that the political environment is not supportive of future-
planning and issues of intergenerational inequality. 

3.5 The UK Constitution 

The structure of constitutional law creates a distinct challenge to any 
attempt to institutionalise representation of future generations in 
England. In  states like Hungary, future commissions can be created by 
constitutional law and protected against governments who must then 
rely on sweeping change if they wish to remove them. In the UK, on the 
other hand, no laws are more fundamental than any others; any statute 
can simply be repealed by Parliament. In addition, a key constitutional 
principle is that Parliament may not bind itself for perpetuity. A number 
of pieces of legislation have attempted to introduce a longer-term view, 
with various levels of success, such as the Human Rights Act 1998, the 
Climate Change Act 2008, and the Fiscal Responsibility Act 2010. These 
demonstrate the possibility of overcoming constitutional challenges.

Due to the uncodified and organic character of the British constitution, 
Parliamentary politics are governed by convention to a relatively large 
degree. These conventions are more helpful to the implementation of 
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future representation in the UK, because they (as opposed to explicit 
documents) will dictate the tools and avenues of institutional form, 
and in some cases because they may create or enable an institutional 
resistance to change — particularly a change as large as a general 
perspective shift toward the future. 

4. Recommendations

On the basis of the comparative analysis and UK policy context presented 
above, we make several recommendations. Each recommendation is 
followed by a brief explanation.

To begin, we note the following caveat. As noted earlier, there is a 
certain dilemma in that, globally, futures institutions with more power 
than politically acceptable have been quickly abolished, while those 
which are politically tolerable are not powerful enough to make the 
kinds of truly transformational changes required to protect future 
generations. In the face of this dilemma, we have chosen proposals 
which are practicable and politically feasible, taking the view that a 
small step forward is better than no step at all. We acknowledge the 
criticism that these proposals may not be nearly enough, but note that 
they may provide a foundation from which more radical change can be 
sought.

a) An All-Party Parliamentary Group on Future Generations 
should be formed.56

All-party Parliamentary Groups (APPGs) are multi-party groups of 
MPs who meet regularly or semi-regularly to discuss issues of common 
interest. They are registered formally in Parliament and are required to 
hold annual elections, but otherwise are informal groups organised by 
the interests of MPs for the sake of promoting particular causes. APPGs 
draw together members of major parties in order to maximise the 
possibility of influencing government. They create and enhance cross-
party support, and as such we think that they are a good first step towards 
creating cross-party support for future generations issues. During their 
meetings, they discuss the activities of the governing parties and issues 
relevant to their subject of concern, and enlist government ministers to 
speak on their issues of concern. An APPG can use the existence of party 
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members who deviate from the partisan line in order to give the issue 
in question greater  exposure and to introduce it into legitimate party 
discourse. 

An APPG may be a useful stepping stone to eventual 
institutionalisation of intergenerational  justice in Parliament (perhaps in 
the form of a Select Committee). APPGs serve to increase the visibility 
of particular issues and emphasise their bipartisan support, creating a 
sense of the issue or “constructing” it as a shared, objective one. Another 
important function of APPGs is to act as a channel through which 
charities, campaign groups, NGOs and even commercial interests can 
involve themselves in government and political lobbying. This means 
that an APPG for future generations could function as a means by which 
the prominent civil society movement for sustainable futures could be 
translated into political change.

In practical terms, the lack of an explicit precedent for the 
representation of future generations in the British Parliament does 
not eliminate the possibility of an APPG for future generations. Many 
APPGs begin with the support of a prominent charity or other NGO, 
and perhaps the  Centre for the Study of Existential Risk or the  Future of 
Humanity Institute could operate as such a support in this case.57 This 
would be an alliance reminiscent of that between Finland’s Committee 
for the Future and the Finland Futures Research Centre in Turku 
University. Though such support is not a requirement, in practice an 
APPG needs some form of support in order to do its work effectively. 

b) Legislation should be passed containing an obligation to 
include the long-term risks of any Government Bill in the 
accompanying Explanatory Note.

We recommend an obligation to describe the long-term risks of any bill 
introduced into Parliament, and to include this in the accompanying 
Explanatory Notes. Micro-level measures such as this are somewhat 
outside the scope of this chapter, which focuses on institutionalised 
representation, and we include this as just one example. Further 
research should be done into other possible options to promote good 
risk management on the micro-level.
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c) The various futures research institutions and think-tanks should 
cooperate to form an expert advisory panel with a mandate to 
influence policy.

There are several academic institutes and think-tanks in the UK which 
study catastrophic and existential risks, sustainable development, and 
the future of society. These include, but are not limited to, the  Centre 
for the Study of Existential Risk, the  Future of Humanity Institute, the 
Oxford Martin School, Forum for the Future, the Centre for Future 
Studies and the Intergenerational Foundation. A veritable wealth of 
expertise is contained here, and these institutions should consider 
working together to create a committee tasked with providing advice to 
government. This is a recommendation which would not require much 
immediate action from government, save a willingness to receive advice. 

This sort of independent expert advisory group could be formalised 
in the form of a non-departmental public body (NDPB), which 
operates at arm’s length from government. There is clear precedent 
here, for instance in the form of the Committee on Radioactive Waste 
Management, which is an NDPB. Another option would be for a Policy 
Advisory Group (PAG) to be formed, which is simply a panel of people 
who advise on policy development.

d) If and when a British Bill of Rights is passed, the opportunity 
should be taken to include intergenerational rights. 

Institutional security is difficult to acquire in the UK government, 
exemplified by the case of the Sustainable Development Commission. 
One of the best opportunities to constitutionally secure rights for future 
generations may be in the currently proposed “British Bill of Rights”. 
Such rights-focused statutes are typically politically difficult to repeal. 
If intergenerational  justice becomes part of the lexis of codified “British 
rights”, it may have acquired a foothold of such historical significance 
that repeal would later become a practical impossibility. However, more 
research would be needed on the precise legal formulation and content 
of such rights.

e) In the longer term, political momentum should be translated 
into a formal Joint Committee on Future Generations.
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A joint committee should be formed, charged with scrutinising every 
government bill for its compatibility with the rights and interests of 
future generations, and investigating the extent to which government 
departments consider future generations in their operation. A joint 
committee, unlike a select committee, is made up of both MPs and 
Members of the House of Lords. This committee would be modelled 
on the Joint Committee on Human Rights, which is charged with 
scrutinising every government bill for its compatibility with human 
rights, and the UK’s compliance with its international human rights 
obligations. This is a less immediate option than an APPG (which 
requires a mere 10 interested Parliamentarians to come together), as a 
joint committee needs to be created by Parliament via its standing orders 
and therefore necessitates a more involved process. However, in the 
medium term a joint committee would have more power than an APPG 
and would be a more effective way of representing future generations.

As an alternative option, it is important to note that select committees 
can appoint sub-committees to produce reports on particular issues.58 
In the future generations context, the select committee on Energy and 
Climate Change could be an appropriate candidate to appoint such a 
sub-committee. 

f) Any Future Generations institution should be explicitly 
mandated to consider existential risks arising from 
technological development, in addition to environmental 
sustainability.

As previously noted, only the Israeli institution amongst our examples 
was mandated to consider risks arising from  technological development; 
the other institutions only considered environmental risks. In light of the 
burgeoning research in this field demonstrating that  technological risks 
are a serious issue, any institution mandated to address international 
inequality should expressly consider them. 

g) Civil society needs to mobilise to form a strong cross-party 
support for representation of future generations.

A common factor amongst the successful institutions studied is that 
all were established against a background of significant support from 
civil society. In addition, in the cases where that support continued, and 
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where civil society organisations created significant public awareness 
of future generations issues, the institutions were more likely to endure 
rather than being abolished as soon as they fell out of political favour. 
Civil society needs to mobilise to form a strong cross-party support for 
the policy measures listed here.

4.1 Proposals we considered but do not recommend

We encountered several ideas which we do not include above, for various 
reasons. One of these is the proposal for a “third house of Parliament”, 
or “Guardians”, made by Rupert Read.59 Under Read’s proposal these 
Guardians, appointed randomly amongst citizens on the same principle 
as juries, would have the power to (a) veto new legislation that threatened 
the basic needs and fundamental interests of future people, and (b) 
force a review of any existing legislation that threatens such needs and 
interests. He also suggests similar structures within local governments. 
As we found previously, institutions with veto powers did not last long, 
and as such we do not think this “third house of Parliament” would 
be workable. In addition, we share concerns raised by Michael Bartlet 
about the proposed method of selection by lot.60 

A second idea was an annual, designated day on which the House of 
Commons would discuss future generations issues. By analogy, events 
are held annually in the House of Commons for Human Rights Day 
and International Women’s Day. We did not recommend this because 
although this might serve to publicise future generations issues, this 
kind of tokenisation of the rights and interests of future generations 
could create complacency and ultimately undermine the long-term, 
year-round work which needs to be done.

Another alternative way to represent future generations could be 
through a Royal Commission. A Royal Commission is an ad hoc advisory 
committee appointed by the government, in the name of the Crown, 
for a specific investigatory and/or advisory purpose. They generally 
exist for a limited time, on average taking between two and four years to 
produce a report, and have had a mixed impact. The work of the Royal 
Commission on Environmental Pollution spanned 40 years and had 
considerable influence,61 but other commissions have had less impact 
or have even been disestablished before reporting.62 We do not think 
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a Royal Commission would be an appropriate means of representing 
future generations primarily because a Commission is generally time-
limited and addresses a specific issue. The interests of future generations 
do not support such a “one-time” approach.

5. Conclusions

In response to the issues of intergenerational inequality raised by 
catastrophic and existential risks, we have presented several concrete 
options to represent future generations in current policy-making, 
founded on a comparative analysis of similar representative mechanisms 
worldwide. There are several limitations to what we have presented 
here. First, because our scope is necessarily limited, we deal only with 
“macro” mechanisms; we do not consider more specific legislative 
proposals in detail. Second, these conclusions are quite specific to the 
United Kingdom, and particularly the English context. In particular, the 
cultural context surrounding intergenerational issues may significantly 
differ between societies. Further research is needed to determine 
appropriate representative mechanisms in other countries, for 
catastrophic risks are a global problem and intergenerational inequality 
cannot be addressed only by one country acting alone. Finally, there is 
the dilemma previously mentioned: are all of these recommendations 
insufficient to truly protect future generations? Is it politically impossible 
to avoid irrevocable damage to future generations? Perhaps. We consider 
that some representation is better than none. Further, we do not wish to 
rule anything out, nor to lose hope. Future generations need us to keep 
on. We hope that the examples set by the six countries analysed here 
will be taken up across the globe.
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Highlights:

• This chapter asks the question: “Should  institutional investors 
act to reduce Global Catastrophic Risks? What are their 
obligations? And if they should, how can they best do so?” 
The authors review existing investor campaigns on global 
risks alongside literature from finance, economics, corporate 
law and ethics to identify and assess the different motivations 
and tactics for institutional investors to act on potential global 
catastrophic risks.

• There are at least four rationales that campaigns have already 
articulated: ethical arguments, legal considerations, financial 
incentives, and risk avoidance. To these the authors add 
two new justifications: long-term self-interest and universal 
ownership. 

• Global Catastrophic Risks are relevant to corporate governance, 
and there are grounds for potentially generalisable ethical and 
legal obligations towards catastrophic risks. To this end, the 
chapter argues that a rational and ethical institutional investor 
should adopt a Financial Hippocratic Oath to not contribute to 
global risks, while those with deeper stakes, such as Universal 
Owners, should commit to a Financial Oath of Maimonides: to 
use their investments to minimise global risks. 
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• The authors also ask how  institutional investors can use their 
money and influence to reduce global risks. They propose 
six different tactics for achieving this end: contest, protest, 
request,  divest,  reinvest and acquest. 

• Investor campaigns benefit from an issue with a clear, 
compelling “moral villain” (an actor that plausibly increases 
global risks), profitable alternatives for reinvestment, investor 
leverage and a strong underpinning campaign. These factors 
apply to many global risks, including climate change, nuclear 
weapons, and Lethal Autonomous Weapons (LAWs). 

This chapter was written over many years as a response to issues raised by 
the global  divestment movement. This work led, in part, to the University 
of Cambridge deciding to  divest its own investments from fossil fuels via 
the role played by Dr Quigley on a secondment to the university’s Chief 
Financial Officer. The role of political economy in extreme global risk is 
discussed in Chapter 2, while the consideration of different mechanisms 
for global risk reduction draws on the research presented in Chapter 19.

Introduction

In 2015 students at Swarthmore College crowded the halls of the 
administration building. They sang, picketed, and occupied it for 32 
consecutive days. The sit-in protest was part of a campaign that dated 
back to 2011.1 It originally demanded that the faculty withdraw their 
investments from the “sordid sixteen”: a group of 16 US oil, gas and coal 
companies with appalling human rights and environmental track records. 

This was the beginning of the “ fossil free”  divestment movement 
( divestment usually referring to investors’ sale of shares (public equity) in 
target companies; it may also extend to the sale of bonds and other financial 
instruments). It has spread like a contagion since then. As of 2022, 1508 
institutions, collectively worth US $40.43 trillion, had pledged to  divest 
from fossil fuels.2 The types of commitments vary. Some restrict their 
divestments to a particular type of fossil fuel, such as coal, while many direct 
their  divestment commitments towards the top 200 fossil fuel companies 
by reserves held. The approach of the “ fossil free“  divestment movement 
has since been adopted by the International Campaign to Abolish Nuclear 
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Weapons (ICAN) through their ‘Don’t Bank on the Bomb’ campaign,3 a group 
which pushes for  institutional investors to  divest from  nuclear weapons 
producers and publishes annual reports (since 2013) on who produces 
and funds  nuclear weapons ( institutional investors are large entities that 
pool money to purchase different investment assets; these include banks, 
 pensions, endowment funds, hedge funds and mutual funds).

Many other global risks exist or are on the horizon but have yet to be 
the subject of  investor campaigns. “Global risks” are risks that profoundly 
threaten the global economy and society.4 Such risks are increasingly 
well known, but surveys suggest that there is a gap between the higher 
concerns of scientists and those of business leaders.5 Of these risks we are 
concerned with those that could produce a global  catastrophe, ranging 
from killing a significant (10–25%) proportion of global  population 
to even resulting in human extinction.6 Nuclear war,7 or catastrophic 
 climate change8 are examples of such catastrophic threats. We may also 
soon face additional global risks from emerging technologies such as 
 synthetic biology and advanced Artificial Intelligence ( AI) systems. 

The likelihood of many of these risks is highly  uncertain and potentially 
very low. However, we should be careful not to underestimate the chance 
of any of them occurring. For instance, one probabilistic historical 
analysis of inadvertent nuclear conflict put the odds at 0.9%.9 This does 
not consider the possibility of a hostile first-strike, not of nuclear conflict 
between other powers. Under a plausible scenario of greenhouse gas 
(GHG) concentrations reaching 700 parts per million (which would be 
achieved under the Intergovernmental Panel on Climate Change “Middle 
of the Road” scenario) there is approximately a 10% likelihood of warming 
exceeding 6 °C.10 This does not account for many potential tipping points, 
and hence the odds could be even higher. Regardless of probability, such 
risks are of critical importance to society, corporations, and shareholders. 
Risk is contingent not just on probability, but impact. Rare, impactful events 
shape the world, including the financial sector.11 The risks we discuss here 
can cause tremendous harm, including the dissolution of some of the 
most powerful industries (or in the case of  extinction, all of them). Rather 
than focusing on setting an arbitrary probabilistic threshold, we suggest 
focusing on plausible risks: ones which are in line with our background 
scientific and intellectual knowledge.12 The risks we will cover here ranging 
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from nuclear  war to  climate change and lethal autonomous weapons are 
either already occurring or could plausibly cause a global  catastrophe. 

Ethically, the threat of large-scale mortality or  extinction can be a concern 
for multiple reasons, ranging from the loss of countless future lives,13 
breaking our obligations to past generations,14 to simply the harm it would 
cause to existing, living beings. Most moral value theories can agree that 
such  catastrophes would be wrong, although they differ in their reasons 
as to why and how bad this would be.15 While ethics is always contested 
philosophically, there are good reasons to believe that  catastrophe and 
 extinction is largely a point of convergence. This is particularly true for the 
public common-sense notion of the word rather than the philosophical one. 

These global catastrophic  hazards overlap with  systemic risk, a concept 
that is widely discussed in corporate  finance and business ethics. Systemic 
risk refers to the ability for individual disruptions to  cascade into system-
wide failure due to the vulnerabilities and structure of a system.16 The 
Global Financial Crisis is the example par excellence of financial  systemic 
risk. Systemic risk does not need to be global or catastrophic, but under the 
right conditions it can be. This is particularly the case when a situation of 
 systemic risk leads to reinforcing, “synchronous failures”.17 While systemic 
risk is relevant and related, we focus instead on Global Catastrophic Risks. 

Beck once reflected that the risk society is born from the unforeseen 
and unintended consequences of systemic behaviour.18 He was wrong: 
global risks are often anticipated, developed and funded by a select few. 
Companies, and the investors that  finance them, are key contributors 
to anthropogenic global risks. This is true of  climate change,  nuclear 
weapons and many emerging dangerous technologies. Since 1988 71% of 
global GHG industrial emissions can be traced back to 100 companies.19 
Fewer than 30 private companies underpin the maintenance and 
development of nuclear weapons systems.20 The development of lethal 
autonomous weapons take place within an oligopolistic marketplace 
dominated by tech giants.21 39 of the 72 ongoing projects to research 
and develop  high-level machine intelligence (defined as “a general 
or specific algorithmic system that collectively performs like average 
adults on cognitive tests that evaluate the cognitive abilities required to 
perform economically relevant tasks.”22 This is also frequently referred 
to as “Artificial General Intelligence” ( AGI), including in the two surveys 
mentioned here) are taking place within companies.23 This marks an 
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increase in private sector projects since 2017.24 The actions of a small 
number of investor-owned companies are fuelling future  catastrophe. 

The implications of global risks for corporate governance and business 
 ethics appear to be chronically understudied. We used the Existential 
Risk Research Assessment25 — a machine-learning algorithm which 
collects global catastrophic risk literature and is updated monthly26 — to 
search across a sample (available on request) of 15,000 relevant papers 
produced by  TERRA using the search terms “corporate governance”, 
“business ethics” and “corporate ethics” and find any that directly address 
corporate governance or business ethics. The one relevant piece we could 
identify examines the intersection between sustainability discourse and 
risk management in business ethics,27 but does not directly deal with 
Global Catastrophic Risks. Given the significance of catastrophic risks to 
corporate ethics and profits this is perplexing. We suspect that this lacuna 
is due to their being little overlap between Global Catastrophic Risk 
studies and the sub-fields of business ethics and corporate governance. 
Despite this, some relevant literature exists. There have been some initial 
efforts to reveal the ownership patterns and financial actor behind global 
environmental changes such as deforestation of the Amazon Rainforest 
and boreal forests.28 But much more is needed to locate the key financial 
actors involved in creating global “Anthropocene Risks” and determine 
their obligations and responsibilities.29 To the best of our knowledge, 
no study to date has systematically examined the credibility of the 
underlying arguments for  investor campaigns, including for global risks. 
The Fossil Free movement has received the most academic attention. This 
has included how it has sowed the seeds of anti-fossil fuel norms,30 how 
the movement has operated31 and its battle for legitimacy with the fossil 
fuel industry.32 Despite this coverage the literature has not examined 
investors’ motivations for shifting their investments to address climate 
disruption, let alone for a broader suite of global risks. 

Global risks (excluding burgeoning action on  climate change) also 
appear to be underappreciated in corporate and financial practice. 
the prevention of global risks has rarely been considered a part of 
 responsible investment. For instance, during 2016 in the UK around 
£81 billion was invested in funds with “green” or “ethical” principles.33 
None of these funds have enshrined the mitigation of global risk as an 
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explicit principle or objective, and only a small proportion would have 
represented true “impact” investments. 

We address this critical gap in the literature by providing a novel 
interdisciplinary study and classification of the reasons for  institutional 
investors to manage global risks via their investment strategies, and the 
tactics they can use to achieve this. Our analysis is valid not only for 
existing campaigns on  climate change and nuclear  war, but for campaigns 
on global risks more broadly. We focus solely on  institutional investors 
and their associated campaigns. This focus covers both  institutional 
investors, and the campaigns by students,  activists and others which 
lead to them taking action. 

In Part I we focus on the motivations behind  investor campaigns. 
The analysis proceeds by first discussing what  institutional  investor 
campaigns are and what they aim to do. Section 2 examines the multiple 
different profit-driven and nonprofit rationales for factoring global risk 
alleviation into investment decisions. Section 3 analyses whether the 
different reasons for investment redirection hold for all global risks. 
We find that there are compelling grounds for  institutional investors to 
manage global risk via their investment strategies, built on a range of 
legal, ethical, economic and political considerations. 

Part II examines the tactics of  investor campaigns and whether they 
can be an effective tool for tackling global risks. We proceed by exploring 
six tactics at the disposal of  institutional investors. This is followed by an 
examination of when  investor campaigns are likely to be effective. We then 
investigate whether  investor campaigns could be useful tools for preventing 
different global risks before concluding with an analysis of ways in which 
 investor campaigns could begin to tackle dual-use technologies. 

PART 1 — Institutional Investors’ Obligations to 
Manage Global Risks

1. Background: The purpose of institutional investor 
campaigns

The activities of corporations have enormous consequences, for good or 
ill. Several actors have influence over company management and therefore 
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corporate conduct. These include clients, employees, governments, and 
publics. We focus on one type of entity: investment funds, especially those 
of  institutional investors. Institutional investors are organisations that pool 
the money of their members and invest on their behalf. Examples include 
 pension funds, sovereign wealth funds, endowment funds (for religious, 
educational and other non-profit institutions), insurance companies, and 
banks. They are notable due to their power and motivations, which can 
be different than those of individual (or “retail”) investors or corporate 
management. Two features that characterise many, but by no means all, 
 institutional investors are their relatively long-term outlook, with many 
even mandated to preserve the health of their investments in perpetuity, 
and the breadth and size of their investments, which can come to 
approximate a representative sample of the economy as a whole.

Over the past four decades “ investor campaigns” have become 
prominent. These involve investors using financing and shares as a 
way to shift corporate conduct in a more ethical direction. These have 
included campaigns around the Apartheid  regime, tobacco companies, 
arms companies, nuclear weapons and fossil fuels companies.34 We 
consider  investor campaigns to include a broad range of approaches, 
encompassing a suite of tools used to reshape investment patterns, 
corporate conduct, government policy and consumer behaviour 
from socially harmful to beneficial activities. These tools range from 
“ shareholder  activism” (investors using their voice and influence “from 
the inside” to directly pressure corporations to change their harmful 
behaviour) to “ divestment” (selling shares in target companies). The 
commonality across  investor campaigns is an explicit aim to brand 
particular activities or companies as morally wrong, or “sinful”, and 
steer financing away from these activities or companies. 

Investor campaigns have experienced mixed results; their effectiveness 
depends on how their impact is measured. Some  activists hope to affect 
companies’ share prices directly through  divestment. Yet historical 
evidence suggests their influence in financially undermining industries 
such as tobacco, gambling and arms production has been negligible because 
 divestment efforts have tended to focus on public equity, where shares pass 
from shareholder to shareholder without any exchange of capital with the 
company itself.35 Most of the companies in these sectors continue to be 
profitable and widely invested in. Campaigners have targeted the tobacco 
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industry since the 1980s, yet the industry remains globally profitable and a 
mainstay among fund managers. While the Fossil Free movement and  Don’t 
Bank on the Bomb campaign are spreading rapidly, they have also caused 
comparatively little financial harm to the companies they are targeting. 

However, these campaigns usually do not aim to undermine the 
share price of destructive industries. Instead, the goal is to eliminate 
their social license to operate: to make targeted companies into pariahs, 
to change corporate and consumer behaviour, and, above all, to make 
them susceptible to more stringent government policy. Partially due to 
these campaigns, the tobacco industry has now fallen under aggressive 
excise tax and advertisement regulatory  regimes in many countries. 
Investor campaigns targeted at landmines and cluster munitions were 
closely involved with the wider political and diplomatic campaigns that 
led to the international treaties prohibiting these weapons. As Fihn notes 
for nuclear weapons, “prohibition precedes elimination”.36 Divestment 
can be regarded as a public shaming tactic, one aimed at changing 
corporate activities, public discourse and government legislation. It need 
not directly harm the companies’ share prices to be effective. Bergman 
concluded in a study of the Fossil Free movement that while the direct 
impacts have been small, the indirect impacts such as changes in 
public discourse have been significant.37 While not a silver bullet, social 
stigmatisation may affect both corporate and government activities. 

Investor campaigns such as those that target  nuclear weapons and 
 climate change could cover other global risks in the future. Divestment 
is a strategy that has been  employed by social movements since at 
least the 1980s.38 Theory and empirical studies suggest that social 
movement tactics, such as  divestment, can spread both between groups 
within a movement, via intramovement diffusion, and across different 
movements, via intermovement diffusion.39 Specific tactics, such as 
prolonged sit-ins to push for  divestment from apartheid South Africa, 
quickly spread across universities in the US and internationally in the 
1980s.40 Student protests against investments in apartheid South Africa 
forced IBM, Ford, General Motors, and Exxon Mobil, among others, to 
withdraw from South Africa. The targets spread to companies associated 
with arms, tobacco and human rights violations in the 1990s.41 

Emerging global risks, such as the development of lethal autonomous 
weapons (LAWs), advanced  AI systems and  bioengineering technologies, 
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could be the next battlegrounds. Indeed, Pax (the organisers of the 
 Don’t Bank on the Bomb campaign) are now focusing on preventing an 
 AI arms race.42 This includes pushing the private sector to “commit to 
not contribute to the development of lethal autonomous weapons”. This 
raises the question: are  investor campaigns justified in targeting global 
risks? In short, should  institutional investors care about global risks?

2. Analysis: Motivations for investor campaigns 

This section surveys four existing motivations for  investor campaigns 
related to global risks, and introduces two new ones. The “existing” 
motivations have been publicly voiced in relation to fossil fuel and 
 nuclear weapon  investor campaigns. They include motivations stemming 
from ethical and legal obligations, including potential legal obligations. 
They rely on either the adoption of new laws in multiple jurisdictions 
(e.g. codetermination legislation) or a specific legal interpretation of an 
institution’s purpose (the argument for institutional perpetuity). They 
also include profit-based motivations to reduce volatility and risk. We 
also introduce two newly proposed motivations: long-term institutional 
survival and  Universal Ownership Theory. These ideas are not novel, but 
their use as a justification for shaping institutional investment in relation to 
catastrophic risks is. Institutional investors depend on wider social stability. 
It is not in their interests to jeopardise or undermine global stability in the 
long-term. Their interests rely in stability and avoiding Global Catastrophic 
Risks. These reasons are not discrete and often interrelate. For example, 
acting ethically (ethical obligations) could improve a company’s image 
(or mend a tarnished one) and aid in profits in the longer-term. Table 1 
presents our novel classification of these motivations.

The motivations are generally universal. However, there are some 
caveats. Organisations’ articles of incorporation and bylaws vary greatly, 
and their obligations rooted in corporate law will vary based on where 
the company is headquartered, while obligations arising from financial 
law will also depend on where they are listed or incorporated. The 
degree of freedom permitted under the Business Judgement Rule will 
in turn vary according to jurisdiction. Moreover, some organisations 
are more sensitive to particular rationales. As a general assumption, 
churches and public bodies such as universities might be more receptive 
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to duty-based reasoning, while corporations might be more persuaded 
by self-interested arguments that  align with their underlying profit 
motive and  fiduciary duties. 

 Table 1: Motivations for  investor campaigns.

Previously 
Identified or 
Novel

Rationale Explanation

Previously 
identified

Ethical 
obligation

Investors have a moral obligation not to 
create significant harm or support others in 
doing so.

Previously 
identified

Legal 
considerations

Corporations currently have legal 
considerations related to global risks in 
certain jurisdictions, and could face further 
obligations in the future.

Statutory considerations of codetermination 
could allow for concerned stakeholders to 
push for global risk reduction.

 

Benefit corporation laws could be reformed 
to, or in some cases interpreted to, give 
 institutional investors a fiduciary obligation 
to reduce global risk as a social goal.

Novel Perpetuation of 
the institution

Institutions have a vested interest in 
ensuring their long-term survival.

Previously 
identified

Profitability Investors have an overarching (although 
not legal) goal of profit maximisation and 
in some cases  divestment can lead to higher 
returns and lowered volatility, especially for 
large  institutional investors with a long-term 
view. 

Not acting ethically damages one’s 
reputation.
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Previously 
identified

Risk avoidance Divestment can aid long-term profitability 
by withdrawing from “ sin stocks” before 
regulation is introduced and financial value 
drops. In some cases, these “ sin stocks” 
risk an absolute loss of value as a sector or 
subsector is regulated out of existence (or 
becomes technologically obsolete). Absolute 
losses wipe out previous gains, making 
these investments potentially unattractive to 
cautious long-term investors.

Novel  Universal 
Ownership 
Theory

 Universal Ownership Theory advances the 
goals of large  institutional investors whose 
interest is in the long-term performance and 
stability of the economy as a whole due to 
their investments across many sectors and 
asset classes. 

2.1 Non-profit-based arguments for investor campaigns

2.1.1 Ethical obligations

Investor campaigns may be driven by an ethical claim: investors should not 
support, or benefit from, products and services that cause significant social 
harm. In short, it is wrong to profit from harm. This ethical imperative has 
been among the most prevalent discourses within  investor campaigns. 
Efforts to change company activities from the inside often appeal to 
the “better angels” of management. Divestment relies on stigmatising 
controversial and ethically questionable holdings as “ sin stocks”. This 
ethical branding has been used in the  divestment campaigns for both 
 nuclear weapons and  climate change. The  Don’t Bank on the Bomb 2018 
report warns financial institutions that support  nuclear weapons producers 
that they will become “increasingly isolated and stigmatised” unless they 
 divest.43 Similarly, the Fossil Free divestment movement is a battle over 
hearts and minds.44 Campaigners aim to discredit and de-legitimise an 
industry. The campaign has hinged on the simple notion that there are no 
 pensions and no use for degrees on a dead planet. McKibben contends 
that universities that invest in fossil fuels create a tragic situation in which 
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“educations are being subsidized by investments that guarantee they 
won’t have much of a planet on which to make use of their degree”.45

Appeals to the ethical principles of investors occur in three key 
ways. First, they may appeal to institutions’ supposed commitments 
to generalised ethical principles, which can reflect a  diversity of ethical 
traditions and schools of thought.46 Second, they may demand consistency 
between an investment and the stated principles of the investor or 
shareholders. This is particularly important for institutions with higher 
ideals, such as a university, government or religious institution. Deviation 
from these principles, or the standards of wider society, can grievously 
injure the reputation of a company or investor. Third, they may influence 
the individuals involved in the institutions. Executives at companies and 
 institutional investors are not purely economic agents; they consider 
their reputations and identities when acting.47

Additionally,  institutional investors have a duty to their stakeholders 
not to put them at undue risk, including from global  catastrophes that 
they have the power to influence. By tacitly supporting corporations 
that are contributing to global risks, these  institutional investors are 
in turn potentially placing their stakeholders in harm’s way. Investors’ 
responsibilities to their stakeholders should not be limited to purely 
financial matters where other pressing interests of theirs are at stake.

Ethical obligations could also stem from theories of corporate 
governance. Stewardship theory sees management and leaders as 
having a responsibility to guide and protect the long-term performance 
of a firm.48 Others have sharpened this to “ethical stewardship”: the 
“honoring of duties owed to employees, stakeholders, and society in the 
pursuit of long-term wealth creation”.49 Such an approach to leadership 
lends itself to protecting against catastrophic risks. Preventing global 
calamity is clearly in the interests of both society and long-term wealth 
creation, and as highlighted in Section 3.2 is compatible with, if not 
supportive of, firm performance. An ethical steward would ensure that 
their employees, society and stakeholders do not face undue, dire risks. 

Note, that this is a description of how ethical obligations are articulated, 
and why they are reasonable. They are not an argument that companies 
will act ethically. Indeed, there is ample evidence that unethical conduct 
is brazen and rife in many industries including pharmaceuticals, arms 
production, and finance.50 This is not a naive plea that institutional 
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investors will comply with ethical demands. Rather, that these ethical 
obligations exist, are sensible, and are one of many pressures that can 
change the behaviour of  institutional investors and companies. 

Following these ethical arguments, which can only be enforced 
through individual consciences and the court of public opinion, the next 
subsection will explore the potential of arguments that can be enforced 
in courts of law. 

2.1.2 Legal considerations 

Institutional investors are currently under some legal obligations in 
relation to global risks. There are several possible pathways for them to 
be considered under other legal obligations.

(a) Considerations relating to domestic and international legal obligations

Institutional investors fall under various existing legal obligations in relation 
to global risks. These often depend on legal structure and the jurisdiction 
in which they are incorporated or listed. For example,  fiduciary duty for 
 pension trustees is increasingly being interpreted as incorporating the duty 
to include  climate risk into investment analyses. In the UK, the Bank of 
England specifies how financial institutions are obliged to account for  climate 
change risks.51 ClientEarth recently reported four major UK companies to 
the UK regulator, the Financial Reporting Council, for failing to address 
 climate change risks in their shareholder reports.52 Similar legal hurdles are 
arising in the world of  nuclear weapons. A company operating in a country 
that has ratified the Treaty on the Prohibition of Nuclear Weapons will be 
bound by the provisions against contributing to the development, testing, 
production, stockpiling, stationing, and transfer of  nuclear weapons. Legal 
obligations exist in both international and domestic law. 

(b) Considerations vis-à-vis employees

Corporations and other institutions have existing legal (de lege lata) 
obligations to their stakeholders that could underpin claims to change 
corporate behaviour or  divest. Most larger corporations have hard 
statutory obligations towards their employees and other stakeholders 
beyond labour contracts, workplace safety and future  pension entitlements. 
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More specifically, laws of codetermination provide workers with a legal 
right to participate in the management of companies in which they are 
 employed. Such a model is already practised in numerous jurisdictions 
such as Germany, Austria, Sweden, France, Denmark and the Netherlands, 
with the German Codetermination Act (Gesetz über die Mitbestimmung 
der Arbeitnehmer) of 1976, based on an earlier law from as early as 
1951, representing a prominent statutory example. The purpose of the 
codetermination model is to represent the interests of workers alongside 
the predominating interest of shareholders. Current employees normally 
have a vested interest in avoiding global risks, both in preserving their 
own health and well-being as well as that of future generations. In the 
future, long term-oriented employees might begin to use co-determination 
to oblige their institutions to move away from risky activities and towards 
socially beneficial ones. This has yet to occur, but is a promising legal 
avenue. In this case, co-determination laws are an enabling factor, but 
action still rests on employee motivation and power relationships. 

(c) Considerations relating to fiduciary duties for profit and return

A common objection to  divestment and company or sector exclusions is 
that  institutional investors usually cannot legally  divest or exclude holdings 
for moral reasons as this would violate trustees’ duties to beneficiaries. 
For instance, the Business Judgement Rule  states that executives have a 
 fiduciary duty to act in good faith, loyally, with due care (Cede & Co. v. 
Technicolor, Inc., 634 A.2d 345, 361).53 Similar rules exist in five European 
 states, namely Germany, Romania, Croatia, Greece and Portugal,54 and 
their obligation to maximise profit for shareholders. Similarly,  institutional 
investors sometimes claim that they cannot engage in campaigns due 
to  fiduciary duties to their trustees to maximise returns and maintain a 
sufficiently  diversified portfolio. 

These contentions are all highly contested. Legal experts and 
scholars have laid out a compelling case in multiple jurisdictions that 
not only is divestment from certain companies or sectors permitted55 but 
investing for impact may be legally required. This is because investment 
returns — and benefits to beneficiaries — rely on the health of the 
overall economy.56 Some scholars have suggested that the singular duty 
to maximise returns is an ideological myth and that fiduciaries instead 
must meet several different fiduciary obligations.57 Importantly, even if 
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this were true there is little evidence that  divestment injures profits for 
companies or returns for investors (see Section 2.2). There are similarly 
no strong grounds that  divestment will injure the  diversity of a portfolio 
substantially enough to violate duties to trustees. This is clear in the long 
history of investors that have  divested from numerous areas (such as 
tobacco, arms, and gambling) without substantially reducing portfolio 
 diversification. 

2.1.3 Protecting investments in perpetuity

Many institutions were founded with the implicit or explicit aim 
to continue in perpetuity. This includes many schools, universities, 
and colleges,58 religious institutions,59 NGOs, and some charitable 
endowments, referred to in the UK as “permanent endowments”.60 Their 
founders clearly envisioned that they would continue forever. Others, 
such as sovereign wealth funds and  pension funds, are predicated at 
least on long-term, if not perpetual, existence. The Norwegian Oil 
Fund’s mission statement is “to safeguard and build financial wealth for 
future generations”.61 Similarly, much of international law is based on 
the assumption that  states are perpetual.

These  institutional investors therefore have a special obligation to 
ensure the survival of their institution and guard against risks that might 
destroy it. Global risks that would produce a substantial disruption to 
the global economy could lead to the bankruptcy or destruction of many 
corporations and investment vehicles. Indeed, these global risks are 
some of the few events that could lead to such an outcome for significant 
swaths of an investor’s portfolio. Thus, investors have an obligation to 
ensure that they are not contributing to them occurring. The investments 
of these institutions should be compatible with a vision of themselves as 
a long-term or perpetual institution. To the best of our knowledge, this 
is a novel and overlooked rationale that has not been prominently used 
in existing  investor campaigns or discussions. 

This is not an argument that commitments to perpetuity will de facto 
lead to a sober consideration of global risks. For instance, the majority 
of capital inflow for the Norwegian Oil Fund comes from oil and gas 
extraction. Its commitment to safeguard future generations is at odds 
with its contributions to  climate change. This is an argument that pledges 
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to exist in perpetuity are one (often underexploited) reason that these 
actors should be acting to address global catastrophic risks. 

2.2 Profit-based arguments for investor campaigns

2.2.1 Profiting from investor campaigns

There is tentative evidence that socially  responsible investment portfolios 
may be just as profitable as irresponsible ones. This has been substantially 
explored in the case of portfolios excluding fossil fuels. Trinks et al. 
compared portfolios with and without fossil fuel stocks over the period 
1927–2016 and found that a fossil-free portfolio’s performance was similar 
to that of a portfolio including fossil fuel stocks.62 Grantham conducted a 
comparable study looking at nine major sectors in the stock market and 
the US-listed companies included in the S&P 500 Index over the past three 
decades.63 He found that excluding any single sector made no significant 
difference in portfolio returns. Excluding energy actually increased returns 
by three basis points. This finding is supported by several earlier studies 
showing no or little impact of fossil fuel screening on portfolio performance;64 
contrary to some claims,  divestment does not appear to weaken financial 
performance. In fact, one study found that a fossil-free portfolio (S&P, 
excluding fossil fuel companies) outperformed the S&P 500 Index and 
a fossil-fuel orientated portfolio within the S&P 500 over an eight-year 
period between 2010 and 2018.65 Finally, the Cambridge divestment report 
summarised all of the above studies and all of the other peer-reviewed 
analyses available, concluding that although it is possible to time fossil 
fuel divestment well or poorly because fossil fuels have outperformed or 
underperformed the market at different points, judging from a review of 
studies covering 118 years of data there was little overall difference between 
fossil-free and conventional portfolios. 

Evidence on the performance of socially responsible investments 
is similarly mixed. Dimson, Karakaş and Li find that after shareholder 
engagement, particularly on environmental and social issues, companies 
experience improved accounting performance and governance as well 
as increased institutional ownership.66 Yu looked at the monthly risk-
adjusted returns for 321 funds over 1999–2009 for both social-screened and 
conventional mutual funds.67 He found that funds in the ethical governance 
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and social categories outperformed their conventional peers. However, 
there is a debate in the literature as to whether socially responsible 
portfolios outperform conventional ones.68 For example, some studies 
suggest that investors who have maintained shareholdings in tobacco 
may have benefited disproportionately relative to those who divested.69 In 
general it is still debatable whether socially  responsible investment funds 
outperform, underperform, or match market performance. 

There is a connection between the profit-motive and ethical obligations. 
That is, breaking ethical norms can injure a firm’s reputation. As mentioned 
earlier, this loss of reputation can affect an investor's or company’s bottom 
line by enabling regulation, or by leading to boycotts and consumer 
backlash. 

2.2.2 Avoiding legal and reputational risk

If a particular line of business or “ sin stocks” will likely become a pariah, 
or become the object of stringent regulations, then shifting corporate 
behaviour or withdrawing early can avoid losses. Institutional investors 
can evade risk by encouraging change or  divesting.

Selling stocks before a tidal market shift can be lucrative. Several 
investors made small fortunes by foreseeing the 2008 subprime mortgage 
crisis and shorting the market.70 These are cases of investors profiting 
from a market collapse rather than widespread  divestment, but the 
fundamental premise is the same: it is possible to generate profit and/or 
avoid risk by diverting funds before a hidden  systemic risk is realised by 
the wider market. The idea is simply to escape the bubble before it bursts.

Such bubble thinking has been prevalent in the Fossil Free movement. 
It was influenced early on by Bill McKibben’s Rolling Stone article ‘The 
Terrifying New Math of Climate Change’.71 His popular piece drew from 
a report by Carbon Tracker on ‘Unburnable Carbon’.72 Unburnable carbon 
refers to fossil fuel stocks that need to remain buried and unused to limit 
temperature rise to 2°C. One study by McGlade and Ekins suggests that 
unburnable carbon could represent known reserves as high as 96% of coal, 
54% of conventional oil (100% of unconventional) and 69% of conventional 
(82% of unconventional) gas.73 Thus the Fossil Free movement argues 
that, due to this unburnable carbon, investments in the fossil fuel industry 
are financially reckless.74 The stock price of these companies is built on 
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inflated valuations of unburnable carbon and stranded assets. This asset 
value will need to be prematurely retired and written off to meet the goals 
of the 2015 Paris Agreement. Such losses could be significant. Mercure 
et al. estimate that the losses from stranded assets may amount to a 
discounted global wealth forfeiture of US $1–4 trillion.75

We argue that the same approach can be applied to “ sin stocks” beyond 
fossil fuels. Trying to change the activities of (or create an early exit from) 
controversial companies is rational if there are good reasons to believe 
that government intervention,  technological advances, or a  divestment 
contagion will permanently drop the price. This could occur with fossil 
fuels,  nuclear weapons, lethal autonomous weapons and advanced 
biotechnological and  AI systems. Companies in these areas could be in 
a bubble of underpriced risk. Divestment or dropping particular lines 
of business entails escaping the bubble before the risk is addressed by 
government or the judiciary. Which branch of power, the legislature, the 
judiciary and the executive, creates the legal risk will vary by jurisdiction 
and case. In Japan the bureaucracy is empowered to change the financial 
industry. In the US the power rests primarily in the courts. 

However, there is some scepticism as to whether one can  divest oneself 
out of a bubble, carbon or otherwise. First, the timing is notoriously 
difficult to get right. This is evidenced by the rise of passive investing at 
the expense of active investing (where stock-picking, and its timing, are 
of paramount importance). Second, some evidence suggests that  climate 
risk may be largely “unhedgeable”. One simulation of a variety of types of 
 diversified portfolios found that it was possible to hedge against less than 
half of climate risk.76 The nature of Global Catastrophic Risks or existential 
risks is that they affect the planet as a whole, and therefore cannot be 
avoided through clever or prescient stock-picking. Whether risk avoidance 
will work thus depends on the extent and type of market disruption. 

Legal risk can also stem from litigation. The advent of attribution 
studies could provide the foundation for a wave of lawsuits against 
the fossil fuel industry. Studies that attribute extreme weather events 
to climate change are already commonplace and improving.77 Given 
the highly concentrated nature of the fossil fuel industry and supply 
side emissions, the question of legal liability becomes apparent. For 
example, Ekwurzel et al. have attempted to attribute responsibility for 
particular climate effects to particular companies.78 Already suits have 
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been brought against major fossil fuel companies for damages caused by 
 climate change in both New York City and California.79 Greenpeace has 
threatened similar action in the Netherlands against Royal Dutch Shell 
plc.80 In 2015 the Urgenda Foundation and 900 Dutch citizens won a 
case against the government of the Netherlands, forcing it to improve its 
emissions reductions efforts to fulfil its duty of care in protecting Dutch 
citizens from  climate change (Urgenda Foundation v. The Netherlands 
[2015] HAZA C/09/00456689 (June 24, 2015)). The case was appealed, 
but upheld in 2018 (Aff’d (Oct. 9, 2018) (District Court of The Hague, 
and The Hague Court of Appeal (on appeal)).

The outcomes of such cases will be contingent on the jurisdiction and 
circumstances. The suit in New York City has already been dismissed, 
although this was because the judge deemed it to be under the purview 
of the Federal Court.81 Such cases can be expected to increase over time 
as the impacts of  climate change worsen. Even if unsuccessful they can 
and often do cause reputational harm to companies and increase the 
chance of other investors withdrawing or diverting investment. Cases 
have also begun to be brought against investors, such as in Australia and 
the UK in recent years. Furthermore, if a company loses a lawsuit and 
fines are levied, the costs be passed on to investors via cuts to dividends 
and decreases in share prices. 

There is a second risk: reputational. A company or investor’s image 
is increasingly important to their prospects. Alphabet Inc. was quick to 
withdraw from the US military contract of “Project Maven” once they faced 
a boycott from their employees. The Pentagon project aimed to develop 
algorithms to differentiate between objects and people based on  big data 
from military  drones. The threat of losing highly skilled, conscientious 
employees outweighed the money on offer from the Pentagon. One key 
historic example was a $5 million contract to produce napalm for use in the 
Vietnam War, “which most likely cost Dow Chemical billions of dollars” in 
“damaged reputations, recruiting problems and customer boycotts”.82 This 
ability to attract and retain consumers and employees has been included 
in “intangibles” accounting. Corporate executives know that financial 
incentives alone are not enough to recruit and retain skilled employees.83 
One review of the literature suggests that a company’s image plays a role 
in prospective employees’ decision-making processes, that they prefer to 
work for corporations whose values overlap with their own, and that this 
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affects long-term employee retention.84 Such considerations are particularly 
important for top talent.85 Being perceived as a funder of global risks and a 
questionable corporate citizen is a financial and recruitment liability. 

In summary, the combination of legal and  reputational risks makes 
aligning investments to minimise global risks a prudent choice for 
 institutional investors. 

2.2.3 Universal ownership theory

“Universal owners” are long-term asset owners such as  pension funds 
or sovereign wealth funds that are invested in a broad (and more or less 
representative) swath of the economy.86 These universal owners have 
highly  diversified portfolios that span different asset classes encompassing 
public and private debt and equity, physical assets, and more. Universal 
ownership theory supposes that an investor who is invested across a broad 
swath of the economy will have an interest in its overall health. Externalities 
from one sector could affect returns in another, especially in the long-term, 
which necessitates a more holistic approach.87 For example, high emissions 
in the fossil fuel sector could have negative consequences for returns in 
other asset classes. This includes physical effects on  infrastructure, health 
effects due to pollution in cities and decreases in worker productivity. 
These factors could easily affect the long-term returns of other parts of a 
universal owner’s portfolio. If harm from one company or sector affects 
other companies or sectors within a universal owner’s portfolio, the owner 
has a strong interest in reducing that harm. For a universal owner, it would 
make sense to work to reduce the harms produced in the fossil fuel sector 
to protect the rest of the portfolio.

For the universal owner, who is by definition a long-term investor 
with a system-wide view, externalised outcomes are counterproductive. 
Trade-offs between and among companies and sectors need to be 
accounted for. As universal owners have an interest in the overall health 
of the economy, it is self-defeating for them to allow the companies it is 
invested in to contribute to global risks. Instead, they would be better 
advised to internalise the externality, and use their power through 
an investor campaign to change companies’ behaviour.88 Universal 
ownership theory thus provides strong theoretical grounds for a 
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large subset of  institutional investors to shift their finances away from 
contributing to global risk. 

3. Are the motivations applicable to all Global Catastrophic 
Risks?

All of the outlined rationales are compelling, but not all are generalisable 
across all  institutional investors or global risks. The two novel motivations 
we list (long-term institutional survival and universal ownership 
theory) are only applicable to particular types of  institutional investor. 
That is, either those with an enshrined goal of perpetuity for the former, 
or a heavily  diversified asset owner portfolio across a representative 
proportion of the economy for the latter. Arguments to reduce risk 
or maximise profit vary by issue. Divestment appears to have been a 
financially prudent move for fossil fuels, but not for tobacco. Similarly, 
legal, regulatory and financial risks will vary by country and market.

Ethical arguments appear to be universal across actors and risks. All 
global risks share the common “traits” of destroying vast amounts of 
future material and immaterial value. The potential for large-scale loss of 
human life makes investments in activities that contribute to these risks 
unethical. It is immoral to fund or profit from the endangerment of future 
generations. That ethos holds true regardless of the threat. Similarly, duties 
for institutional perpetuity do not depend on the  hazard involved. There 
are no shareholders, churches or universities in a collapsed civilisation. 
These duties do not hinge on the nature of the specific risk, but rather 
its potential for causing future damage. Overall,  institutional investors 
appear to have some core common ethical duties to reduce global risk, 
but whether they are legally bound to, or will profit from it, differs. 

The different motivations also vary in terms of their effectiveness. 
Arguments for ethical action, the avoidance of reputational damage and 
regulatory risk have been persuasive in the case of both  climate change 
and  nuclear weapons. For example, the Norwegian sovereign wealth 
fund, Government Pension Fund Global, has excluded 16 companies 
involved in the production of  nuclear weapons due to their potential to 
violate humanitarian principles.89 The Rockefeller Brothers Fund (RBF) 
cited both the moral tension between supporting the fight against  climate 
change and investing in fossil fuels, as well as the fiscal responsibility to 
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avoid stranded assets, as the basis for its decision to divest.90 There is 
abundant evidence on the efficacy of ethical shaming and stigmatisation 
tactics.91 This is evident in the proliferation of corporate watchdogs such 
as the Multinational Monitor, Corporate Watch and Global Exchange. 

Redirecting institutional investment to maximise profit, avoid legal 
risk or meet legal obligations are motivations with more  uncertain 
results. As noted, most legal cases related to fossil fuel  divestment have 
been unsuccessful, while there is little evidence to suggest that diverting 
investments from globally risky activities will be profitable. Put simply, 
more time and evidence are needed to assess the profitability of a 
global risk-averse approach. The case for reducing global risks through 
investments to protect institutional perpetuity or broader economic 
stability (universal ownership theory) is even more unclear. These 
are novel motivations that have rarely been publicly advocated for. 
Some reasons are more compelling than others, yet none is entirely 
without grounds. The profit and non-profit basis for a global risk-averse 
investment strategy appears to be varied and sound. 

PART 2 — Institutional Investors’ Tactics for 
Managing Global Risks

4. Analysis: Six tactics for investment campaigns

Investor campaigns typically employ six tactics: contest, protest, request, 
 divest, re-invest and acquest. Each of these approaches has different 
strengths and weaknesses. In the following overview presented in 
Table 2, we describe these tactics and their aims. We focus on tactics 
relevant to  institutional investors and financial redirection. These 
tactics run across the spectrum from least (contest) to most (acquest) 
confrontational. There is a long-standing debate on the relative 
effectiveness of more confrontational tactics: from  shareholder  activism 
to divestment.92 However, it seems that a range of tactics operating in 
tandem can work. The “inside game” can support the “outside game” 
and vice versa. Examples include tobacco, apartheid, landmines, cluster 
munitions and corporate social responsibility (CSR) in general).93
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 Table 2: The six tactics of investment campaigns.

Tactic Description Aim Conditions

Contest Refers to  shareholder 
 activism by those with 
voting shares who aim to 
directly influence decision-
making, involving a (group 
of) shareholder(s) with 
non-negligible holdings, 
using internal mechanisms 
to steer a company away 
from irresponsible, unethical 
or risky actions; includes 
both voting and co-filing 
resolutions and encompasses 
attempts to introduce 
independent monitoring 
and verification schemes 
to reinforce the desired 
behaviour.

To shift a 
company from 
within through 
internal 
governance 
processes.

The company 
must be capable 
of changing its 
behaviour, i.e. its 
business model 
cannot entirely 
dependent on 
the activity. 
There should be 
non-negligible 
holdings of voting 
shares, and the 
company’s terms of 
incorporation must 
allow for this form 
of influence.
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Protest Refers to  shareholder 
 activism by those with 
shareholdings who aim 
to lobby a company. For 
instance, by directly 
contacting senior executives 
or using Annual General 
Meetings (AGMs) for 
publicity and message 
amplification, involving 
a shareholder using their 
position to raise critiques and 
urge company transformation 
in annual general meetings.94 
May be done by purchasing a 
single share.

Protest also includes 
shareholder litigation. That is 
primarily derivative actions 
and other corporate-law-
based instruments to hold 
executives responsible and 
liable by way of a suit in court 
against decisions that harm 
the (long-term) interests 
of shareholders. Both 
shareholder suits against 
the corporation and against 
individual executives are 
possible, both on behalf of an 
individual shareholder and 
on behalf of the corporation 
itself (i.e. derivative action). 
Even if such suits are not 
likely to be successful, their 
mere filing can attract public 
attention to management 
decisions that increase global 
risks. 

To cause a 
change to 
company 
behaviour 
or a loss of 
social licence 
from within 
by critiquing 
harmful 
activities in 
boardroom 
meetings and 
from outside 
by releasing 
this to the 
media or using 
shareholder 
litigation. 
Shareholder 
litigation can 
also shift 
company 
activities 
through the 
threat of 
regulatory, 
financial or 
reputational 
damage to 
the company 
or particular 
individuals.

The company must 
be possible to 
change; negligible 
holdings may 
suffice. In the case 
of litigation the 
feasibility of a 
case will vary by 
jurisdiction and 
circumstances.
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Request Refers to shareholders and 
 institutional investors directly 
appealing to government 
to introduce policies that 
reshape financial flows, 
impose standards or enact 
selective purchasing laws 
based on promoting their 
interests as investors. 
For example, at the 2018 
Katowice climate summit, 420 
investors managing over USD 
$32 trillion in investments 
called for stringent emissions 
reductions policies and 
improved climate-related 
financial reporting measures.95 

To push 
governments 
towards 
policies 
causing 
investors to 
change asset 
allocation and 
businesses 
to change 
behaviour.

An industry’s 
political power must 
be weak enough to 
allow for effective 
regulation, or the 
power of investors 
must be sufficient to 
overcome industry-
imposed barriers to 
this.

Divest Refers to shareholders 
freezing, reducing, or fully 
disposing of their holdings; 
this entails both the action of 
 divesting by shareholders, as 
well external campaigns that 
urge  divestment.

To avoid risks, 
maximise 
returns, 
socially  align 
one’s portfolio 
or cause the 
loss of social 
license. Within 
public equity 
the effect is 
indirect in that 
it is mainly 
due to public 
pressure; in 
other asset 
classes it can 
actually shift 
capital, and 
therefore 
can be more 
directly 
impactful.

The company 
must be unable or 
unwilling to change; 
any prior holdings 
suffice.
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Reinvest Refers to positive investments 
in direct96 alternatives 
that are risk-reducing at a 
system-wide level. E.g. for 
 climate change this would 
be renewable energy; as 
noted earlier, some positive 
alternatives can offer 
equivalent returns and 
reduced risk.

To redirect 
capital from 
socially 
harmful or 
risky activities 
towards 
alternatives 
that directly 
alleviate 
these risks or 
damages.

The previous 
company could 
not or would not 
change; or as 
standard practice.

Acquest Buying up a company so that 
it comes under the direct 
control of an  institutional 
investor. This can be done for 
the entirety of a company, or 
potentially just a portion of 
its shares, product lines or 
 infrastructure. 

This is done 
with the 
 intention of 
changing the 
company’s 
business 
model away 
from socially 
harmful 
activities, or 
shutting it 
down. 

The firm must 
be incapable 
of changing its 
behaviour and 
other tactics are 
not working; the 
investor must have 
financing to buy 
out the company. 
The legality of this 
tactic will vary by 
jurisdiction. 

Our list of six tactics can encompass numerous other approaches not 
explicitly listed here. For example,  reinvestment could also involve the 
creation of new alternative financial institutions that invest in positive 
rather than risky activities.97 

An overview of how these different tactics interact is provided in 
Figure 1. It shows that  divestment and positive investment are two sides 
of the same coin. Contest and protest encourage companies to change 
their activities, while  divestment frees up resources to be redirected 
towards positive alternatives ( reinvestment). It also provides political 
pressure that can be translated into behavioural or policy change. Insofar 
as the social licence to operate has been undermined, request tactics will 
be more effective at enacting more forceful regulation.

Tactics can be combined throughout a campaign, moving from one to 
another in reaction to corporate lack of change. For example, the financial 
services company Legal and General Group Investment Management 
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warned of its  intention to  divest from non-compliant companies 
two years prior to taking action. This gave targeted companies the 
opportunity to change their actions and  align with the new standards. 
Thus, the move followed “protest” with “ divest”. Further research could 
usefully address whether this was more effective than either tactic alone. 

 Fig. 1: An overview of  investor campaign tactics.

There is a long-standing debate on the effectiveness of engagement 
compared to confrontation.98 We believe our typology offers a new 
angle on the “ shareholder  activism” versus “ divestment” debate, 
by suggesting which tactics might be appropriate and successful in 
particular situations. We suggest that  shareholder  activism (i.e. contest 
and protest) is appropriate if such  activism can reasonably be expected 
to change a company’s harmful activities within a reasonable time 
period (such as five years to a decade, depending on the urgency of 
the threat). However, if such  activism cannot reasonably be expected to 
change the company’s activities over this time period, then “request”, 
“ divest”, “ reinvest” and even “acquest” are appropriate. 

5. Timing of tactics: When to escalate

Whether or not it is reasonable to expect  shareholder  activism by a 
particular  investor campaign to change a particular company’s activities 
is a difficult question. It will ultimately always be a subjective judgment 
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call. However, some factors can inform this question of whether the 
company is able and willing to change. These include the centrality 
of the activity to the business model of the company, and the past 
behaviour of the company. These factors were identified in 11 interviews 
with people involved in  investor campaigns, all conducted under the 
condition of anonymity.99 There are four main conditions to determine 
when to initiate or escalate  shareholder  activism. These are: ability to 
change, willingness to change, timing, and susceptibility to  activism. 

5.1 Ability to change

If a company’s business model is built on activities that create global risk, 
then there is little hope for it to change. Sometimes the risk-increasing line 
of business is not central, however. For example, many arms companies can 
do without  nuclear weapons and  LAWS contracts; these sources of income 
are not central to their business model. Large  technology companies can 
very easily do without  LAWS contracts. They already have significant 
profit margins and market capitalisation, and are not reliant on military 
clients. Some small or medium-sized fossil fuel-related companies, such as 
the power company Vattenfall AB, might be able to change their business 
model to become sustainable energy companies. In contrast, driving global 
warming appears to be irrevocably central to the model of most major 
fossil fuel companies. The sheer sunk costs in expertise,  infrastructure, 
and assets developed to find and extract hydrocarbons is overwhelming. 

5.2 Willingness to change

Is the company engaging with  activism in good faith, or merely 
greenwashing? Both ability to change and past behaviour can be useful 
guides to this question. For example, fossil fuel companies have a long 
track record of misrepresenting science and funding “merchants of 
doubt”.100 They are currently spending billions lobbying the EU and US 
governments.101 The key metrics for willingness to change all relate to the 
question of where the company’s new financing is going: the percentage 
of capital expenditure, research and development spending, and 
acquisitions (and disposals) spending dedicated to changing course away 
from Global Catastrophic Risks;102 thus far none of the oil and gas majors 
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are on track to shift their business models according to these metrics. 
Combined with their structural inability to change, this provides a strong 
case that the fossil fuel industry is also simply unwilling to change. 

5.3 Timing

How long has there been a  shareholder  activism campaign and are 
there signs it is working? There is no clear rule or threshold here. It will 
partly depend on indicators of progress and how urgent the risk being 
addressed is. If an insider campaign has been ongoing for multiple years 
without any clear victories, it is likely time to escalate. 

5.4 Susceptibility to activism

How likely is a company to be influenced by  shareholder  activism? 
Consumer-facing companies may be more susceptible, especially if their 
consumers are ethically conscious shoppers. Companies that are more 
reliant on highly skilled, well-organised workers in short supply may be 
more susceptible as well.103 Companies with a corporate culture of, and 
management incentive structures for, being agile, disruptive and high 
growth rather than complacent and defensive may be more susceptible. 
Ownership and management structure are also important. Companies 
with an individual majority owner, such as founder-dominated 
 technology companies, can move fast if that individual is persuaded. 

These are partly empirical questions, but the final decisions are 
ultimately subjective judgements. There are also practical considerations, 
such as the potential speed of  divestment, impending regulation and 
public opportunities to garner attention. If a company is unwilling to 
change, and simply incapable of doing so, then it would be prudent to 
turn to  divestment and  reinvestment. If possible, it may even be wise to 
consider the tactic of acquest. 

6. Effectiveness: When do investor campaigns work?

Investor campaigns of the kind described above will not always be 
effective. As we will substantiate below, evidence from practice and the 
literature suggests that  investor campaigns work best under the following 
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four conditions: the presence of clearly identifiable,  intentional moral 
villains (actors that plausibly contribute to global risk) to target, existing 
alternative models of best practice, the presence of a well-organised and 
well-resourced campaign, and private investors who have substantial 
leverage over the actors. We term this the “Villain-Hero-Campaign-
Leverage” (VHCL) framework.

6.1 Intentional “villains” 

Political messages inevitably need to be less nuanced than those reflecting 
the full complexity of the real world. Experience has shown that the 
presence and visibility of moral villains acting with  intention makes 
ethical arguments salient and political tactics psychologically effective. 
The use of a simplified narrative and opposing heroes and villains is a 
central element of  investor campaigns. Benford and Hunt contend that 
“social movements can be described as dramas in which protagonists 
and antagonists compete to affect audiences”.104 To be effective, framing 
by movements needs both “heroes” and “villains”.105 For example, a 
compelling narrative framing has been shown to be more effective in the 
communication of climate change.106 The necessity of having a bad actor 
with  intention for a campaign to target is evident in the success of previous 
campaigns. For example, the Fossil Free  divestment movement directly 
labels the fossil fuel industry as the enemy. The  Don’t Bank on the Bomb 
campaign focuses on arms companies, and highlights the emotionally 
salient hibaku-sha victims of Hiroshima and Nagasaki. The apartheid 
 divestment campaign had a ready-made villain in the discriminatory 
South African government, while anti-smoking  activists focus on shaming 
Big Tobacco. The ability to portray a salient villain with  intention allows 
an investment campaign to construct a persuasive narrative. 

6.2 Reinvestment heroes 

A successful framing should also include “heroes”: actors that are 
working for the societal good to mitigate global risks. Empirical 
evidence underlines the unique importance of a hero. Jones used an 
internet experiment with 1,500 US citizens to explore how different 
considerations shape individual risk and policy preferences for  climate 



 67123. Financing Our Final Hour

change.107 He found that narrative framing, particularly the presence 
of a compelling hero, was the greatest shaper of individual views on 
 climate risks and policy. Investment campaigns ideally pinpoint a 
clear alternative that mitigates the targeted risk or harm. To change 
corporate behaviour through the tactics of contest and protest, it is best 
to have a clear “ask” and proposed model of best practice. The tactic 
of  reinvesting needs a “hero” for  reinvestment; having such a hero can 
improve the efficacy of the tactic of  divestment. In the case of  climate 
change, investments in fossil fuels can be reallocated to renewable 
energy projects (as long as these are primary market investments — 
not public equity). This could happen within a given energy company, 
but mostly the Fossil Free movement has  employed a frame of shifting 
money from the “bad actors” (the fossil fuel industry) to good ones (the 
renewable energy industry). These heroes are the final destination of 
funds mobilised for positive investment. However, this is not a necessity. 
Nuclear weapons do not have a clear, profitable mitigating alternative, 
yet ICAN’s  Don’t Bank on the Bomb campaign has operated successfully 
regardless.108 Nuclear weapons producers have been excluded from 
a USD $1,537 billion asset pool as both the Norwegian Government 
Pension Fund, ABP (the world’s fifth-largest  pension fund) and 22 other 
institutions have enacted comprehensive bans on investing in  nuclear 
weapons. This progress has been underpinned by both the continued 
 activism of ICAN, as well as the symbolic power of the 2017 Treaty on 
the Prohibition of Nuclear Weapons.109 

6.3 A well-organised and -resourced campaign

Effective action by  institutional investors tends to be underpinned by a 
well-organised and -resourced campaign.110 High-profile shareholder 
 activism organisations include As You Sow, Majority Action, and the 
Interfaith Center on Corporate Responsibility. For fossil fuel  divestment 
the most well-known campaign is the Fossil Free movement centred 
around 350.org, while for nuclear disarmament it is the  Don’t Bank on 
the Bomb campaign. Such campaigns can help to publicly and forcefully 
express the rationale for divestment campaigns,111 coordinate a variety 
of disparate investors and lower the start-up costs (including in terms 
of risk and transaction costs) for first-movers.112 These first-movers help 
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to promulgate a new standard across the community that becomes 
legitimised over time. 

6.4 Investor leverage

These six tactics are most useful when deciding about investments in 
the primary market — private equity, venture capital, bond issuances, 
 infrastructure, private real estate and public equity investments at 
the Initial Public Offering (IPO) stage.113 Within the primary market 
shareholders have the greatest influence over company behaviour, and 
 divestment decisions are more likely to have an impact on the liquidity, 
cost and availability of new capital, and profits of a corporation or 
industry. These tactics can also be applied to some extent to publicly 
traded companies, where different  divestment and engagement 
strategies can still play important public relations roles.

7. Can investment campaign tactics work for global risk 
prevention?

In this section we examine how the six tactics of  investor campaigns 
can be applied to four other global risks (in addition to  climate change 
and nuclear  war) stemming from  biotechnology,  LAWS, advanced  AI 
systems and asteroid strikes.114 Biotechnology, LAWS and advanced AI 
systems are capable of increasing global risks in the coming decades. 
Asteroid strikes are a naturally occurring risk that has never been 
viewed from the lens of institutional investment but that we include as 
representative of natural risks in general. 

We review each of these risks according to the four conditions 
outlined in our framework above: the ability to identify and portray a 
clear villain with  intention, direct (heroic) alternatives, the presence 
of a campaign, and investor leverage over the problem. Our findings 
are summarised in Table 3. This includes a comparison against the 
two global risks that are currently the target of  divestment campaigns: 
 climate change and  nuclear weapons.
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 Table 3: Estimating the suitability of investment campaign tactics to 
mitigate global risks.115

Hazard

Presence 
of an 

Investment 
Campaign

An Easily 
Identified 

Salient 
Villain

Heroes for 
Reinvestment

Investor 
Leverage

Climate 
change Yes High High High

Nuclear  war Yes High Low Medium

Biotechnology No Mixed Yes Medium

LAWs No Yes No High

Advanced  AI 
systems No Mixed Mixed Medium

Natural risks, 
e.g.  asteroid 

strike
No Low Low-medium Low

7.1 Biotechnology

Biotechnological risks are unprecedented anthropogenic risks. They 
range from intentionally created weapons through to accidentally birthed 
pathogens. One risk from emerging technologies is an engineered 
pandemic. Bioengineering could provide the means for creating a pathogen 
that is more virulent and deadly than any found in  nature. Such a disease 
could be released through “error or terror” and cause mass fatalities 
and economic damage.116 The threat is not speculative. One postdoctoral 
researcher was almost single-handedly able to produce a complete 
synthesis of a horsepox virus — similar to smallpox, which killed 300 
million people in the 20th Century — in only six months.117 There is a small 
but significant chance that these risks could be global and catastrophic.118

While representing only a small part of the overall risk, there are some 
identifiable “villains” in this field. Over the course of the 20th century, 23 
 states “had, probably had, or possibly had” a  biological weapons program, 
although only those of the Soviet Union and the United States developed 
significant119 capabilities”.120 Non-state groups such as Aum Shinrikyo 
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or Al-Qaeda have also sought to develop biological weapons.121 These 
 terrorist groups, and the Soviets who violated the Biological Weapons 
Convention for years after signing it, can fairly be called “villains”. In 
many other cases, risks were created despite good intentions and would 
only create harm due to an accidental release. For example, in 2011 several 
research groups produced a strain of H1N1 avian flu that was potentially 
transmissible between humans.122 These “gain-of-function” experiments 
to create potential pandemic pathogens (PPP) have attracted controversy.123 
These researchers are not “moral villains”. Such research is often aimed 
at reducing biological threats by better understanding their nature. While 
there are  state and  non- state actors looking to use  biotechnology to create 
weapons for the sole purpose of inflicting damage, other threats are born 
accidentally from well-meaning research. Given this, we rate the presence 
of a plausible moral “villain” as mixed. 

The leverage of  institutional investors is often low due to the 
prevalence of government-funded weapons programs, academic or 
government-led research and  terrorist activities. However, companies 
appear to be playing an increasing role in  biotechnology. For example, 
the International Gene Synthesis Consortium (IGSC) is an industry-led 
group of gene synthesis companies and organisations formed to design 
and apply a common protocol to screen both the sequences of synthetic 
gene orders and the customers who place them. They represent 
approximately 80% of commercial gene synthesis capacity worldwide. 
The centrality of such industry research in potentially risky areas could 
make investor campaigns an increasingly useful tool in the future.124 
Given this we score the current  state of investor leverage as “mixed”.

There are clear risk-mitigating alternatives (or “heroes for 
 reinvestment”) in the private sector. These include companies 
supporting better health surveillance, pandemic preparedness initiatives 
and vaccination production facilities. There is not yet a campaign on 
this issue. Thus, we rate  biotechnology as “mixed” for the presence of a 
villain with  intention, “yes” for the presence of a clear alternative, “no” 
for a current campaign, “high” for tangibility of assets and “medium” for 
investor leverage. If companies become a more important player in the 
future and are engaged in risky behaviour, then an  investor campaign 
might well be appropriate and successful. 
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7.2 Lethal Autonomous Weapons (LAWs)

LAWs are weapons systems capable of autonomously identifying, 
selecting, and killing targets without meaningful human intervention or 
control.125 They are a near-term technological development and could pose 
a threat within the next decade. Robotic systems with limited autonomy 
already exist and are regularly deployed in combat, including the Phalanx 
Close-In Weapon System and anti-tank and personnel mines.126 In 2017, 
49 deployed systems (from an analysis of 154 systems with  automated 
targeting) could detect possible targets and attack them without human 
intervention.127 An open letter signed by over 3,700 AI and robotics 
researchers and over 20,000 others claimed that cheaply mass-produced 
LAWs would be the “Kalashnikovs of tomorrow”.128 That is, ubiquitous 
on battlefields and easily accessed by  terrorist groups. The development, 
stockpiling and/or use of  LAWS could change the cost and speed of  wars, 
and therefore destabilise the global order and/or spark escalating arms 
races. Moreover, they could empower dictatorships with a new form of 
brutal control and terrorists with a potent, cheap, and mobile weapon.129 
Finally, their  vulnerability to unexpected interactions could lead to “flash 
 war”, analogous to “flash crashes” in the stock market.130

Investor campaigns have some potential to help shift  finance away 
from LAWs, but with several caveats. The presence of a moral villain 
with  intention is “mixed”. The private sector is a key part of the emerging 
 regime around LAWS.131 However, currently there is no definitive list of 
which companies are involved in the development of LAWs. Three groups 
are likely to be relevant, which vary in the extent to which they can be 
portrayed as  intentional villains. First are the major defence companies such 
as Lockheed-Martin, Boeing and BAE Systems. These are also companies 
that are heavily implicated in the production of  nuclear weapons and are 
thus target companies of the Don’t Bank on the Bomb campaign.132 A second 
group is  technology companies that provide support to these defense 
companies, either through “translational” work applying  AI breakthroughs 
to a particular military application or through the provision of data storage 
and computational processing power. For example, Google was involved 
with Project Maven, a  drone  AI-imaging program, and had initially bid for 
the “JEDI” cloud computing contract, both for the Pentagon. Neither was 
directly tied to  LAWS, but are indicative of “applied” work. Third, many 
of the technologies necessary to create such systems are being produced 
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by  technology conglomerates who have no clear incentive to aid the 
deployment of LAWs. For example, the co-founders of Deepmind (Shane 
Legg and Demis Hassabis) and a co-founder of OpenAI (Elon Musk) 
have all signed the pledge on LAWs. Regardless, the  AI technologies their 
companies develop could still enable the weapons they abhor. However, 
there are also actors contributing to global risk in companies that are 
directly working on LAWs through military contracts. We thus rate this as 
a “yes” for the presence of a plausible “villain”. 

The “hero” for best practice or  reinvestment would be  AI companies 
that are not involved with R&D into  LAWS. This is not, however, a 
direct mitigating alternative. Preventative responses are unlikely to 
be profitable or appealing to  institutional investors. Thus, we rate this 
criterion as “mixed”. 

Concerns around  LAWS have led to calls for a ban on LAWs; the 
creation of the Campaign to Stop Killer Robots, now supported by 93 
non-governmental organisations and 53 countries;133 United Nations 
 negotiations under the Convention on Certain Conventional Weapons; 
and a widely-signed pledge by companies, individuals and universities 
not to participate in the manufacture, use or trade of LAWs.134 Moreover, 
the Norwegian Government Pension Fund Global is examining whether 
companies that contribute to the development of LAWs would be 
violating fundamental humanitarian norms in doing so.135 Despite these 
developments, LAWs have not yet been subject to an  investor campaign. 
However, an  investor campaign could draw on the efforts described 
above, several of the advocates of which have extensive experience with 
previous arms-control campaigns that included investment tactics.136

Investors have significant potential leverage over LAWs. Most 
defence companies are publicly traded companies in which a few key 
funds hold significant shares. For example, the five largest holders of 
shares in Lockheed Martin (State Street Corporation, Capital World 
Investors, Vanguard Group, BlackRock Inc., and The Bank of America 
Corporation) cover over a third (41.08%) of total holdings. Together 
they have substantial leverage over Lockheed’s future with LAWs. 

At first one might think that investors do not have leverage over 
 technology companies, as they often concentrate voting power in the hands 
of the founders. However, these same founders have shown themselves 
to be reactive to public pressure. Investors that engage in contest, protest 
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and request-based tactics are likely to increase leverage. Major  technology 
companies are publicly listed and  institutional investors hold significant 
shares and therefore enjoy some influence. Most tech giants have highly 
valuable employees who are mindful of ethical challenges and have 
actively boycotted company activities they disagree with.137 This was the 
case when Google decided not to renew its contract with the Pentagon on 
Project Maven and to withdraw its “JEDI” bid due to employee pushback.138 

Moreover, Silicon Valley corporates have proven susceptible to shifts 
in public opinion. In the wake of the Cambridge Analytica scandal, 
Facebook deployed a suite of responses including public apologies, full-
page advertisements in the US and UK to reassure users, a historical 
audit of data-using apps, and reforms to the  accessibility of privacy and 
security settings.139 In 2010 Google withdrew from the Chinese market 
amid public criticism for enabling and legitimising an oppressive  regime. 
A second attempt to launch a censored search engine in China was 
scuttled in 2018 due to harsh rebukes from free internet advocates, US 
lawmakers and humanitarian advocates.140 Together, these factors suggest 
that  AI companies may be susceptible to pressure exerted by  institutional 
investors as well as employees, who are often shareholders themselves. 

Accordingly, we rate LAWs as “mixed” for the presence of a villain 
with  intention, “mixed” for the presence of a clear alternative, “no” for 
the presence of a current campaign, and “high” for investor leverage. If 
particular companies are clearly involved in the development of  LAWS, 
an  investor campaign might well be appropriate and successful.

7.3 Advanced Artificial Intelligence (AI) systems

As  AI systems become more powerful, and as our societies become more 
reliant on them, the risks we face will also increase. The field of  AI is 
advancing rapidly,141 but there is uncertainty about the speed of future 
progress.142 Yet even existing systems have raised multiple concerns around 
issues such as labour  automation, algorithmic bias and privacy intrusions. 
Longer-term fears include the reinforcement of authoritarian regimes,143 
new physical, political and cybersecurity concerns,144 an arms race,145 a 
destabilisation of the global geopolitical order,146 or even a failure of nuclear 
deterrence AI systems.147 Even well-designed systems could trigger these 
accidents due to their sheer complexity and tightly coupled nature.148 
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The nascency of many of the technologies makes rating advanced 
 AI systems difficult. They are likely to be “mixed” on the presence of a 
villain and hero.  AI systems are often dual use, and the same companies 
researching dangerous applications may also be developing beneficial ones; 
in many cases the hero and villain may be one and the same. For instance, 
Google Deepmind and OpenAI are at the forefront of pioneering intelligent 
 AI systems, but are also at the forefront of  AI safety research. They have 
both released sets of ethical principles regarding AI.149 In 2019, OpenAI 
even resorted to withholding the source code of a language-processing 
algorithm it created due to concerns over potential malicious misuses.150 
Yet, one might question why OpenAI was even developing such a reckless 
 technology in the first place. As this distinction between responsible and 
irresponsible developers becomes clearer in the future, the ability to act 
against the irresponsible will become more urgent and easier to do. 

To date, no campaign has suggested investment redirection as 
a way to avoid the creation of dangerous  AI systems. However, an 
 investor campaign could draw on the existing “AI safety” community.151 
We have rated advanced  AI systems as “mixed” for the presence of a 
compelling villain, “mixed” for the presence of a clear alternative hero for 
 reinvestment, “no” for a campaign, and “medium” for investor leverage. If 
in the future companies were to develop advanced  AI in an irresponsible 
manner, an  investor campaign might be appropriate and successful.

7.4 Asteroid strikes

Investor campaigns are least applicable to  asteroid strikes. There is no 
clear villain with  intention. No corporation,  state or other organisation 
is responsible for causing  asteroids to collide with the Earth. Because 
of this, investors have no targets with tangible assets to influence. 
No campaign has yet been enacted for the public  divestment from 
 asteroid strikes or other natural risks, for obvious reasons. However, 
there are clear mitigating technologies that funds could  finance. This 
includes programs for the detection of near-Earth objects (NEOs) and 
preventative responses such as  asteroid deflection projects. 

Most of these mitigating approaches are unlikely to be profitable for 
private companies and are largely under the purview of  states. However, 
there may be some opportunities for profitable commercial investments. 
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For example, while the monitoring of NEOs is largely done by the US 
National Space Agency’s ( NASA) Planetary Defense Coordination 
Office, part of their  NEO tracking efforts are performed by the NEOWISE 
satellite. The satellite was built by Ball Aerospace and Technologies, a 
subsidiary of the Ball Corporation, a publicly traded company.152

There is one tension in using  finance to mitigate  asteroid risk. 
Deflecting an incoming  NEO may require the use of a nuclear warhead. 
Risk-risk trade-off analyses of the tension between disarmament and 
maintaining a nuclear arsenal for  asteroid deflection have yet to come to 
a clear conclusion.153 This is further complicated by such use of nuclear 
weapons being prohibited under internal law. However, this could 
be circumvented through the adoption of a resolution under the UN 
General Assembly.154 For now, it appears that at least the act of preventing 
the modernisation and growth of nuclear arsenals is compatible with 
both reducing the risk of NEOs and  nuclear weapons. Such trade-offs 
for global risk  investor campaigns require closer attention and research.

Most of the key points here are applicable to other natural risks such 
as super  volcanoes and  comet strikes. Humans are not responsible for 
these  hazards; there is no actor to deter or  divest from. However,  finance 
can be redirected towards endeavours that improve our resilience 
to these threats. While many of these will fall under the mandate of 
 states, there may be some lucrative options for mitigating technologies, 
especially if any of these risks grow in public profile. 

7.5 Dealing with dual use

For many  technological applications it is too early to contest, protest, 
request,  divest,  reinvest or acquest. In other cases, a clear stand can be 
taken. For instance, investors might oppose technologies being sold to 
governments for the purpose of sustaining an authoritarian surveillance 
 state. This is already a live issue for relationships with China. To date Yahoo 
has provided the Chinese government with information on a journalist that 
allowed him to be jailed, Cisco helped install 500,000 cameras in Chongqing 
and Thermo Fisher Scientific supplied the Chinese government with DNA 
sequencers that have been used to target ethnic minorities in Xinjiang.155 
Yet these clear-cut cases are not the norm. Many technologies that might 
be transformative are still in their nascency. For now, it is difficult to tell 
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whether they will be developed in socially beneficial or harmful ways. 
Once developed they are likely to remain “dual use”: the same  technology 
may be capable of being used for benevolent or malicious purposes. An 
alternative approach is needed for these dual-use systems. 

We suggest that a seventh tactic of “engagement” is most appropriate 
for developing dual-use systems. In this case a new  investor campaign 
would identify demand and supply  watchlists. The supply  watchlist 
would contain companies that could be at high risk of developing 
harmful dual-use technologies. This would be accompanied by a 
 watchlist of actors that are likely to put dual-use technologies to malicious 
use. This could include actors offering contracts, future purchasing 
agreements or funding for harmful technologies. Both  watchlists would 
be underpinned by a review of relevant information on the  technology, 
including potential uses and misuses, the components underlying 
it and the materials and knowledge required to manufacture it. The 
information catalogue would help to characterise dual-use concerns 
and to determine how the production of a dual-use  technology can be 
separated out from the wider operations of a company. 

The information catalogue and demand and supply  watchlists can 
then provide the basis for engagement with relevant companies. The 
aim of this dialogue would be to generate a set of mutually agreed 
guidelines on the development, deployment and sale of dual-use 
technologies. Such guidelines could include:

• Publicly disclosing all contracts and funding in areas of 
concern;

• Agreeing to a black-list of potential collaborators due to dual-
use concerns;

• Publicly releasing ethical guidelines on the research, 
development and deployment of dual-use technologies; and

• Hosting special sessions during board meetings to discuss 
dual-use concerns.

These guidelines could provide a filter for sorting responsible from 
irresponsible corporate actors. Businesses that agree to the guidelines and 
uphold them can be marked as safe investments. Those that do not adhere 
to the guidelines can be subject to escalation tactics. Such an escalation 
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could run the gauntlet from contest through to request and acquest tactics. 
An overview of this engagement approach is outlined in Figure 2. Ongoing 
campaigns are already approximately following this process. PAX has 
enshrined a new campaign against LAWs in a series of reports.156 These 
provide information on the  technology and its potential misuses as well 
as a list of companies involved in their development along with a rating of 
their current performance according to the standards of “best practice”, 
“medium concern”, and “high concern“. In a series of recommendations, 
it has also set forth guidelines and suggested processes including a public 
commitment to avoid working on LAWs, internal policies and informing 
employees of the company’s relationship to LAWs development. All of 
this has preceded any escalation into a distinct  investor campaign. PAX is 
unknowingly already following the framework for engagement.

 Fig. 2: A process for dealing with dual-use technologies.

Conclusions: High Money, Higher Stakes

Investor campaigns seek to change corporate activities or redirect  finance 
and turn industrial titans into subjects of public policy. These campaigns 
are gaining traction as a strategy for addressing  climate change and the 
threat of  nuclear weapons but have largely been overlooked for other 
global risks. This should not be so. The ethical arguments used to justify 
campaigns against Apartheid South Africa, tobacco and fossil fuels can 
be applied to the ambit of global  hazards. They are a significant moral 
wrong that investors should be compelled to prevent. The applicability 
of these motivations to other risks varies according to actor and issue. 
Legal and financial obligations differ across countries and markets. 
Some institutions may have an inbuilt goal of perpetuity and long-term 
survival, or may be universal owners with a bias towards maintaining 



682 An Anthology of Global Risk

a healthy global economy. Others may not. Divestment has been either 
profitable or at the very least posed little cost in some cases, such as fossil 
fuels. In others, such as tobacco, it may have led to foregone profits. 

Our analysis yields two key conclusions about why  institutional 
investors should use such campaigns. First,  institutional investors have 
strong ethical and other grounds to avoid contributing to global risks. 
At a minimum they should commit to a  Financial Hippocratic Oath (the 
traditional oath for doctors, requiring them to “First do no harm”): a core 
principle to not contribute to global risk through their investments. Second, 
 institutional investors who are universal owners, perpetual institutions or 
have significant  exposure to Global Catastrophic Risks should commit to 
a  Financial Oath of Maimonides (the traditional oath for physicians and 
pharmacists that is more expansive in its requirements, opening with “The 
eternal providence has appointed me to watch over the life and health of 
thy creatures”): a pledge to use their investments to protect the world from 
global risks and create widespread social benefits. 

An  investor campaign is a tried-and-tested method for exposing 
socially harmful actions to public scrutiny and oversight. Such campaigns 
are helping to remedy global ills ranging from  nuclear weapons to 
 climate change, yet their potential has not been fully tapped. Global risks 
are the next realm for  institutional investors, activist shareholders, and 
investment campaigners to tackle. The reasons for  institutional investors 
to consider global risks are compelling. Together, they provide strong 
grounds for campaigners to begin to tackle other emerging sources of 
 catastrophe aside from  climate change and nuclear  war.

In terms of how  institutional investors can do this; different tactics 
become appropriate depending on an  institutional investor’s holdings and 
the campaign target’s ability and willingness to change. Investor campaigns 
are only likely to be fruitful in cases in which there is a compelling and 
 intentional moral “villain”, a clear alternative available, a galvanising 
campaign and sufficient investor leverage. Few global risks fully fit this 
profile. Most extreme  technological risks, such as advanced  AI systems 
and catastrophic biotechnological risks, are emerging and dual use. 

For these emerging dual-use technologies with global risk potential, 
a more nuanced tactic of engagement is needed. This would allow 
cooperation rather than confrontation to mark the relationship between 
 institutional investors and the actors developing these technologies. The 
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tactic of engagement hinges on informed discussions between investors 
and corporations leading to guidelines that can help separate responsible 
from irresponsible actors. It also provides a measure against which 
corporate actions can be monitored and assessed. Such a detailed and 
cautious tactic is needed to ensure that companies steer  technological 
development in socially beneficial, rather than risky, directions. 

Our analysis suggests that investment campaigns have confronted 
risks that currently fit their tactics. The choice may have been unconscious, 
but is nonetheless astute. Both  climate change and nuclear  war have 
clear villains with an  intention to cause harm (or at least knowledge 
of these harms) and substantial investor leverage. Climate change has 
both higher investor leverage (due to a higher reliance on private rather 
than  state companies than is the case for  nuclear weapons) and, unlike 
 nuclear weapons, clear alternatives. This is potentially why the Fossil 
Free movement has experienced greater coverage and traction than the 
 Don’t Bank on the Bomb campaign.157

Many of the most precipitous risks looming on humankind’s horizon 
are being crafted and funded by a few actors. Investor campaigns provide 
one way for concerned investors and  activists to together steer the world 
towards safety. Investors operating under a  Financial Hippocratic Oath 
and  Financial Oath of Maimonides have an array of tactics to draw on, and 
many are applicable to the emerging threats of the future. These tactics 
can help ensure that we are no longer collectively financing our final hour. 
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