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Introduction

The more we know about the universe, the more life on earth appears as 

an improbable event. We are living in Carl Sagan’s “tiny blue dot” in a vast 

space filled by lifeless planets. But not only does life’s origin and evolution 

appear to be unlikely—complex organisms, although quite abundant from 

our point of view, are represented by only a few small branches in the leafy 

tree of life—but the origin of our species, uniquely endowed with language, 

technological abilities, and ultimately consciousness is a highly mysterious 

event to most of us. Since we abandoned the view that we were created by 

God’s design and are the center of the universe, we have been left with an 

existentialist discomfort regarding our origins and our place in nature. Who 

are we, a mindful species standing on a tiny planet, surrounded by other 

living beings but apparently all of us alone in this vast universe?

With this book, I intend to add a grain of sand to the discussions 

about our origins as part of the biological world, about the emergence of 

our minds and consciousness, and about our possible future as a species. 

Thanks to Charles Darwin and Alfred R. Wallace, all life on earth can be 

glued together through a single process, which is evolutionary theory. This 

will be the main thread that connects all themes discussed in this book, 

beginning with life’s first attempts, passing through different stages in the 

evolution of animals and their brains, and ending with our species, pro-

vided with a not unique but highly remarkable brain that unfortunately 

may not guarantee our survival in the medium or long term.

This is a very unique and personal work; its contents will be largely based 

on my own work and ideas on the evolution of the nervous system and the 

human brain, but it will also include many substantial contributions from 

different authors that together may provide a unified perspective on biolog-

ical and brain evolution. My aim is to stimulate discussions and hypotheses 

concerning our place in nature and our prospective survival as a species, 
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2	 Introduction

which will hopefully motivate young scholars to ask themselves new ques-

tions, fueling emergent research lines and diversifying research. I hope it 

will resonate with undergraduate and graduate students in biology, neu-

roscience, and related areas, as they will probably be the most motivated 

to read it. I am thinking of my student years and how some books I read 

at that time made a profound impact on my development as a scientist. I 

hope this book will do the same for these students and young scientists. 

Yet, I think this book may also be interesting to professional researchers in 

the field and could also be read by science-educated people with a genuine 

interest in evolution and the brain.

Since writing about the history of life is a great challenge and could end 

up in a too long review, I have decided to make this through a relatively 

short narrative, since we humans are storytellers and understand the world 

through told histories. I will focus on a few key events in biological and 

brain evolution that represent turning points in the path toward sentient 

beings like us, starting from the origin of life. Accordingly, much data and 

evidence will have to be left out in order to make a relatively smooth and 

hopefully engaging story. Perhaps one of the most important aims of this 

book is to provide a sense of continuity from the emergence of life to the 

achievement of consciousness and the development of a technologically 

driven culture, with its good sides and bad sides. For this, at the end of each 

chapter, I make a brief summary of the main points raised in it. Finally, 

just a small caveat: since my training has been largely on anatomy, some 

parts of the book can be a little demanding to the non-expert. I have made 

my best to provide figures to help visualize the structures and relations 

described in it, within the space requirements provided by the editor.

The Book in Parts

The book is organized into fifteen chapters addressing what I consider to be 

the most relevant events and processes in the history that led to Homo sapi­

ens, which is divided into three parts. In part I (chapters 1–2), I begin with 

some basic definitions. Chapter 1 contains an introductory review of evolu-

tionary theory, followed by a discussion of what life is (chapter 2), where I 

discuss mechanisms of self-production, heredity, and homeostasis. In part 

II, I address the early stages of life and the origin of the nervous systems. 

In chapter 3, I narrate how the first cells may have originated, containing 

a basic set of genes and structures enabling them to maintain themselves 
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Introduction	 3

and reproduce. In chapter 4, I describe how multicellular organisms came 

about and how the first neurons originated in the early animals. Afterward, 

I will talk about the properties of neurons and neural circuits, which serve as 

the fundamental building blocks for the organization of the nervous system 

(chapter 5). Part III (chapters 6–10) refers to the evolution of brain-bearing 

organisms, featuring at the end mammals and their cerebral cortex. Chap-

ter 6 focuses on animals with bilateral symmetry and discusses invertebrate 

organisms, highlighting insects and cephalopods that display surprisingly 

complex behaviors. Chapter 7 reviews the origin and evolution of vertebrates 

through the elaboration of a new head including organized sense organs and 

paired cerebral hemispheres, the colonization of land, and the diversifica-

tion of terrestrial vertebrates. In chapter 8, I discuss the expansion of the 

vertebrate brain, highlighting the brains of reptiles, birds, and mammals and 

the controversies regarding homologies between them. Chapter 9 discusses 

the diversification of mammals and their brains, emphasizing the role of 

olfaction and other senses, together with other unique characteristics that 

gave rise to the mammalian cerebral cortex. The latter is more extensively 

addressed in chapter 10, where I discuss the mosaic structure and connectiv-

ity of the neocortex, and especially its role in cognitive mechanisms that 

make up most of our minds. In part IV, I focus on our own species, its evolu-

tion, and our unique cognitive and behavioral abilities. Chapter 11 refers 

to the origin of Homo sapiens as a special primate that developed bipedality 

and an unusually big brain together with an exquisite hand dexterity associ-

ated with tool use and culture. In chapter 12, I discuss the origin of speech, 

highlighting an instinctive drive for communication in our species and the 

development of an auditory-vocal neural circuitry to acquire speech and 

music. I also address the role of manual and body signs in early hominin 

communication. Chapter 13 reviews two related aspects of human com-

munication and social life, including the capacity to identify ourselves with 

others and the generation of a shared world through modern language. 

Chapter 14 addresses the emergence of consciousness, discussing some of 

the theories attempting to explain it (or dismiss it as an illusion), and again 

the role of language in amplifying our consciousness as a social phenom-

enon. Chapter 15 discusses the future of our species concerning biologi-

cal evolution, cultural evolution, and technological development and its 

impact on brain health, well-being, and the survival of our species. At the 

end, I include a brief section about life as a cosmic phenomenon and the 

possibility of extraterrestrial evolution and intelligent life.
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I  Definitions

This section provides some definitions of the fundamental issues of biology: 

evolution and life. These will provide a framework for the subjects covered 

in the rest of the book. Firstly, the book starts with a strong assumption, 

which is that natural selection is the basic process underlying the origin 

of life and its evolution on earth. Natural selection implies the capacity 

for faithful copying (reproduction with inheritance) and the differential 

reproduction of distinct lineages, which may not necessarily be alive (like 

viruses). Genes, made of nucleic acids, are the basic units of inheritance, 

which can self-replicate, making copies of themselves, and provide the back-

bone for prebiotic and biotic evolution. Secondly, I provide a tentative 

definition of life, as self-replicating molecular ensembles embedded in self-

producing cells. The combination of both molecular self-replication and 

cellular self-production gave rise to the bewildering diversity of life forms 

on this planet. In order to maintain themselves, living beings have devel-

oped intricate homeostatic mechanisms that enabled them to anticipate 

ambient alterations, thus providing the first elements to drive knowledge 

and cognition, and the subsequent evolution of a brain and consciousness. 

With these basic concepts in mind, in the rest of the book we can continue 

our journey through the history of life.
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1  What Is Evolution?

Life thrives on this planet, and this is largely the result of evolution by 

natural selection, where all living beings have a common ancestry and have 

acquired different forms throughout history. Thus, most people understand 

evolution as the history of biological diversity, where species change over 

time, usually, but not always, adapting to the ambient conditions. Further-

more, biological evolution is typically considered to be a consequence of 

the existence of life, assuming that only life forms display evolution, and 

that evolution started after life’s origin. However, before I start discussing 

about life itself, I will offer an account of the essentials of evolutionary 

theory, which is the principal axis along this book. I have made this choice, 

first because paradoxically there seems to be more agreement among scien-

tists about what evolution is than about what life is. Secondly, according 

to several authors, evolution by natural selection may be a more ancient 

process than life itself, starting with self-replicating molecular ensembles 

where systems with better replicative capacities evolved into complex net-

works of chemical reactions that resulted in the first living cells. Yet, instead 

of talking about molecular evolution, here it will be easier to refer to the 

theory of evolution as it was first conceived by Charles Darwin and Alfred 

Russell Wallace, attempting to explain the diversification of species on earth. 

We will see that the same principles can account for prebiotic evolution, 

which will be especially addressed in chapters 2 and 3 when dealing with 

life’s origins. This chapter describes the basic mechanisms of evolution and 

inheritance, the concepts of animal classification, and related topics that 

are the pillars supporting modern evolutionary theory.
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8	 Chapter 1

A Theory of Change

Lamarck versus Darwin and Wallace

There have been two main theories attempting to explain the apparent 

miracle of biological evolution. The first proposal was the inheritance of 

acquired characteristics proposed by Jean-Baptiste Lamarck, who affirmed 

that the conditions of life-induced heritable changes ended up trans-

forming the species into new forms. The second theory, which is accepted 

among most biologists today, is the theory of natural selection proposed by 

Darwin and Wallace.1 According to this, individuals inherit their character-

istics from their parents (which according to modern genetics are largely 

coded in the genes), but in some instances they spontaneously develop 

new, heritable characters, a phenomenon that Darwin called “descent with 

modification” and now is commonly referred to as mutations that alter the 

genetic code. A minority of these mutations specify characters that confer 

individuals increasing reproductive capacity relative to others in the spe-

cies, which results in the spread of these genes and their characters in the 

population. In the long term, mutations related to some specific characters 

may accumulate, resulting in the evolution of new characteristics like limbs 

evolving from fins. Central to the notion of natural selection is that diver-

sity is intrinsic to the species (members with different, heritable attributes 

are spontaneously produced) and that evolutionary change will take place 

only if some of the variants reproduce more than others.

Thus, Lamarckism and “Darwinism-Wallacism” differ on one essential 

point, which is how heritable variation originates. One the one hand, accord-

ing to the former, species variation takes place as an individual adaptation 

that becomes inherited, providing a direct chain between lifestyle and heri-

table changes. On the other hand, in Darwinism-Wallacism, mutations or 

variants preexist or are produced randomly (they may be triggered by envi-

ronmental events like UV irradiation, but these changes are not directed 

by the lifestyle of the organism). Note also that in Lamarckian evolution, 

directed variation is always adaptive—it corresponds to the organism’s 

“needs”—while in Darwinian evolution, spontaneous variation is mostly 

nonadaptive (most mutations are neutral or harmful), and as said, only a 

few changes consistently confer reproductive benefit. Moreover, nonadap-

tive mutations may accumulate by chance, as in the statistical fluctuations 

of gene composition in a population, a phenomenon called genetic drift. 
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What Is Evolution?	 9

However, the increase in complexity of life on earth has most likely been 

the result of the action of natural selection on lineages from prebiotic 

ensembles to large organisms.

In the early twentieth century, Darwin and Wallace’s theory of natural 

selection received enormous support from the rise of Mendelian genetics, 

since the rules of inheritance were totally obscure before that. But the final 

consolidation of natural selection as the key mechanism for evolution took 

place after the discovery of DNA as the material from which genes are made 

of, establishing the molecular basis for inheritance. All theories of biologi-

cal organization are now required to include in one way or another the 

molecular interactions established by nucleic acids (DNA and RNA) and 

their products (proteins).

The Shade of Lamarck

Although Lamarck was wrong about the fundamental mechanism of inher-

itance, in my view, he raised some critical issues. First, he correctly pointed 

out that the behavior of animals can be fundamental to determining their 

evolutionary paths. James Baldwin presented this idea in a Darwinian con-

text, claiming that the animal’s conduct provided a framework into which 

selection acted. For instance, the behavior of stretching the neck in the 

giraffe’s ancestors to feed on trees may have driven the selection of larger 

cervical vertebrae, as the longer-necked individuals were able to reach the 

higher leaves (recent findings suggest that fossil giraffe relatives used their 

long necks for wrestling as well, but the argument remains the same). Like-

wise, about 400 MYA some early fishes started using their fins to crawl on 

the sea bottom before they got out of the water and used them for terrestrial 

locomotion. These fish also evolved lungs from a rudimentary air bladder 

used to catch air to help flotation. Those animals who were better at crawl-

ing on the ground, or able to catch more air in their mouths, reproduced 

more, and their traits spread in the population. In subsequent generations, 

selection acted again on the descendants favoring the best crawlers and 

breathers and so on, promoting the evolution of limbs and lungs.2

This is neatly illustrated by an experiment in which researchers used 

some extant but “primitive” African fish called bichirs. Young bichirs were 

experimentally raised to live on land, taking advantage of their ability to 

breathe air through rudimentary lungs.3 As each animal learned to crawl 

on the ground, it developed slight skeletal modifications in its fins that 
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10	 Chapter 1

emulate the transformations that took place in the ancestors of terrestrial 

vertebrates. Now, suppose that this process went on through generations 

and the best crawlers benefited by having more reproductive capacity. 

Natural selection could act on the genes involved in these skeletal modi-

fications, favoring those phenotypes that developed a better anatomy for 

crawling behavior. Thus, individual accommodations to circumstances pro-

vide the ground on which natural selection can act. Despite being wrong 

on the mechanism that generates variation and its inheritance, Lamarck 

foresaw a critical role of behavior in the generation of evolutionary novel-

ties. In light of this, some authors consider organisms as agents of their 

own evolution by determining the path that natural selection will take. 

However, there is a twist to this argument as ultimately, adaptation results 

in the preservation of genes favoring these behaviors, discussed next.

Heredity

Genes

The discovery of DNA changed biology forever by establishing the principal 

mechanism of biological inheritance. DNA is a gigantic molecule organized 

in a double-helix structure built by four nucleotides (adenine, thymidine, 

cytosine, and guanine), whose sequence along the double helix determines 

the genetic code. DNA makes copies of itself during the reproduction of 

cells, and genes are passed on across generations indefinitely, specifying 

the main characteristics any species has. From the origin of genetics, a fun-

damental distinction has become widely accepted among biologists: the 

genotype, or the genetic endowment an organism has (its DNA), versus 

the phenotype, or the bodily, behavioral, and functional characters an 

individual possesses. The genotype determines the proteins with which 

the body is made, following a well-established sequence of events called 

gene expression. Very simply, gene expression consists of two steps: tran-

scription, where DNA is copied into RNA (a DNA-like molecule), and transla-

tion, in which RNA is used as a template to build proteins (see figure 1.1). 

Notably, each combination of three pairs of nucleotides in the DNA or in 

the messenger RNA (called a triplet) codifies for a specific amino acid so 

that a sequence of triplets determines a particular string of amino acids to 

form a protein. Moreover, the genetic code is universal—that is, each triplet 

codes for the same amino acid in all cells from bacteria to humans—which 

strongly suggests that we all have a common descent.
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What Is Evolution?	 11

Selfish Replication

In his famous book The Selfish Gene, Richard Dawkins boldly proposes that 

genes make up the centerpiece of evolution, claiming that cells and multi-

cellular organisms are simply vehicles that facilitate gene replication. In last 

instance, the struggle of life is not the survival of the species but rather each 

organism working to prolong the perpetuation of its own genes. In this 

way, genes can replicate indefinitely through generations, but mutations 

Chromosome Transcription

Translation

Folding
DNA

RNA

Amino
acid
chain

Protein

Chromatin
(DNA molecule)

Acetylation Methyl
group

Histone DNA accessible
(gene active)

DNA inaccessible
(gene inactive)

Figure 1.1
Steps involved in gene expression and epigenetic mechanisms. DNA is packed in 

chromosomes that are visible during cell division. The DNA string wraps around his-

tones, but active genes unpack from these proteins. Other regulators of gene activity 

are acetyl and methyl groups as well as other molecules including small RNAs (not 

shown). In gene expression, the DNA sequence is copied into RNA (transcription), 

which codes for a chain of amino acids (translation) that becomes folded in three 

dimensions as a functional protein.
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12	 Chapter 1

that alter the genetic code sometimes can provide more replicative capac-

ity to their bearers, giving rise to novelty. As seen earlier, behavior may 

canalize the specific evolutionary path a species will take, but behavior is 

the result of selection of genes favoring this behavior (even if it is learned). 

For instance, genes that favored crawling on the ground in our fishlike 

ancestors enabled them to find more food and reproduce better, in the end 

favoring their own replication and propagating themselves in the species. 

Moreover, the lineage will only endure through the specific genes involved. 

Thus, species differences are typically, but perhaps not always, the result of 

genetic differences, and these represent good records of the history of life—

this is why we can reconstruct phylogenies based on genetic data (although 

there are some thorny issues as we will see later in the book).4

From its beginnings, the notion of selfish genes was polemically applied 

to social behavior. Phenomena like altruism, as in a mother protecting its 

cubs or a bee defending the hive, in the end would be favoring the replica-

tion of copies of the own organism’s genes that are present in its relatives. 

This mechanism would be involved in the formation of complex biological 

assemblages like multicellular organisms and insect societies, where cells 

or individuals sacrifice their reproductive potential to protect a genetically 

identical germline tissue or an egg-laying queen, respectively. Thus, rela-

tives may contribute to the perpetuation of their own genetic lineage even 

if they do not reproduce themselves. Yet, this is not the only way to work in 

favor of others. There are many instances of cooperation between genet

ically dissimilar species, as in the case of symbiosis between gut bacteria 

and large organisms, where both species benefit from each other, or in 

cases of human cooperation in which non-kin establish trade exchanges. 

But in these cases, individuals are indeed favoring their own genes’ survival 

through cooperation with non-kin, even if sometimes they have to carry 

foreign genes with them. There are also cases where strangers risk them-

selves to save unrelated individuals of different species, as when a hippo-

potamus attacks a crocodile predating on an antelope. Those instances can 

be seen as extensions of an altruistic behavior that has evolved primarily to 

protect kin. This view of evolution has been highly contentious especially 

among organismic biologists that reject what they think is a reductionis-

tic approach. However, in my view, the selfish gene theory has strongly 

resisted the weight of evidence, and ultimately there is no better possibil-

ity at this point to account for diversity in biological evolution. Still, there 
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may be a few exceptions to the primacy of genes in evolution, which I will 

discuss next.

Over the Genes

Despite being critical for inheritance, genes do not directly specify the phe-

notype; they only provide a blueprint for it, and there is a highly plastic and 

complex mechanism involved in the formation of the individual, includ-

ing mechanical processes, increases in volume, tissue displacements, and so 

on.5 During embryonic development, the ambient conditions may affect 

the activity of genes and other cellular components in such a way that the 

final phenotype is usually a mixture of genetic and environmental vari-

ables. Gene expression can be influenced by stress, temperature, and toxins, 

but also by the presence of neighboring tissues, by sensory stimulation, and 

even by the organism’s behavior (remember the example of crawling fish). 

Nonetheless, this indirect and moldable influence on organismal develop-

ment is sufficient for genes to drive natural selection.

More specifically, there are several mechanisms by which gene activity can 

be modulated. For instance, proteins produced by so-called regulatory genes 

may bind to DNA to enhance or repress the activity of some other genes. 

This is essential for embryonic development where distinct sets of genes are 

activated at successive stages of differentiation. Another important mecha-

nism that modulates gene expression is epigenetics, where distinct molecules 

(not coded by regulatory genes) can bind to DNA, affecting gene activity. A 

first kind of epigenetic modulators are the histones, a set of large proteins to 

which the DNA molecule rolls around in dense packs (see figure 1.1). When 

packed with the histones, genes become silenced, but they activate again 

when the DNA thread is released from the pack. Histones are crucial for 

embryonic development, helping to silence large pieces of DNA during the 

differentiation of cells into distinct types, like neurons or gut cells. Further-

more, histones participate in cell division by arranging the DNA molecule 

in chromosomes that become separated in the two daughter cells. Secondly, 

small molecules called methyl or acetyl groups can bind to DNA, especially 

during stressful conditions, and also modulate gene expression. Finally, small 

RNA molecules are quite abundant in the cells and can also bind to and 

regulate the expression of genes or the activity of large RNA strings.

A combination of regulatory genes and epigenetic processes is cru-

cial for normal development of multicellular organisms. Moreover, these 
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regulatory events do not end with embryonic development, as they keep 

influencing gene activity in the adult, especially in the brain, promoting 

neuronal plasticity, learning, and memory, with some being associated 

with mental health. Thus, the combination of regulatory genes, epigenetic 

mechanisms, and environmental conditions results in a complex, dynamic 

lattice of interactions that is gradually transforming from the beginning 

to the end of our lives, framing our behavior as adults and ending up with 

senescence and finally death.

An important issue is that epigenetic modifications are usually not heri-

table in multicellular organisms. In the latter, epigenetic modifications are 

normally erased at the time of formation of reproductive cells (sperm and 

egg), and they are usually not passed to offspring. Thus, most of the net-

work of genetic-epigenetic interactions that grows up during development 

is confined to our bodies and disappears at the moment of making our 

reproductive cells. In this way, however complex the mechanisms involved 

in making the individual phenotype can be, what is inherited through gen-

erations largely depends on the genetic makeup.

Lamarck Again?

However, there might be some exceptions to the previous statements. In 

the mid-twentieth century, Conrad Waddington proposed the concept of 

genetic assimilation, where phenotypic alterations due to environmental 

exposure could somehow become incorporated in the genes of complex 

organisms and be subject to natural selection. Perhaps some evidence on 

epigenetic inheritance complies with this notion. Recent reports indicate that 

some epigenetic effects can be passed across generations, especially in plants, 

where methylation changes can be traced along closely related lineages, but 

also in some animals like nematode worms, insects, and even rodents.6 How-

ever, many of these findings have been obtained in the laboratory, and 

there is no data yet of epigenetic modifications enduring through longer 

times or of epigenetic mechanisms in the evolution of wild species.

Furthermore, inheritance of acquired characters may be common in uni-

cellular beings and in some instances of cell division inside multicellular 

organisms, where epigenetic modifications can be transmitted to daughter 

cells at least through some rounds of cell division. For instance, mature epi-

thelial and liver cells are able to undergo cell division during development, 

tissue regeneration, or tissue repair, keeping their epigenetic imprinting 
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through reproduction.7 Furthermore, cells directly transmit cytoplasmic 

and membrane components to their progeny, transmitting features of their 

differentiated state. While these phenomena are usually dismissed by evolu-

tionary biologists, in my view, they may count as instances of non-genetic 

acquired inheritance and may have been a relevant mechanism in the origin 

of multicellularity. All in all, there is still little evidence of acquired epige

netic inheritance in animal evolution, although it may have contributed to 

the origin of multicellular organisms and to the differentiation of tissues, as 

we will discuss later (see chapter 4).

Phylogeny and Ontogeny

The Tree of Life

After discussing the mechanisms of evolution and heredity, I will now delve 

into the patterns that evolution generates. The main product of evolution 

is diversity, which implies that species diverge into an ever-branching tree 

of forms. One of the great problems in the history of biology has been how 

to group these different branches in a meaningful way. Just remember the 

ancient Greek anecdote where Plato proposed that man (humans) was a feath-

erless biped, to which Diogenes brought a chicken with its feathers plucked 

off, saying “Here is a man.” In the eighteenth century, Carolus Linnaeus clas-

sified living beings in inclusive taxonomical groups according to their simi-

larities (dogs are canids, which are carnivores, mammals, vertebrates, and so 

on). Charles Darwin realized that this nested classification system implied 

that all life had a common ancestry and that the process of biological evolu-

tion had given rise to the great diversity of forms we see today. According to 

evolutionary theory, classification reflects a historical genealogy, or phylog-

eny of different groups and their relations to others. Each taxonomic group, 

no matter its size (for example, canids, vertebrates, or animals) is referred as 

to a “taxon” or a “clade,” defined as a group of species that share a last com-

mon ancestor (they may have many common ancestors since the origin of 

bacteria, but the last common ancestor is a hypothetical stem species that 

gave rise to all species of the group and to no other species).

When studying evolution, a key aspect is the comparison and identifi-

cation of similarities and differences between species. Species with similar 

characters will be grouped together and will separate from species with dif

ferent characters. The similarity of some characters (for example, bearing 
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wings) may imply that the respective species have a common ancestry and, 

in the case of birds, that their last common ancestor was a winged ani-

mal. In this case, the character “wings” is considered homologous in the 

group. However, wings may have appeared separately in two groups, like 

the wings of birds and bats. Since the last common ancestor of birds and 

bats did not possess wings, this similarity is said to be due to homoplasy or 

evolutionary convergence. Determining which shared features derive from 

common ancestry (homology) and which have evolved independently 

(convergence) is crucial for establishing animal phylogenies. While in the 

case of birds and bats it is very easy to tell the difference, as we will see in 

many other cases this is a quite difficult problem.

Some authors have proposed that homology can be found at different 

levels, from the microscopic to the macroscopic. For example, if an organ 

evolved separately in two sister lineages but its development relies on the 

same genetic networks in both cases (like the eyes of insects and verte-

brates; see the next paragraph), it is said to be genetically homologous (the 

term “deep” homology is also used) but not morphologically homologous. 

That is, the last common ancestor may have possessed a set of genes that 

were later used for the development of similar organs in separate sister lin-

eages. Likewise, an organ that was present in the last common ancestor and 

was maintained in two sister lineages might have evolved different genetic 

regulatory systems in each branch: that is, the genes controlling its devel-

opment might have diverged in the two lineages. In this case, there would 

be morphological but not genetic homology. Note also that the levels of 

homology do not only apply to genes and morphology; we may also speak 

of homologous behaviors or functions if these traits were present in the last 

common ancestor. Thus, the establishment of homology at different levels, 

from genetics to morphogenesis to function and to behavior poses a daunt-

ing challenge for evolutionary biologists.

The evolution of the eye is a good example of genetic but not morpholog-

ical homology. There is much diversity in eye shapes and structures, includ-

ing the compound eyes of insects and the camera-like eyes of cephalopods 

and vertebrates. Underlying these diverse eye shapes, there is a common 

theme organizing eye development from flies to squids to humans. The 

genetic mechanisms of eye formation are highly similar in all these ani-

mals, depending on a similar set of regulatory genes for their development, 

especially a gene termed Pax6.8 Mutations in Pax6 render impairments in 
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eye formation in flies, humans, and mice. This gene has an extremely con-

served function, as mammalian Pax6 genes, when inserted in fly eggs, were 

able to induce the differentiation of fly’s eyes in different body parts of the 

developing larvae. To many authors, this implies that a Pax6-related gene

tic kit involved in the development of a light-sensitive cell type was present 

in the last common ancestor of all animals with eyes. These genes became 

recruited to make photoreceptive organs of different shapes and forms in 

different instances (arthropods, mollusks, and vertebrates), which separately 

evolved into eyes with different anatomies. This is an instance of genetic, or 

“deep,” homology where the genes involved in eye formation are homolo-

gous across animal groups, but the eyes themselves may have appeared 

separately in each lineage and are therefore not homologous organs.

From General to Specific

An additional pervasive notion is that despite the increasing divergence 

of life forms, organisms always leave a record of their past history in their 

anatomy, in their embryonic development, and especially in their genes, 

which has been extremely useful for phylogenetic classification. In this 

line, it is important to recall the difference between the evolutionary his-

tory of an organism or its species (its phylogeny, which goes back to the ori-

gin of life) and its individual history (its ontogeny, which goes back to the 

moment it started its embryonic development, usually as a fertilized egg). 

In the nineteenth century, Karl von Baer and Ernst Haeckel emphasized the 

general concordance between the succession of embryonic stages during 

individual development and the species’ ancestry. This observation led to 

Haeckel’s formulation of the “biogenetic law,” stating that the ontogeny 

of an individual recapitulates its phylogenetic history. For example, we as 

embryos start as a one-celled organism, then develop multicellularity and 

acquire a gut, a head, a tail, branchial slits, extremities, and so on. Many of 

these characters, like the tail and the branchial slits, are lost or become highly 

transformed during normal human development, but they reflect our evo-

lutionary past as unicellular organisms or aquatic fish. While Haeckel con-

sidered that early embryos resembled the adult stages of ancestral forms, von 

Baer was more precise in asserting that early embryos resembled the early 

embryonic stages of ancestral lineages, rather than being comparable to 

their adult forms. That is, a human embryo resembles a fish embryo, not 

an adult fish.9
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A related issue is that phylogeny is often depicted as a sequence of adult 

states, like the typical drawing of ape-to-human transformation. How-

ever, evolution is rather a sequence of individual ontogenies where one 

organism is formed as an early embryo, grows and differentiates, and then 

reproduces to make offspring, which grow to have more offspring, and so 

on (at least in multicellular plants and animals). Therefore, morphologi-

cal changes in evolution take place through modifications of the embryo-

logical mechanisms that produce the adult form, rather than just changing 

the adult phenotype. Although the study of the evolution of embryonic 

mechanisms—colloquially termed evo-devo—has become a highly fashion

able field today, this is not without controversy, especially when attempt-

ing to determine homology of organs across species where different criteria 

to establish this condition may be in conflict. Many scholars tend to focus 

on the similarities of adult characters to establish homology, as if evolution 

was a sequence of adult states, while others rely more on assessing similari-

ties and differences in embryonic development. Whatever approach turns 

out to be correct in each specific case, in the end, a full explanation of 

evolution and diversity must account for how variations in developmental 

mechanisms gave rise to adult similarities or differences between species.

Saltation and Constraints

In the late twentieth century, some evolutionists, led by the late Stephen Jay 

Gould, advocated for a revision of the theory of natural selection,10 firstly 

claiming that evolution may take place by saltatory or punctuated mecha-

nisms, where new species would be produced in “jumps,” with no interme-

diate stages. This seems to be contrary to the notion that natural selection 

is a slow process, successively accumulating small innovations until major 

changes are seen, like when a tiny sprout becomes a huge tree. Evidence 

for this has been observed when some species duplicate their genomes all 

at once (vertebrate origins are a notable example) or when animals add 

repeated elements to their bodies, like snakes or birds increasing the number 

of their body or neck vertebrae, respectively; they add them by integers. 

Another example is the loss of the tail by apes and humans, which appar-

ently took place by the action of only one so-called jumping gene.11 Yet, the 

possibility of punctuated evolution was in fact considered by early Darwin-

ian evolutionists (see, for example, George Gaylord Simpson’s notion of 

“quantum evolution”), who did not see this as a problem to the theory but 
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rather as a particular instance of rapid evolutionary change.12 Moreover, 

when speaking of the slow accumulation of small variations, Darwin was 

mainly referring to the acquisition of highly complex features like the eye, 

where intermediate conditions in complexity have been found in many 

instances. Among mollusks, the evolution of image-forming eyes has been 

tracked in great detail from a simple pigmented spot in the skin to a cup-

shaped structure, then to a cup provided with a rudimentary pupil, and 

finally evolving a lens and a cornea to maximize light penetrance (grad-

ual evolution can also be observed in the evolution of compound eyes of 

arthropods).13 Notably, each of these stages provides an improvement in 

the image-forming capacity of eyes, which complies with the gradual evo-

lution of complex organs by natural selection.

Another criticism to natural selection was that embryology is a highly 

directional and constrained process that makes only some transforma-

tions possible, resulting in the appearance of traits that may have not been 

directly selected for. In other words, morphological evolution would be 

dictated by so-called developmental constraints that guide embryological 

transformations rather than on the selective pressures imposed on the spe-

cies. Conceptually, it is quite clear that embryological variants provide the 

rainbow of possible anatomical innovations for natural selection to act on. 

The point in question is the range of possible variations development may 

provide, which in some cases may be quite wide but in others may be more 

constrained, with only few variants available, that may affect other char-

acters beside the primarily selected ones. This is an empirical rather than 

theoretical question. Moreover, even if in certain instances there is a highly 

constrained set of morphological variants, these will likely be inherited by 

genetic mutations and only some of them will be eventually successful at 

reproduction, which complies with the mechanism of natural selection. 

Summarizing, the evidence of punctuated equilibria and the argument for 

developmental constraints may add important insights to the theory, but 

they do not represent a major challenge to it.

Finally in this line, a great deal of evidence has shown that there are non-

adaptive forms of evolution, as in the previously mentioned case of genetic 

drift. This is based on the fact that many genetic changes are simply neutral 

for adaptation: that is, they do not confer any positive or negative reproduc-

tive advantage. These neutral mutations may become common in the pop-

ulation just by chance, especially when populations are small. Interestingly, 
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neutral genetic changes tend to accumulate over evolutionary time, leaving 

a record of the distinct lineages and their relations to others. This phenom-

enon has been widely used to track phylogenies in different species, although 

not without discussion, as I will discuss throughout the book.

Perspective

Biological evolution is commonly understood as the process by which liv-

ing beings emerged and diversified in the history of our planet. The evi-

dence strongly favors Darwin and Wallace’s theory of evolution by natural 

selection against Lamarck’s theory. The former implies that there is an 

intrinsic variation of heritable traits within a species and organisms pos-

sessing distinct traits are able to leave more descendants than others. Inher-

itance is a key aspect of evolution, which is mostly carried by the genes 

(DNA) that are transmitted across generations. There are other instances 

of heredity like epigenetic modifications or cytoplasmic heredity, but these 

are largely found in cell division, and there is still little evidence for it in 

complex animals.

Since life on earth shares a common evolutionary ancestry, species can 

be classified in a nested pattern where larger categories contain smaller cat-

egories, forming an ever-branching tree of life. A critical issue in classify-

ing organisms is determining homology, or similarity of characters due to 

common descent. Nonetheless, homology may be found at different levels, 

from genes to anatomy to behavior, and homology at one level does not 

imply homology at other levels (as shown in the example of eye evolution). 

Another crucial aspect of evolution is that despite their profound diversi-

fication, complex organisms, especially animals, retain signs of their past 

history (their phylogeny) during their individual development (their ontog-

eny). Consequently, there is usually a concordance between the events that 

took or take place in both the evolutionary history and the embryology of 

a species, which can be of great relevance when attempting to reconstruct 

the evolutionary history.
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After reviewing the basics of evolutionary theory, we now come to define 

what life is. The notion of life (besides our own) is probably a very ancient 

one partly because we feed on living beings and can be food for others, which 

may make the difference between the subject’s life and death. Before we are 

one year old, we learn to distinguish living from nonliving stuff. However, 

despite our basic intuitions, making an explicit definition of life has been 

a tremendous challenge.1 In high school, we learn that living beings are 

made up of cells, composed of complex organic molecules and DNA that 

together generate processes like metabolism, growth, reproduction, and the 

capacity to respond to external stimuli. The Oxford Dictionary entry for life 

is “the ability to breathe, grow, produce young, etc. that people, animals 

and plants have before they die and that objects do not have.” A commonly 

cited definition is that provided by NASA in its program to search for extra-

terrestrial life, as a “self-sustained chemical system capable of undergoing 

Darwinian evolution.” While these are in fact lists of typical characteristics 

of living beings, none of these proposals define life as a process. In this 

chapter, I will discuss some early and more recent attempts to define what 

life is, and I will propose a definition of it that curiously is as old as biology 

itself but has been overlooked by many scientists, perhaps in their attempt 

to characterize it in terms of physical-chemical mechanisms.

From Soul to Molecules

The Ghost in the Machine

Notwithstanding the early attempts to rationalize the anatomy and char-

acteristics of living beings, life itself has been historically defined as a spiri-

tual phenomenon. The notion of an immaterial soul, or a spirit tied to 
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the essence of life, has endured for most of our history and remains con-

sciously or unconsciously in many people today. According to Aristotle, the 

soul had at least three components: plants bearing a vegetative or nutri-

tive soul, animals having in addition a sensitive or appetitive soul, and 

only humans being endowed with a rational soul besides the other two. 

This view pervaded classical thought until the seventeenth century, when 

a more rationalistic perspective was raised by René Descartes.2 Descartes 

proposed dualism, asserting that the body and soul (or the mind) were sepa-

rate entities, where the pineal gland was the site in which the mind exerted 

control over the body. It is commonly said that he claimed that as opposed 

to humans, animals lacked a soul. However, he seems to have recognized 

that they had a different kind of soul than humans, a mechanistic soul 

being capable of movement but lacking reason or morality, and especially 

the ability to communicate their thoughts to others. To Descartes, animal 

behavior could be explained from the physical properties of their organs. 

Furthermore, he proposed an analogy of living mechanisms to rudimentary 

automata that were known at the time, consisting of interlocked pieces 

that executed some simple movements.3 Descartes’s mechanistic perspec-

tive is usually considered a turning point in the scientific descriptions of 

life, implying to some that life could be produced or explained in physi-

cal terms. While simple automata have been created by humans since the 

ancient times, rationalistic thinking associated to them became highly 

influential after Descartes, as exemplified by the “digestive duck” designed 

by Jacques de Vaucanson in 1739, which appeared to process food and then 

defecated a green substance. While this and similar machines were clearly 

hoaxes, they pointed to the notion of life as resulting from physical mecha-

nisms in the line of Descartes’s rationalism and gave early ground to the 

emergence of robotics in the twentieth century.3

In parallel to these mechanical considerations, in the seventeenth and 

eighteenth centuries, many authors started considering that beyond mechan-

ics, living stuff was chemically different from lifeless matter. An important 

insight in this line was provided in the eighteenth century by Georges Buf-

fon, who asserted that life was made of “organic molecules” (now known as 

carbon-based molecules) that assembled into combinations that enabled them 

to make copies of themselves. On the other hand, several scholars defended 

the vitalistic theory, claiming that life was characterized by a vital impulse in a 

way similar to Aristotle’s notion of the soul and that there was a discontinuity 
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between living and nonliving stuff, with no possible intermediate stages.4 

According to vitalists, the basic properties of life, irritability and regeneration, 

needed no further explanation, just like gravity was a property of planets.

A substantive scientific advance derived from the invention of the micro-

scope, which led to the postulation of the cell theory by the 1830s, assert-

ing that cells are the fundamental building blocks of all living beings and 

that all cells derive from other cells. Thus, the cellular theory became a bold 

statement about the universal structure of life and pointed to the minimal 

unit that could be considered alive (viruses are not alive). However, despite 

its universality, the cell theory did not point to any underlying process gen-

erating the properties of life. In fact, the microscopic resolution of the time 

did not allow to distinguish organelles or components inside the cell, and 

the material composing it was referred to as “protoplasm,” a sort of living 

substance that was the basis of life itself, which contributed to maintain the 

vitalistic theories.

Perhaps the strongest blow to vitalism was provided by the nascent bio-

chemistry in the late nineteenth and early twentieth centuries. Chemists 

became quite successful in producing compounds like urea or acetic acid, 

which were considered to be exclusively biological products. Furthermore, 

the isolation of an enzyme from yeast that triggered fermentation from 

sugar to ethanol and many other discoveries strongly prompted the emer-

gence of biochemistry as a science, together with a chemically based under-

standing of life. A great figure in this line was Hans Krebs, who unveiled 

the energy-producing metabolic cycles inside the cell in the early twentieth 

century. The Krebs cycle, of which I will speak later, contributed to destroy 

the vitalist principles, replacing them with chains of chemical reactions 

that gave rise to the different properties of cells (see figure 2.1).5

The Heat of Life

Another line of mechanistic thought was based on physical-chemical 

concepts associated to the functioning of heat-producing engines. In the 

1940s, the outstanding physicist Erwin Schrödinger bravely asked him-

self “What is life?,” arguing that living beings apparently contradict the 

second law of thermodynamics (which states that energy degrades into 

useless forms), being able to decrease entropy to generate order or com-

plexity at the expense of releasing heat into the environment.6 Organ-

isms are supposed to accumulate “negative entropy” (also referred to by 

Downloaded from http://direct.mit.edu/books/book-pdf/2470124/book_9780262379342.pdf by guest on 26 September 2024



24	 Chapter 2

some as information), which provides them with an internal organization. 

Schrödinger’s thermodynamic approach still sparks much interest among 

physicists, and since his book was published, a series of intriguing theoreti-

cal possibilities of physically based biological evolution have been proposed 

that are not always in line with his original views. For example, according 

to Kate Jeffery and Carlo Rovelli, highly ordered organizations can evolve 

spontaneously as when water and oil tend to separate in two phases.7 In this 

example, the separate state (“ordered”) is statistically more probable than 

the mixed state (“disordered”). This process results from the properties of 

water and oil molecules and their interactions, without need of external 

work, and yields an increase in entropy. Likewise, stars, galaxies, and life 

itself would be highly ordered spontaneous configurations that increase 

entropy simply by being more probable states than a homogeneous distri-

bution would be, given the physical conditions where they exist (gravity for 

stars and galaxies; macromolecular attractions and reactions in the case of 
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Figure 2.1
The Krebs cycle, or the tricarboxylic acid cycle. It consists of a series of chemical 

reactions of simple organic molecules, including oxaloacetate and citric acid, and 

provides energy in the form of ATP for cellular functioning.
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life). Although I confess this is a quite intriguing perspective that deserves 

investigation, in this book I will hold to the classical view of living systems 

as systems that store energy to be released for their own maintenance. The 

thermodynamic approach has been crucial to the development of theoreti-

cal models of self-organization systems that may resemble the living state, 

and for studies of the origin of life as we will see in the next chapter.

The Living State

Body Builders

Notably, the term “biology” was introduced in 1802 by Jean-Baptiste 

Lamarck, which has granted him the name of “father” of biology despite 

his infamous theory of the inheritance of acquired characteristics. In my 

opinion, one of Lamarck’s greatest, but largely ignored, achievements is 

that, together with coining the term “biology,” he proposed a mechanistic 

definition of life as a self-producing process. He specified the four faculties 

common to all living beings: (i) feeding; (ii) “building up their bodies, that 

is to say, forming for themselves the substances of which they are made . . . ​

and which are mainly supplied in the form of food”; (iii) development and 

growing; and (iv) reproducing themselves.8 Lamarck displays these faculties 

as a sequence where feeding is first, then is the construction of the body, 

which produces as a consequence development and growth, and finally is 

reproduction. Thus, obtaining nutrients may be a requirement for life, but 

it does not make life itself, while development, growth, and reproduction 

are consequences of the living condition. What is left as a central mecha-

nism for life is self-production.

After Lamarck, many other authors subsequently mentioned the capac-

ity of self-production as a critical property of life, but these ideas never went 

further than isolated comments.9 In the 1970s, the neuroscientists Hum-

berto Maturana and Francisco Varela went deeper on this idea, formally 

proposing a theory of the living organization that defines living beings as 

self-producing machines. They introduced the term “autopoiesis” (from the 

Greek, self-production) to describe the process by which the components 

produced by the organism participate in a network of production of new 

components and so on, defining also its borders as a unit in space (see 

figure 2.2). Self-production indicates that there are no external forces or 
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design giving rise to this organization, but rather that the living being con-

strues itself through the properties of its molecular components and the 

interactions between them.10

Self-production or autopoiesis is perhaps the best definition of the living 

state we can have at this point. Nonetheless, in my opinion, there are two 

critical elements of life that are not fully accounted for by this definition: 

reproduction and the capacity to evolve may require a specific extra mecha-

nism to take place that is not given by the self-production process itself. Like 

I said in the previous chapter, this property is faithful inheritance, which 

is most largely accounted for by the self-replicating DNA molecule, which 

in addition orchestrates self-production in living cells. In the next section, 

I will address some issues related to autopoiesis in the cell, its origins, its 

DNA

Krebs cycle

Metabolites

LipidsGlucides

Enzymes

Metabolites
Polypeptides

Figure 2.2
The self-production cycle, or autopoietic cycle, according to Maturana and Varela. 

I have highlighted the Krebs cycle as a critical component of this process.
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maintenance, and the basic capacity to respond to stimuli (the latter two 

were considered critical properties of life according to vitalists). At the end 

of the chapter, I will come back to the problem of heredity in self-producing 

systems.

Self-Production in the Cell

Self-production is an energy-demanding process. Catalyzing energy-

liberating reactions and storing chemical energy to be used for building 

new molecules are critical functions to maintain the living organization. 

Thus, living beings rapidly developed mechanisms incorporating energy-

rich nutrients or absorbing external energy (like light), storing this energy 

in chemical bonds, and releasing it to keep their functions ongoing. 

Metabolism is the network of chemical reactions that directly or indirectly 

participate in the storage and liberation of energy required for building 

new components (nucleic acids, proteins, or membranes) of the system. 

An essential component of metabolism is the previously mentioned Krebs 

cycle, a circular set of chemical reactions involving carbon-rich molecules, 

one of whose first intermediate products is citric acid, the same found in 

lemons and oranges. The Krebs cycle takes place in cells during respira-

tion (with modifications in bacteria and anaerobic cells) and produces the 

energy-keeping molecule called ATP (adenosine triphosphate) by breaking 

down organic molecules and liberating CO2. This is a major mechanism 

to store energy for body building, but this cycle can also go in reverse or 

be incomplete, using only some of its reactions as in anaerobic bacteria.5 

Going backward at the expense of ATP, the Krebs cycle can start with hydro-

gen and CO2 and use its intermediate products to build proteins, fatty acids, 

and even nucleotides, all the basic building blocks of life. Therefore, this 

little engine contains all the elements to build components and to obtain 

energy for these processes, making it a pivotal aspect of self-production 

in most cells. In the next chapter, we will see that this process, or parts 

of it, may have been essential for life’s origin in the early earth. Nonethe-

less, there are other mechanisms that cells can use to extract energy, and 

to build complex molecules. In the absence of oxygen, reactions like gly-

colysis (the fast breakdown of glucose used by our muscles during intense 

exercise) or fermentation (in which ethanol is produced as a byproduct, 

as in wine and beer production) are alternative ways to liberate energy. 

Finally, a fundamental mechanism to build complex organic molecules is 
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Calvin-Benson’s cycle, used by photosynthetic plants to fixate CO2 and to 

generate glucose. This chemical pathway was possibly late to appear in life’s 

history, but most life on earth now depends on the energy-rich compounds 

provided by algae and plants in photosynthesis.

Thus, the energy stored by the metabolism is then used to construct 

proteins, fatty acids for membranes, and nucleic acids (genes). These com-

ponents are assembled in a complex but highly robust large-scale network 

in which the genetic material of the cell determines the structure of pro-

teins that participate in the self-producing network, and in turn, proteins, 

nucleic acids, and other molecules regulate the activity of genes, specifying 

which genes and proteins will be active at a given place or time (see chap-

ter 1). In this way, genes coordinate the process of self-production but are 

also regulated by the products they contribute to generating.

Before Self-Production

Maturana and Varela claimed that the autopoietic organization is an all-

or-nothing condition: either a system is self-producing and encapsulates 

itself or it is not and dissolves. However, this may not have emerged from 

nothing, but rather there was probably a continuum of processes before 

its achievement. A step toward self-production may be found in so-called 

autocatalytic chemical reactions, where the reaction product contributes to 

generate subsequent reactions of the same kind, in an ongoing cycle (see 

figure 2.3).11 The mathematician Alan Turing was a pioneer of this field, 

proposing in the 1950s models of oscillatory reaction-diffusion chemi-

cal reactions that yielded self-organized patterns (these models have been 

recently used to describe pigmentation patterns like leopards’ spots, but-

terflies’ wings, and fingerprints). Further studies in autocatalytic networks 

were carried by the Nobel laureate Ilya Prigogine and collaborators, who 

made theoretical models for autocatalytic processes that fitted simple but 

self-maintained chemical reactions that could be maintained in a state of 

circular flux with little input.12 The Krebs cycle is an example of an autocata-

lytic process when running forward, but some of its backward reactions can 

also be described as autocatalytic.

Thus, autocatalysis has been widely proposed as a key step in life origins, 

where primitive proteins and nucleic acids organized in networks where 

nuclei acids produced proteins and these in turn participated in the synthe-

sis of nucleic acids and small proteins, and so on. Simpler instances could 
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be ensembles of proteins and RNA called ribozymes,13 which we will discuss 

in the next chapter. Adding more reactions to this incipient network would 

have formed integrated systems that regulated themselves and maintained 

their integrity through time, provided they took place in an encapsulated 

space.

Maintenance and Responsiveness

Keeping in Balance

One problem is that these networks of chemical reactions are usually unsta-

ble and last for a very short time, being vulnerable to minimal ambient 

fluctuations. Only those systems that were able to keep within range critical 

parameters required for these reactions to occur were able to support them-

selves through time. This process, termed homeostasis (or maintenance of 

the internal state), is based on a variety of mechanisms that detect when 

some parameter goes out of levels and generates a response to restore these 

levels. Central to homeostasis is the concept of feedback, where the prod-

uct of some reaction inhibits the same process that gives rise to it, like 

an engine that shuts off when having generated enough product or when 

R1

R2

R3

S1

P1

P2

P3

S2

S3

S4

Figure 2.3
An autocatalytic network. The products of distinct reactions catalyze the reactions 

that gave rise to them. Ss are reactants, Ps are products, and Rs are chemical reactions 

between S and P. Different Ps may influence other reactions backward or forward.
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generating too much heat, as in a thermostat. In a brain region called the 

hypothalamus, we have a biological thermostat that keeps our tempera-

ture around 36º Celsius. Homeostatic responses are in a way goal-directed 

in the sense that they activate in order to increase or decrease the value 

of some parameters until a predetermined value is achieved. The general 

tendency of homeostatic responses is to reach states of minimal energy 

expenditure and interaction that permit maintenance and survival. Feed-

back displays a closed, circular organization in the same sense as autoca-

talysis, where products influence the ongoing reactions. In the former case, 

the products control or regulate the reaction, while in the second case they 

may propel the reaction. In the more complex process of self-production, 

where the products become components of the system and contribute to its 

construction, autocatalytic reactions and feedback mechanisms drive the 

flux of reactions so that the system can maintain itself or grow, and at the 

same time work within certain boundaries. (However, developing a neat 

boundary in living systems requires an additional component, the cellular 

membrane that I will address in the next chapter.)

Irritability and the Beginnings of Knowledge

To maintain homeostasis, very early on, living beings evolved sophisticated 

molecular sensors and effectors generating metabolic responses and move-

ment. Bacteria, the simplest living beings, are able to sense environmen-

tal alterations and drive their behavior in search of food or to avoid toxic 

substances. Likewise, plants obviously respond to light and water but can 

also detect mechanical stimuli, respond to infection by pests, and commu-

nicate with other plants nearby. Their responses are produced by growth, 

by releasing chemical signals, and in a few instances with movement. None 

of these beings has a nervous system, much less a brain, yet they are able 

to react in different ways to the environment and to alterations of internal 

conditions.

A critical aspect of homeostasis maintenance is to respond to changes 

early enough that the perturbations can be more easily compensated, sav-

ing energy and avoiding risk. Imagine yourself driving your car. You don’t 

want to wait until the car is getting to the borders of your lane before mak-

ing a correction maneuver. Just a small deviation of your intended direction 

makes you to rapidly correct the course of the vehicle to stay in range. An 

experienced driver does this largely unconsciously, but someone learning 

Downloaded from http://direct.mit.edu/books/book-pdf/2470124/book_9780262379342.pdf by guest on 26 September 2024



What Is Life?	 31

to drive or under the influence of alcohol will have a much slower reac-

tion and a higher risk of accidents. Living beings do exactly the same: they 

anticipate the incoming changes by detecting subtle alterations before they 

get too large. Computationally, this process has been termed predictive cod-

ing and refers to mechanisms that anticipate future events to facilitate and 

minimize energy loss in the achievement of some goal, which in the short 

term may be maintenance of specific parameters like blood glucose levels 

but in the long term refers to staying alive (and perpetuating one’s genes).14 

All living beings, from the simplest bacteria to the more complex organisms 

like us, have developed mechanisms to sense and react to small environ-

mental alterations before it is too late.

Importantly, together with being able to anticipate future events, organ-

isms may accumulate knowledge about repetitive situations to dampen 

their reactions and save energy, or amplify them in the presence of threat-

ening stimuli. Although all living beings may be able to predict incoming 

threats and adapt to events on the basis of past experiences, among mul-

ticellular animals, a new organ has evolved for this function: the nervous 

system, including specialized sensory and motor or effector components. 

The nervous system is built atop the self-preserving body homeostatic 

mechanisms, sensing changes as early as possible to predict coming events 

and generating fast behavioral responses that are ultimately oriented to 

maintain their internal conditions. In addition, nervous systems may keep 

a more sophisticated memory of past situations than purely biochemical 

mechanisms so that increasingly effective responses can develop in the 

presence of repeating situations. The generation of a sensory-nerve-muscle 

network has two main effects in the multicellular organism. First, it acceler-

ates its dynamics as the velocity of cellular communication becomes much 

faster. Second, for the same reason, distant parts of the organism become 

rapidly connected as a global nerve network starts controlling the whole 

state of the animal. Animals respond quickly, but because of this, they 

spend more energy and need to find their food quite often. In some groups, 

this has resulted in an expanding spiral of complexity leading to the devel-

opment of complex sense organs, brains, and motile apparatuses.

Constructing the World

More complex nervous systems may generate sets of responses to the 

outside world based on past experiences and the anticipation of future 
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events, which enables them to maximize their resources. These config-

urations become increasingly elaborate as complexity unfolds through 

evolution, and many speak of complex organisms generating models or 

representations of their surroundings, which is a step toward experienc-

ing the environment as an external reality. Note however, that the notion 

of representation can be misleading, as it does not entail any specific 

neuronal mechanism but rather refers to a “map” of the world, which 

someone is able to observe (but there is no inner spectator in the brain). 

As I will explain in subsequent chapters, animals create their own world 

rather than just perceiving it, by organizing their sensory and response 

mechanisms into coherent wholes (from now on, I will use this inter-

pretation of “representation”). From our anthropocentric perspective, we 

tend to think that the reality we experience is the real world and that 

animals model their reality similarly to us, but this is in fact an internal 

construction that allows us to move through it. The facts that the worlds 

of different species coincide in important ways (for example, a rat’s 

way through a labyrinth must comply with the labyrinth made by the 

researchers testing it) and that these models allow us to survive without 

getting hit by cars and other events imply that there is an outside world 

to which the experiences we have must fit, but we cannot say much about 

its intrinsic nature or its ultimate reality. In fact, all our descriptions of 

the world, including the animals we study and their observed behaviors, 

are part of the reality we are constructing on the basis of our perceptions, 

behaviors, memories, and feelings. Moreover, it makes no sense to think 

about the fabric of reality because the only way to access it is through our 

senses and behavior, which basically respond to the maintenance of our 

selves and are the result of our evolutionary history. This view is hardly 

new, dating at least from Immanuel Kant in the eighteenth century, but 

has gained increasing acceptation in neuroscience, especially in relation 

to issues like consciousness. To insist, sometimes neuroscientists tend to 

think about the brain as an information processing system that captures 

an external reality and is devoted to solving cognitive or logical prob

lems, minimizing the fact that the brain is an extension of the organism’s 

homeostatic mechanisms, contributing to its survival and the mainte-

nance of its lineage, and all our perceptions of the world are ultimately 

directed to these functions.
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Self-Producing Lineages

The Reproduction of Self-Production

In this chapter, I have argued that self-producing or autopoietic systems may 

be the best representatives of life as a process, featuring maintenance, growth, 

and a basic responsiveness to the environment. But Maturana and Varela 

went beyond these features and claimed that all properties of life derive from 

the autopoietic organization, including reproduction and evolution. In this 

view, reproduction is seen as simply the fission of a self-producing network 

into two halves, as long as both daughters contain the necessary elements to 

maintain themselves through time. Likewise, evolution consists of the diver-

sification of the self-producing networks throughout history according to a 

process called “natural drift.” However, like I have said, this proposal down-

plays the crucial participation of the self-replicating genetic material in the 

organization of self-production and heredity, and the necessary role of natu

ral selection in evolution. Only with a specific mechanism of inheritance, 

self-production systems can sustain themselves across generations, producing 

long-lasting lineages and heritable variants (mutations), yielding diversity 

and differential reproduction among the descendants. Next I will illustrate 

this argument using two examples: fire and synthetic cells.

Richard Dawkins proposed the example of fire as a self-maintaining sys-

tem that is able to reproduce. Fire consists of the production of incandescent 

particles that generate new incandescent particles at the expense of carbon 

combustion. Although much simpler than living cells, burning flames dis-

play a basic autocatalytic (or if you will, a self-producing) organization, 

where ongoing reactivity is triggered not by the chemical products of the 

combustion reaction (CO2 and H2O) but by the heat released in the reac-

tion. A flame has limits in space as particles that cool down are released out 

of it; flames can also grow in size and reproduce by generating new flames 

nearby. However, the reproduction of flames lacks a critical feature: the 

fire generated by, say, a yellow flame (as in a burning match) may come 

to generate a blue flame in the oven. The color of the flame depends on 

the material that is being burned and is not transmissible from fire to fire, 

unless it is cremating the same material. In other words, fire can reproduce 

but does not display heredity beside the basic fact that new flames also pro-

duce incandescent particles. Therefore, fire cannot evolve.
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A more complex condition relates to the division of protocells, membrane-

bound vesicles that are devoid of complex biological processes that can 

divide generating “daughter” vesicles. Still, the lack of inheritance mech-

anisms severely limits their possibilities to evolve. In this line, the recent 

manufacturing of synthetic cells in laboratories may provide an interesting 

example. These human-made cells were produced by mixing proteinaceous 

and lipidic components of bacteria with a chemically synthesized genome 

including some 400–500 genes considered by the researchers as indispens-

able for life (I will come to this again in chapters 3 and 15). The cells became 

able to maintain themselves, achieving a state of self-production and being 

capable of growing and dividing, even producing cellular aggregates. How-

ever, division was not even in these cells; daughter cells were smaller and 

had strange morphologies compared to the parental ones. Only after add-

ing seven additional genes (some but not all of them known to be involved 

in cell division), cells became able to produce daughter cells practically 

identical to their parents.15,16 With a minimally robust gene pool, these syn-

thetic organisms have been able to undergo natural selection and adap-

tive evolution. Thus, although the genetic material is needed for faithful 

reproduction, not any genetic combination will guarantee this process, 

but instead it requires a specialized set of genes that probably evolved 

through natural selection, where lineages of cells better able to produce 

offspring similar to them were able to survive for a longer time. All living 

cells on this planet probably derive from a cell able to faithfully reproduce 

its offspring.

Perspective

This chapter proposes a definition of what life is and how it is organized, 

considering both the intrinsic workings of a living system and its capacity 

to evolve. The minimal unit of life as we know it is the self-producing or 

autopoietic cell, provided with a molecular self-replicating hereditary device 

(DNA or RNA). Cellular self-production and molecular self-replication may 

represent the key processes accounting for life as a dynamic process and 

its evolution on earth, respectively. A critical aspect of life is the mainte-

nance of the internal state or homeostasis. In an obvious sense, autopoi-

etic systems are homeostatic as long as they maintain themselves through 

the self-production cycle. However, in the primitive earth conditions, not 
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all of these early systems were equally robust to maintain self-production 

for long, and probably most of them simply became extinct. Only those 

able to regulate distinct physical-chemical parameters critical for the self-

production process survived. Through reproduction, heritable changes, and 

natural selection, some of these systems evolved strong homeostatic net-

works, eventually becoming the modern cells that exist now.

Besides homeostasis, developing a memory of past events may contribute 

to generating early responses. Thus, the evolution of regulatory networks 

implies the generation of a time-arrow as past experience is accumulated in 

order to make predictions about the world. All these processes contribute 

to the formation of a rudimentary self that endures solely by virtue of the 

interactions between its parts. While all living beings are endowed with 

molecular networks that enable them to maintain themselves and repro-

duce, most animals have developed a nervous system that greatly increases 

the memory and prediction capacity of relevant events and is able to gener-

ate fast behavioral responses to them. Thus, the nervous system amplifies and 

accelerates the regulatory and homeostatic capacities of animals, setting 

them in a new timeframe and providing them with a network for systemic 

regulation, and in addition permits increasing perceptual and behavioral 

capacities.

Having provided some conceptual scaffolding about what is evolution 

and what is life, in the rest of the book I will start narrating the history of 

life. The next chapter refers to the origin of life on earth and the early evo-

lution of unicellular beings, in order to discuss in the subsequent chapter 

the emergence of multicellularity and the first animals.

Downloaded from http://direct.mit.edu/books/book-pdf/2470124/book_9780262379342.pdf by guest on 26 September 2024



Downloaded from http://direct.mit.edu/books/book-pdf/2470124/book_9780262379342.pdf by guest on 26 September 2024



II  Beginnings: From Cells to Neurons

This section refers to the origin of life and the early evolution of cellular 

organisms. Life on earth resulted from the conflation of many physical-

chemical circumstances, giving rise to self-replicating and self-producing 

molecular ensembles that, by natural selection, gave rise to the first living 

cells and the astounding diversity of life forms on this planet. The early 

cells proliferated and conquered the world, some of them being able to 

perform photosynthesis, which catapulted evolution into increasing lev-

els of complexity. In this process, the symbiotic relation between different 

types of cells enabled the emergence of complex cells and gave rise to mul-

ticellular organisms including plants, fungi, and animals. Plants and fungi 

have evolved sophisticated cellular communication systems and are able to 

“cross-talk” with other individuals, but they lack a nervous system. Animals 

were the first multicellular predators, specializing in capturing other organ-

isms to feed on them. Soon after their emergence, they developed two major 

innovations: an internal cavity, the gut to digest food, and a nervous system 

that coordinated gut and body movements to capture prey. This enabled 

them to live free lives, self-propelling to reach new environments and col-

onizing the world. The section ends with a chapter discussing neurons, 

the building block of nervous systems. Neurons originated by recruiting 

several cellular processes into a highly differentiated cell type that makes 

up an interconnected network driving behavior and body homeostasis. As 

it develops in an embryo, this network unfolds into a highly organized 

ensemble that is able to modify its structure and activity according to cir-

cumstances, providing a substrate for the evolution of cognition.
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3  The Birth of Cells

As far as we know, the only planet that harbors life is earth. Terrestrial 

life depends on the presence of carbon, hydrogen, nitrogen, and oxygen 

among other elements, and takes place in liquid water, where carbon-based 

organic molecules react continuously to participate in the self-production 

process. Water is common in the universe but mostly in the form of solid 

ice, on planets so cold that early life there is impossible. For a planet to have 

liquid water on its surface, there must be an appropriate combination of 

temperature and pressure, which depends on many factors like the planet’s 

mass, the size of its star, and the distance and speed of the orbit the planet 

makes around it. The region around a star where liquid water can exist on 

a planet’s surface is called the Goldilocks or habitable zone. In our solar 

system, the only planet in the habitable zone at this point is earth. Yet, the 

evidence indicates that Mars had liquid water and rivers about 4–3 BYA, and 

might have sustained microscopic life at some point in its history. Further-

more, there are places outside the habitable zone where liquid water may 

exist below the surface, heated by the celestial body’s core, as in Europa and 

Enceladus, moons orbiting Jupiter and Saturn, respectively.

According to one hypothesis, water on earth was present inside rocks 

since its early beginnings, but it may have largely vaporized during the 

moon-forming impact some 4.5 BYA and been brought back to earth later 

again in ice-containing meteorites. The early earth was covered by a vast sea 

of magma that eventually cooled, forming the earth’s rocky crust. Concom-

itantly, vaporized atmospheric water and emerging water from the earth’s 

inside condensed into oceans about 4.2 BYA. The earliest evidence of life 

comes from 3.5 BYA in fossilized bacteria called stromatolites, although 

some findings suggest earlier dates, up to 4 BYA or more. From then on, 
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cellular life evolved slowly during the Precambrian age until the arrival of 

multicellular organisms at the final stages of this period, around 1 MYA.

Genesis

A Warm Little Pond

One thing is having a planet with liquid water, and quite another thing 

is to develop life forms on it. Curiously, the notion of the spontaneous 

emergence of life from inanimate matter was relatively common in pre-

Darwinian times (the theory of spontaneous generation). This concept was 

debunked by Louis Pasteur, who showed that life always derives from other 

life, providing indirect support for a common ancestry of all life. However, 

there must have been a point in history where life emerged from scratch. 

Darwin first proposed that life could have begun in “some warm little 

pond” with ammonia, phosphoric salts, light, electricity, and other factors 

that underwent complex chemical reactions. Following Darwin, Alexan-

der Oparin and J. B. S. Haldane argued that life could have emerged from 

inorganic molecules in an early earth environment subjected to high tem-

peratures and radiation. Particularly famous was the experiment performed 

by Stanley Miller and Harold Urey in 1953, who used a mixture containing 

ammonia, hydrogen, carbon dioxide (CO2), and nitrogen diluted in water, 

which was bombarded by strong electrical discharges, heat, and ultraviolet 

light, conditions considered to be similar to those of the early earth. This 

treatment produced a series of organic molecules that would have served as 

the basic components for life’s emergence.1

A more recent proposal sustains that life arose in submarine volcanoes 

or hot water vents, heated by the underlying magma and creating a highly 

alkaline environment. These conditions would have released a molecule 

called carbonyl sulfide that could trigger the formation of small organic 

proteins. This view has been supported by the discovery of extremophile 

microorganisms living in these harsh conditions. Another view considers 

that instead of the deep oceans, the cradle of life would have been terres-

trial volcanic environments with shallow water pools. This approach con-

siders conditions similar to those seen now on Mars to propose that the 

molecular feedstock for organic molecules was another molecule, hydrogen 

cyanide. Of course, there is an extraterrestrial hypothesis for the origin of 

organic molecules, falling to earth in comets and meteorites together with 
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water. This is supported by recent findings of all the nucleotides required 

for nucleic acids being present in meteorites that formed 4.5–5 BYA. This 

finding also suggests that DNA and RNA could have been or could be pre

sent on other planets! A highly speculative hypothesis, called the “Goldi-

locks Universe,” proposes that in the very early universe, some 10–17 MY 

after the Big Bang, the whole universe had the right pressure and tempera-

ture conditions for liquid water to exist. Complex molecules could have 

been formed in these conditions, seeding the basic elements (like nucleic 

acids) for the origin of life, that lay dormant to be activated in different 

galaxies of the expanding cosmos.2

Notably, since organic molecules have characteristic three-dimensional 

shapes, many of them come in two alternative configurations that are mir-

ror images of each other, like the left and the right hands. This phenom-

enon, called chirality, implies that when assembling into large molecules 

or when interacting with other chemicals, left and right versions may not 

be compatible with each other. In fact, biological molecules only have one 

of the two versions, like all amino acids are of the “left-handed” group and 

all sugars are of the “right-handed” group. Why this turned out to be the 

case could have been just chance, or there could be slight functional or 

energetic differences between both forms. Anyhow, if we ever encounter 

carbon-based extraterrestrial life, we cannot be sure that its molecules will 

have the same chirality, or whether they will be molecular “mirror images” 

of ours.3

A critical issue in this context is the origin of nucleic acids and DNA. A 

widespread hypothesis states that nucleic acids first evolved as strains of 

RNA, which may have made copies of themselves, perhaps aided by differ

ent chemical compounds, including small proteins, amino acids, or other 

nitrogenated molecules that would form self-replicating complexes. In this 

view, ribozymes, which are RNA molecules with catalytic activity, have 

been proposed as key for the early emergence of life. Thus, self-replicating 

complexes including small proteins and RNA strings, perhaps reminiscent 

of the ribosomes that translate the mRNA code into protein chains in living 

cells, may have represented the early prebiotic self-replicating molecular 

machineries. Considering this evidence, Manfred Eigen proposed that short 

nucleic acid sequences formed cooperative populations of self-replicating 

chemical “quasispecies” that underwent natural selection, favoring the 

more stable and better replicating ensembles.4
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Yet, self-replication needs energy. Perhaps the most basic metabolic 

process is the Krebs cycle, or some of its constituent reactions. Although 

the Krebs cycle usually requires oxygen to run, some of its basic reactions 

can take place in the absence of oxygen, aided by minerals that are present 

in hydrothermal vents. According to some biochemists like Nick Lane, the 

Krebs cycle is the basic engine for self-production, and its reactions might 

have been able to form the basic nucleotides, amino acids, and fatty acids, 

providing a scaffolding for incipient self-producing networks to evolve.5

A long-standing controversy among early life researchers refers to what 

came first: metabolism or self-replication capacity. Like other disputes of 

this kind in evolutionary theory, this will probably last for very long. Per-

haps both processes, molecular self-replication and energy storage/libera-

tion cycles conflated to make the earliest self-producing machineries that 

worked as the precursors of early life. The first cells that were able to undergo 

biological evolution were probably the result of an alliance between auto-

catalytic metabolic networks and self-replicating molecules that somehow 

regulated the activity of these networks and provided a rudimentary mech-

anism for inheritance.

Keeping It All Together

A big complication of the early self-production systems is that their reac-

tants would quickly wash away if not contained in a closed environ-

ment. A major innovation in cell origins was to keep all components inside 

a membrane-bound compartment. Besides avoiding diffusion, this pro-

tected the self-replicating network from parasitic molecules that might take 

advantage of it for their own reproduction, as modern viruses do when they 

infect cells. Thus, the acquisition of membranes that encapsulate all these 

reactions marks the origin of cellular life. How this took place in the history 

of earth is again a source of much speculation with no definite answers. A 

current hypothesis proposes that multiple layers of lipids formed in the 

bottom of hydrothermal pools in land volcanoes and RNA self-replication 

took place between these layers. Then, the lipid layers would release drop-

lets with RNA molecules inside, forming self-replicating protocells.6

But even inside the cell, different components needed to assemble in 

aggregates to maximize their probability of interactions and to avoid inter-

ference from other reactions taking place in the cell. While more complex 

cells evolved a cytoskeletal network and a set of internal membranes that 
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partly solved this problem, how proteins and other molecules self-assemble 

in subcellular structures remains a major mystery for biologists. One answer 

may come from thermodynamic processes in which different molecular 

components spontaneously condense in superstructures or separate like oil 

drops in water (see chapter  2),7 providing a plausible mechanism for an 

early compartmental organization inside the cells.

Early Cells

LUCA and Their Kin

According to some authors, the first living beings made up a population of 

cells containing nucleic acids, proteins, and other compounds that divided 

but also could fuse among themselves, making up a network of lineages that 

exchanged materials, rather than a branching tree as we are used to seeing 

in genealogic diagrams or in depictions of the “tree of life.” Thus, evolution 

was basically communal where proto-genes and other components could be 

largely shuffled from cell to cell. At some point, a threshold would have 

been reached where cells acquired a more integrated organization, assem-

bling themselves as discrete membrane-bound systems where the vertical 

transmission of genes (from parent to daughter cells) became the norm.8

From this population emerged a group of cells that gave rise to all pres-

ently living beings, from bacteria to humans. This group is called the Last 

Universal Common Ancestor (LUCA).9 LUCA is believed to have been an 

anaerobic organism or rather a diverse population of organisms, perhaps 

living in warm hydrothermal vents some 3.7–4 BYA or before. It probably 

required no more than the hydrogen provided by the hydrothermal vents 

and CO2 to fuel its metabolism, like present day methanogen microorgan-

isms do. LUCA possibly possessed some five hundred genes and the pro-

teins they codified, indicating that it was a rather complex kind of cell.

Prokaryotes

LUCA gave rise to all existing cells, which diversified into the six major 

categories or kingdoms of life. The most basal are two kingdoms of pro-

karyotes: bacteria and archaea, consisting of free-living or communal cells 

lacking a cellular nucleus.

Archaea are bacteria-like cells, some of which live in extreme environ-

ments like hydrothermal vents. Many living prokaryotes have whip-like 
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flagella that enable them to swim around and a molecular skeleton that 

participates in cell division and other functions. The earliest prokaryotes in 

the fossil record consist of Hadean stromatolites (there are still some living 

stromatolites in different parts of the world).10 Like LUCA, the early pro-

karyotes were most likely heterotrophic, that is, they obtained energy by 

degrading complex nutrients. In the early earth there was too little oxygen 

to break the organic molecules, and energy liberation was largely accom-

plished by anaerobic processes like fermentation or using sulfur, nitrogen, 

or carbon dioxide instead of oxygen. Some evidence suggests that the first 

aerobic life originated about 3.1 BYA, perhaps in microscopic oxygen-rich 

pockets inside rocks, and may have remained like that for many million 

years.11 A fundamental innovation took place some 2.3 BYA with the great 

oxidation event, produced by the expansion of cyanobacteria that evolved 

the capacity for photosynthesis. Aerobic cells proliferated by feasting on 

glucose-rich photosynthetic cells, starting the first food chains. Photosyn-

thesis provided a major energy input for life and promoted the evolution of 

most life forms on the planet.12

Enduring Symbiosis

The remaining four kingdoms of life (protists, plants, fungi, and animals) 

are grouped together as the eukaryotes and derive from a unique mixture of 

bacterial and archaean cells (see figure 3.1). Protists are unicellular organ-

isms that sometimes aggregate in colonies, while plants, fungi, and ani-

mals are multicellular organisms, each having evolved from separate protist 

ancestors. Against common intuition, fungi are closer to animals than to 

plants, both being related to a branch of protists termed Opisthokonta, 

so-called because they swim propelled by a backward flagellum. Among 

Opisthokonta, Holozoans represent a group composed by animals and a 

few branches of closely related protists (like choanoflagellates, which will 

be discussed in the next chapter) but not fungi.

The earliest fossil eukaryotes date from about 2 BYA, emerging after three 

probably interrelated critical events. One was the production of a complex 

intracellular membrane system that wrapped the DNA inside a nucleus but 

also produced a membranous intracellular structure called the endoplasmic 

reticulum, where the synthesis of proteins and other vital processes take 

place. Likewise, their membranes underwent a major increase in electri-

cal excitability amplifying the number of specialized membrane proteins 
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that allow the exchange of ions between the cytoplasm and the exterior. 

Secondly, eukaryotes developed a highly complex molecular cytoskeleton 

that enables them to display more elaborate behaviors than prokaryotes. 

The third, and perhaps the most important event, took place when a group 

of archaean cells called Asgard archaea, engulfed smaller anaerobic bacte-

ria that displayed a highly energetic metabolism, which eventually became 

the aerobic mitochondria present in all eukaryotic cells. Complexity dra-

matically increased with the origins of eukaryotes, as the number of cel-

lular genes of all kinds practically doubled just after the symbiotic relation 

Plants

Choanoflagellates

Protists Eukaryotes

Prokaryotes DNA

Flagellum

Mitochondria

Endoplasmic
reticulum

Nucleus
DNA

ArchaeaBacteria

Fungi

Animals

A B

LUCA

Figure 3.1
The six kingdoms of life. A: LUCA is the last common ancestor of all life, giving rise 

to bacteria, archaea (both prokaryotes), and protists, plants, fungi, and animals (all 

eukaryotes). Choanoflagellates are a branch of protists close to animals (together 

they are called holozoans). Eukaryotes were formed by a fusion between archaea 

and aerobic bacteria. Plants were formed by a fusion between photosynthetic bacte-

ria and protists. B: Eukaryotic cells display internal membranes and a nucleus that 

encapsulates the DNA, while prokaryotes do not.
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started.13 In a further step, some early eukaryotic cells also incorporated 

photosynthetic cyanobacteria, giving rise to the vegetal kingdom. Engulfed 

photosynthetic bacteria became the light-dependent chloroplasts of plants 

and algae, bringing about the phytoplankton on the sea surface that further 

contributed to increasing oxygen levels and promoted the early evolution 

of animal life.

Note that symbiosis with other organisms to coevolve together is not 

an exception restricted to eukaryotic cells but has taken place repeatedly 

in the history of life, establishing a vast diversity of relations including 

archaea, bacteria, and protists. Lynn Margulis coined the term “holobi-

onts,” referring to the coevolution of large organisms with a myriad of 

symbiotic organisms like the bacteria that live in our gut, mouth, and skin, 

as well as viruses that have evolved altogether with cellular life. Additional 

examples are the widespread lichens, formed by associations between fungi 

and algae, and the symbiotic relations between roots and fungi in land 

plants. In fact, land plants were able to develop their roots by establishing 

close associations with preexisting fungi. The association of organisms with 

their microbiota can be tracked way back to their evolutionary history, such 

that an accurate phylogenetic tree can be constructed by comparing the 

microbiota of different species. In a way, organisms and their symbionts 

become an evolutionary composite that responds to evolutionary pressures 

and undergoes adaptation as a whole system.14

Cells as Gene Propagators

With the onset of cellular life, genetic replication became a highly stable 

process, and genes could spread to different environments. Cellular repro-

duction was a fundamental mechanism by which genes and other compo-

nents became faithfully transmitted to the descendants and spread in the 

early earth. As I mentioned previously, in addition to vertical gene transfer 

that takes place from parent to progeny during reproduction, genes have 

additional ways of propagating themselves through horizontal gene trans-

fer, where cells exchange genes either directly or indirectly through viral 

infection. Horizontal gene transfer is common in prokaryotes, in protists, 

and even in multicellular organisms including vertebrates, even transfer-

ring genes between species so separate as plants and insects.

While gene sharing is good for gene propagation, it also implies a big 

risk for cells and for the genes inside them. Since their origins, living cells 
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have been exposed to self-replicating parasitic molecules like viruses that 

take advantage of their machinery to spread themselves. This way, cells 

elaborated mechanisms to reject these intruder molecules by recognizing 

them as foreign to their body. Bacteria have developed the so-called CRISP-

R system that copies pieces of the RNA sequence of viruses infecting them 

and inserts this copy in their own DNA, as a sort of memory of the infec-

tion event. In a subsequent infection, the inserted DNA is copied into RNA 

that binds to an enzyme that cuts RNA; when the bacterial-produced RNA 

assembles with the viral RNA, the enzyme cuts the latter into pieces, inac-

tivating it. This is perhaps one of the first mechanisms involved in fighting 

infection and, more so, a mechanism to distinguish self from nonself. In 

chapter 15, we will come again to the CRISP-R system as it has been taken 

advantage of by scientists to cut the DNA into pieces and delete or insert 

new genes in plants, animals, and even in our species.

Furthermore, taking advantage of gene transfer processes, there are the 

so-called selfish or mobile genes that can jump from one region of the chro-

mosome to another, and perhaps more relevant from one cell to another, 

favoring their own replication similarly to how biological and computer 

viruses spread. According to recent studies, viruses may have originated 

several times by detaching from the host DNA, possibly as mobile genes. 

Conversely, some mobile genes may derive from viruses that infected the 

cell’s DNA in the past. Furthermore, selfish genes may increase their fit-

ness by attaching to other genes that provide some advantage to the cells 

bearing them, like, for example, antibiotic resistance in bacteria. Notably, 

some of these genes carry the CRISP-R system to destroy other mobile genes 

that may compete for their attachment sites. As it usually has no adaptive 

function for the organism, selfish DNA mutates rapidly and accumulates as 

noncoding DNA especially in complex species, whose largest DNA fraction 

is the so-called “junk DNA” deriving from degenerate mobile DNA that has 

lost its coding ability (still, some of these DNA segments can sometimes 

be recovered by cells to make up new genes). Junk DNA tends to grow in 

complex cells without limits as long as it does not interfere with the activ-

ity of the functioning genes and the cellular functions (sometimes it may 

even contribute to gene regulation). Thus, DNA and RNA can proliferate 

and evolve beyond the genes’ and the cells’ boundaries, being nonetheless 

dependent on the self-producing machinery of cells for their replication.
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The Spark of Life

Receptors, Channels, and Pumps

While genes benefited from cells for their propagation, the latter had to 

keep their boundaries tight in order to survive and be good replicators, 

which was provided by the cell membrane. This also becomes the inter-

face with the environment, acting as a sensorimotor organ that establishes 

physical contact with objects, prey, and other cells. Key to all these pro

cesses are all the membrane-bound proteins that serve as receptors for sub-

stances, as attachments to the substrate or to other cells, and especially those 

that regulate the flux of electrically charged ions across the membrane. In 

all cells, the cytoplasm accumulates negative ions relative to an excess of 

positive charges on the outside, a voltage difference that is concentrated in 

the cell membrane. For instance, positively charged ions like calcium and 

sodium have higher concentrations on the outside than on the inside, and, 

if allowed, they will tend to move in to eliminate the gradient. An exception 

is potassium, a positive ion required in large quantities for many cellular 

processes, which is more concentrated inside than outside the cell. In the 

cellular membrane of all cells, there are complex proteins called “pumps” 

that transfer ions against the electrochemical gradient at the expense of 

energy (for example, moving sodium outside and potassium inside), con-

tributing to the maintenance of the membrane electrical potential.

Additionally, there are specialized membrane proteins called ion chan-

nels that open a miniature hole in the membrane and permit the passive 

flux of ions, particularly calcium and sodium to the inside, and potassium 

to the outside, tending to diminish the ionic differences between both 

sides of the cellular membrane when they open. Ion channels are usually 

closed, but with certain stimuli they can open for a short time to allow 

ionic flux across the membrane, which may trigger distinct cellular mecha-

nisms. Membrane ion channels can be of several kinds: ligand-gated recep-

tors that open or close after binding to signaling molecules; mechanically 

gated channels, which open after physical stretching of the membrane, as 

when a cell swells due to excessive water intake; or voltage-gated chan-

nels, which usually open when the electric voltage across the membrane 

decreases below a threshold. Apparently, the first voltage-gated channels 

carried potassium ions to the cell’s outside, as is observed in some mod-

ern bacteria. Voltage-gated channels are fundamental for the electrical 
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properties of neurons but are also critical in other cellular processes like the 

rapid electric changes taking place when a sperm fertilizes an egg, blocking 

the entrance of additional sperm.

In this context, calcium is a potent activator of several key processes, 

including metabolic regulation, cell motility, secretion, phagocytosis, elec-

trical activity, gene activity, and cell division, so its internal concentration 

must be tightly regulated. Thus, calcium is a master regulator of many func-

tions contributing to the cell’s homeostasis and may be among the first 

mediators of behavior and responses to environmental stimuli. Modern cells 

have developed distinct mechanisms to store calcium in vesicles, releasing 

it only in the necessary conditions and quantities. Calcium was very scarce 

on the early earth, and consequently the first cells contained very little of 

it. However, due to geochemical erosion, calcium began to wash out from 

the earth’s crust, accumulating in the sea. This led to an increase in this 

ion’s concentration in the water, which forced cells to develop mechanisms 

to maintain their low concentration of calcium.15

Behavior without Neurons

Another critical element for cellular survival (and gene proliferation) is the 

capacity to sense the ambient and interact with it in order to obtain nutri-

ents and escape from danger. Prokaryotes have membrane molecules that act 

as receptors of external stimuli, of which the most well-known is the light-

sensitive bacteriorhodopsin, which is distantly related to the eukaryotic (and 

vertebrate) visual pigments. Some unicellular protists, algae, and even certain 

fungi have evolved subcellular eye-like structures to maximize light absorp-

tion, usually for photosynthesis. Eukaryotes increased the diversity and 

complexity of their receptor molecules, for instance, by amplifying a special 

family of transmembrane receptors, the so-called G protein-coupled recep-

tors (GPCR) that include the opsins and the bacteriorhodopsin. In higher 

animals, GPCRs are involved in different kinds of perceptual mechanisms, 

including vision and chemo-sensation as well as in hormone reception and 

neurotransmission, and participate in learning as we will discuss in the next 

chapters. Thus, while membrane sensory molecules were probably present in 

the earliest cells, they were significantly expanded with the origin of eukary-

otes, and furthermore in multicellular evolution, especially among animals.16

While the responses produced by a cell may be highly varied, involv-

ing secretion of substances or facilitating chemical reactions, here I will 

Downloaded from http://direct.mit.edu/books/book-pdf/2470124/book_9780262379342.pdf by guest on 26 September 2024



50	 Chapter 3

specifically refer to behavior as biologically powered displacement of the 

organism or its surroundings, like phagocytosis in amoebas or generating 

water currents for filter feeding as in ciliate protists. Behavior is most use-

ful for catching food, approaching mates, and evading damage. Additional 

forms of behavior are related to growth, as can be observed in plants mov-

ing to the light or digging their roots. However, these phenomena usually 

take place in a longer timeframe than what interests us. Like any definition 

in biology, there are apparent exceptions to this proposal as for example the 

ability to change colors in some complex species, particularly chameleons 

and cephalopods, which might arguably count as behavior. I will consider 

these as physiological responses of behavioral relevance, rather than behav

ior per se. Cells have evolved complex molecular mechanisms to move 

around, ingesting food and expelling waste across their membranes, as in 

endocytosis (or pinocytosis, depending on the size of the transported sub-

stance) where the cell engulfs some particles or even liquid that becomes 

stored in a vesicle inside the cytoplasm. Secondly there is exocytosis, where 

internal vesicles fuse with the cellular membrane and release their contents 

to the outside. These processes are tightly regulated by the cytoskeleton that 

interacts with membrane proteins in order to produce the necessary shape 

changes during the cell’s behavior.

Regarding movement, free-living unicellular organisms including bac-

teria and protists display a variety of behaviors like swimming toward and 

ingesting food or moving away from noxious stimuli. Bacteria are able 

to swim in one direction and change direction in response to different 

chemical signals. They switch direction by a behavior called “tumbling,” 

produced by modulating the movements of their flagella. LUCA probably 

displayed a motile flagellum, enabling it to swim around like bacteria do. 

Among protists, we may have all observed videos of amoebas slowly extend-

ing their pseudopods (tentacle-like protrusions) to chase smaller free-living 

cells, or white blood cells moving after bacteria in the blood serum. Like-

wise, Paramecium is a complex free-living cell that swims around powered 

by thousands of cilia all over its body and displays avoiding and approach-

ing reactions to a variety of physical and chemical stimuli (see figure 3.2). 

These responses are associated to electrical membrane charges produced by 

voltage-gated calcium channels. For this reason, it has deserved the nick-

name of “swimming neuron.” Another example of complex behavior is 

provided by protists of the genus Euplotes, who use some fourteen “legs” 
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supported by microtubules to swim and walk on surfaces, moving these 

extensions with great complexity and very flexibly according to the sub-

strate they move on.

Finally, the syncytial slime mold Physarum (syncytia are gigantic mul-

tinucleated cells, like the fibers of our skeletal muscles) is a protist that 

grows like a fungus with “tentacles” up to several centimeters long that are 

used to catch bacteria and other protists as food. As these tentacles grow 

in a substrate, they encode a memory about the location of nutrients in 

the filamentous skeleton, whose tubes grow in thickness when in vicinity 

of an already visited nutrient source, and orient their growth toward the 

nutrient location. In addition, they can manage to detour complex path-

ways in search of nutrients, as if running through a maze. Furthermore, in 

a series of clever experiments, slime molds were grown over culture wells 

with food spots in different places representing a map of different UK cities, 

Cilia

Anal pore

Macronucleus

Oral groove

Food vacuole

Micronucleus

Figure 3.2
Paramecium.
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or of the different subway stations in Tokyo. The growing mold quickly 

developed extensive projections to these spots, establishing a network that 

closely mimicked the array of the United Kingdom’s motorways or the sub-

way map, respectively, showing an optimization of the connective path-

ways. According to some scientists, the behaviors just described imply simple 

mechanisms of molecular memory and decision-making in these enormous 

cells, although others disagree. Some authors have even gone beyond simple 

learning and cognition capacities, proposing that consciousness is grounded 

in cell biological mechanisms, generating a nano-sentience or a “senome.” 

Personally, I am very skeptical about whether these mechanisms may make 

a subjective experience comparable to the workings of billions of neurons.17

Perspective

Life originated through a series of events starting from the generation of 

amino acids and nucleosides from simple organic molecules, whether in an 

early planet bombarded with cosmic radiation or in cosmic space. Nucleic 

acids (particularly RNA chains) and proteins may have assembled within 

autocatalytic and self-replicating networks that were able to propagate 

within the early earth environment, possibly in extreme volcanic conditions. 

A critical event in life’s origins was the formation of a lipidic membrane that 

encapsulated all these chemical reactions in a restricted space, making up 

the first cells. The last common ancestor of all cells, LUCA, was an already 

complex organism or population of organisms provided with some hun-

dreds of genes coding proteins involved in self-production. Particularly, 

membrane-bound proteins served many functions including cell adhesion 

to the substrate and the transfer of ions across the membrane, providing the 

basis for cell aggregation capacity and electrical excitability, respectively. 

These early achievements provided the foundations for the eventual evolu-

tion of the nervous system.

Early cells became subdivided into two large domains, bacteria and 

archaea, both bearing a prokaryote organization (without a cell nucleus). 

Cyanobacteria evolved photosynthesis, which provided a rich source of 

energy and oxygen for life to evolve. Eukaryotes (cells provided with a cell 

nucleus) emerged from a symbiotic fusion between Asgard archaea and bac-

teria that supplied energy, making up the first eukaryotic cells. Later, some 

eukaryotic cells engulfed photosynthetic bacteria, giving rise to plants. 

Downloaded from http://direct.mit.edu/books/book-pdf/2470124/book_9780262379342.pdf by guest on 26 September 2024



The Birth of Cells	 53

Algae and plants dramatically increased oxygen concentration in the atmo-

sphere, providing a further increase of energy for the emergence of more 

complex life.

Behavior and motility were probably present in LUCA and the earliest 

cells, who may have been able to sense and react away or toward differ

ent kinds of stimuli by virtue of molecular motors like flagella or contrac-

tile proteins inside them. Thus, a nervous system is not a requirement for 

behavior. The next chapter refers to the origin of multicellularity and the 

emergence of animals, emphasizing the differentiation of the first nervous 

systems.
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Since life’s beginnings, cells quickly found ways to establish aggregates that 

increased their survival capacities, making sometimes very large colonies 

that cooperate metabolically and exchange genes and nutrients. However, 

a further and much more radical increase in biological complexity was 

achieved by organismal multicellularity in which different cell types began 

to specialize in diverse functions generating a new level of organization. 

Curiously, the evolution of multicellular organisms has been a very rare 

event in the history of life, taking place only among eukaryotic cells and 

only three separate times there: plants, fungi, and animals. Multicellularity 

probably appeared during the late Precambrian period, leading to a great 

diversity of macroscopic forms in the million years to come. The evolution 

of multicellularity created the biosphere as we know it, making life a mac-

roscopic phenomenon and generating large-scale fluxes of nutrients and 

energy that gradually modeled the earth’s landscape.

Organismal multicellularity implies a progressive commitment of cells 

to living together. Bacterial or protist aggregates, and even simple multicel-

lular organisms like sponges and some medusae, may reversibly dissociate 

to liberate the individual cells and reassemble again in other circumstances. 

On the other hand, separating the individual cells from a complex multicel-

lular organism usually results in the cells’ deaths, indicating an irreversible 

dedication to collective life (still, early embryonic cells of complex organ-

isms can also reassemble in some circumstances). As we will see, the tran-

sition to this stage was probably a slow and gradual process. Associated 

to this increasing commitment to living together, cells evolved commu-

nication mechanisms that enabled them to interact between themselves 

and to collectively react to the environment. However, animals developed 
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a particular tissue, the nervous system, that enabled them to live a free life 

and feed on other multicellular beings.

Strength in Numbers

Cooperative Cells

While the simplest forms of cellular colonies are found in bacteria, these 

already show a great degree of cooperation and communication between 

the individual components. Colonial bacteria may release signaling mol-

ecules (hormones or neurotransmitters also found in animal brains) to their 

surroundings, producing different kinds of responses in their neighbors. 

When forming such aggregates, bacteria operate as a network, coordinating 

the activities of thousands (or millions) of cells, which allows them to adapt 

to different environmental circumstances. Like bacteria, protist cell assem-

blages work as integrated networks that can synchronize their cellular activi-

ties to respond to different kinds of stimuli. A common example of such 

colonies is Volvox, a protist alga that forms spherical, hollow aggregates 

containing small gametes inside, male and female, for sexual reproduction. 

Furthermore, social amoebas are able to form multicellular “slugs” that 

move toward light sources and build spore-containing structures. But as 

mentioned, although protists have evolved colonial aggregates more than 

twenty times in evolution, in only three instances has this achieved organ-

ismal levels in which embryonic development and cell differentiation is 

the norm.1

Making an Individual

Unicellular beings can aggregate in two ways, either by coalescing differ

ent cells or by having a parental or stem cell that produces daughter cells 

that keep bound to each other. The first case takes place in bacteria and in 

some protists where cells disassemble and later assemble in a new cluster. 

Thus, grouped cells can be genetically different among themselves, which 

enhances intercellular conflict and is highly susceptible of defeat or parasit-

ism (some cells may quit the colony, simply be hitchhikers in the group, 

or tend to predate or eliminate other cells). For this reason, although being 

very common, this kind of aggregate never went too far in evolution. On 

the other hand, when daughter cells are genetically identical (they are all 

clones of the parental cell), they might cooperate better because what is 
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good for one is good for the survival of all the cluster’s genes. This is the 

rule in all complex multicellular organisms (plants, fungi, and animals), 

which since very early have developed mechanisms to block the ingression 

of parasitic foreign cells, distinguishing self from nonself and presaging 

the evolution of an immune system.2 However, in clonal multicellularity, 

cells are likely to undergo mutation as they reproduce, originating variants, 

some of which may tend to disrupt the stability of the aggregate. This is 

what happens in cancer, for example, when cells acquire mutations that 

block the regulatory mechanisms limiting their proliferative capacity, even-

tually destroying the organism.

In order to maintain the genetic blueprint across generations, many 

organisms “sequester” in very early development a specialized population 

of stem cells, the germline, that undergo a slow rate of mutation and capi-

talize the reproductive capacity as gametes or reproductive cells to preserve 

the lineage. The rest are the somatic cells (like skin, gut, muscle, and neu-

rons in the case of animals) that devote their lives to the higher-level organ-

ism. (To illustrate this point, recall the case of some social insects that have 

a reproductive caste surrounded by sterile workers and soldiers dedicated to 

the maintenance of the queen and its descendants.)

To the famous biologist August Weismann, the sequestration of germ 

cells for individual reproduction implied a radical shift in the evolution of 

multicellularity. From this moment, reproduction would have become not 

just a matter of cell division and cell aggregation in colonies but of the 

buildup of a multicellular organism that behaves and accommodates to the 

environment to preserve its germline, transmit it to its descendants, and 

so on. Nonetheless, things are not so clear-cut, as germline sequestration 

seems to be only one mechanism by which multicellular organisms repro-

duce. Some simple multicellular organisms like sponges can reaggregate 

after their cells have been dissociated, indicating that all cells can contrib-

ute to another individual. Furthermore, in plants, fungi, and some animals, 

reproductive cells may differentiate late in development, emerging from 

undifferentiated somatic cells (stem cells) that remain in different tissues 

and serve as a reservoir for regeneration and development. Furthermore, 

although reproduction through a germline is a common character of mul-

ticellular organisms, many of them can also reproduce simply by fission in 

two halves, or by budding sprouts that separate from the parental body and 

become separate individuals. Thus, the exclusive reproductive dependence 
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on Weismann’s germline appears to be present only in higher animals, pos-

sibly those endowed with large brains.3

Do Plants Feel?

An additional issue is that when organisms become too large, a critical prob-

lem is maintaining communication between its different parts in order to 

coordinate responses to the environment. As I have said, many of the plants’ 

behaviors are slow responses produced by directed growth to approach light 

(shoots) or water (roots), or to evade noxious conditions. Some authors 

have also suggested that the roots provide an interface to communicate 

and exchange a large amount of nutrients and material with fungi, other 

plants, and soil microorganisms, generating highly complex cooperative 

ensembles that respond to environmental fluctuations. These ensembles 

may cover a whole forest, where trees may recognize their offspring and 

transmit nutrients and information to them.4 Furthermore, plants’ bodies 

have been proposed to be organized through their vascular systems and by 

specialized cellular mechanisms including neuron-like electrical and chem-

ical signals that provide them with sensing capacities, even displaying long-

term goals. Finally, plants display some limited forms of fast behavior such 

as responding to touch like Mimosa leaves, which rapidly retract at touch 

as a predator defense, or the carnivorous Venus flytrap, whose leaves are 

able to catch insects as they stimulate mechanosensory hairs on the surface. 

These responses are mediated by neuronal-like electrical membrane proper-

ties and by synaptic-like communication between specialized cells, remi-

niscent of rudimentary neural networks. More recent studies have reported 

that plants are able to make and perceive sounds, but the significance of 

these phenomena is not clear.5

Fungi, which are not merely mushrooms (these are just the reproductive 

organs) but the disseminated underground network of fine filaments called 

hyphae, sometimes symbiotic with plant roots, display complex route-

finding and foraging behaviors as they extend their processes. The network 

of hyphae is densely interconnected by molecular transport systems along 

their length, but they also display fast electrical transmission at rates close 

to those of animal sensory axons.6 As in unicellular and colonial behaviors, 

some authors have argued that these mechanisms may render a degree of 

intelligence or consciousness in plants and fungi, although many more are 

highly skeptical about this and consider it a misleading anthropomorphic 
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view of nature. A rule of thumb when dealing with behavioral mechanisms 

is to try the simplest explanation first, and if this does not suffice, higher-

level alternatives must be considered.

Predators

Almost Animals

The highest step in organismal complexity is undoubtedly provided by ani-

mals, or metazoans, which derive from a branch of protists (holozoans) that 

separated from the ancestors of fungi at least 750 MYA. Notably, holozoans 

(and particularly animals) diverged from their sister group, the fungi, by 

acquiring a series of new genes that were important for the achievement 

of complex multicellularity. The closest relatives to animals are a group of 

protists called choanoflagellates, endowed with a long flagellum and a col-

lar of small cilia around it that is used to trap bacteria brought to them by 

currents generated by the flagellum (shown in figure 4.1). Noticeably, cho-

anoflagellates closely resemble the choanocytes of marine sponges, which 

are ciliated cells located in their internal epithelium that generate water 

currents to circulate oxygen and nutrients. Like the previously mentioned 

Volvox, choanoflagellates sometimes aggregate in spherical colonies for sex-

ual reproduction, usually with the flagella directed to the outside in order 

to swim by coordinating flagellar movements. The aggregates of choanofla-

gellate cells depend on the secretion of several proteins forming an extracel-

lular matrix, that is, an extracellular “skeleton” to which cells adhere to keep 

together. Furthermore, they can shift in shape from a spherical organiza-

tion into a two-dimensional sheet by modulating the composition of this 

extracellular matrix.7

Interestingly for our purposes, choanoflagellates display other characters 

that may provide some insights on the protist−animal transition. Firstly, 

the multicellular sphere can react to light, opening and turning inside-out, 

acquiring a bell shape where the flagella are located inside the bell. This 

organization is not too good for swimming but is excellent to trap bacteria 

(this is reminiscent of the choanocytes inside the sponge’s cavities). The 

capacity to generate a curvature in both directions (cilia out and cilia in) 

has been considered to be a precursor of one of the most basic embryonic 

mechanisms of animals, the cavitation of the early mass of cells to form the 

primitive gut (see the next section). In addition, choanoflagellate cells can 
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shift between two different morphologies: a typical shape bearing a whip-

like flagellum, similarly to some animal epithelial cells, or a spherical amoe-

boid morphology, like animal cells inside the tissues or the embryo. This 

provides a starting point for the differentiation of body cell types in animals. 

Finally, choanoflagellates also display a rich secretory mechanism provided 

with abundant vesicles that release neurotransmitters and other chemicals 

to the medium, providing signals to their neighbor cells when living in 

Choanoflagellates

Ctenophorans

Poriferans

Placozoans

Choanocyte

Cnidarians

Bilaterians

Holozoa

Figure 4.1
Animal phylogeny. A recent interpretation of the phylogenetic relations of the major 

animal groups. Note the similarity between choanoflagellates and the sponge’s 

choanocytes.
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aggregates. Notably, the organization of their secretory system resembles 

that of the neurosecretory vesicles in animal neurons, possibly representing 

an ancestral mechanism for the origin of synaptic communication.

What, If Anything, Is an Animal?

Perhaps the most general characteristic of animals is that they acquire their 

nutrients from their surroundings, either by suspension or filter feeding or 

by ingestion. Protists do the same thing, but animals perform these func-

tions at a multicellular level. By contrast, plants and fungi directly absorb 

nutrients from the substrate or from organisms they grow on, respectively. 

Thus, eating, in a general sense, is a key feature that defines animals living 

today. To eat, animals usually invest energy in moving toward and captur-

ing food, or in attracting food to themselves in order to internalize nutri-

ents. In my view, the nervous system evolved in this context, primarily 

organizing the animal’s behavior to catch food.

Living animals range from the simplest marine sponges, jellyfish, and 

other microscopic organisms to more complex species provided with a 

head and bilateral symmetry, including worms, crabs, snails, fish, and of 

course us. The earliest recorded animals are marine fossils dating from the 

Ediacaran geological period (the last period of the Precambrian eon) about 

650 MYA or before. Ediacaran fossils represent a remarkable diversity of life 

forms, some of them similar to modern jellyfish (Cyclomedusa and Auro­

ralumina) and sponges (Fractofusus), biomineralized forms (Cloudina), some 

crawling and burrowing worm-like creatures (Yilingia and Ikaria, possibly 

the first animals with bilateral symmetry), and others suggesting mollus-

can affinities (Kimberella) (see figure 4.2). However, a large fraction of the 

Ediacaran forms were sessile organisms (attached to the sea bottom) that 

are not classifiable in any living animal group and probably represent the 

first experiments in animal life. These organisms did not have distinctive 

organs, mouth, or head, and some had leaf-like morphologies that maxi-

mize body surface and are optimal for capturing particles like microscopic 

algae that float in the sea. One such species was Charnia, a feather-shaped 

sessile form that is presumed to be an early metazoan. These organisms were 

initially termed “Vendobionta,” but this classification is no longer valid as 

they may not form a taxonomic unit. That is, they may have had separate 

origins from different protist ancestors. Despite not representing a natural 
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phylogenetic group, some vendobiontan organisms may represent an early, 

possibly suspension-feeding stage before the origin of modern animals.8

Modern marine sponges, or poriferans, are perhaps ecological equiva-

lents to the sessile Ediacaran biota. They are also quite simple animals, with 

an amorphous body capable of very restricted movements. Apparently in 

contrast to vendobiontans, sponges bear an internal cavity bounded by two 

cellular layers, somehow comparable to an external skin and a “gut” lining 

the inside cavity, both separated by an aqueous substance called mesoglea. 

The internal epithelium contains the flagellated choanocytes (that resem-

ble the choanozoan protists discussed previously), which generate a water 

current that enters through small pores and exits through a large open-

ing called the osculum. Choanocytes secrete neurotransmitters like GABA 

and nitric oxide to the extracellular milieu, triggering contraction of a net-

work of cells that expel water from the inside cavity. This kind of signaling 

resembles the action of endocrine systems in higher animals that liberate 

hormones to act on distant tissues. In a closer step to a nervous system, 

the so-called neuroid cells of the sponge’s internal lining display secretory 

vesicles and extensions that make contacts with the digestive choanocytes. 

The neuroid cells are related to digestive mechanisms rather than sensing 

external stimuli, supporting the notion that the nervous system originated 

in association with feeding behavior.9

Kimberella

Cyclomedusa

Yilingia

Charnia

Fractofusus

Dickinsonia

Figure 4.2
Ediacaran fossils mentioned in the text.
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Guts and Neurons

Pouched Animals

We have seen that sponges display a two-layer organization that generates 

water currents inside them, but some early animals went a step further, 

using the internal space to digest large food particles. This innovation took 

place through a developmental innovation called gastrulation, in which a 

sac-like cavity is formed in the early embryo and gives rise to the intestine of 

modern animals (see figure 4.3A). This was perhaps the most fundamental 

Embryonic gastrulationA

Animal pole

Vegetal pole Archenteron

Trichoplax Cnidarian

Gastrovascular
cavity

Food
particle

Food
particle

Digestive
cavity

Digestive
cavity

Ectoderm

Endoderm
Mesoglea 

Mouth

Substrate

Blastopore

Ectoderm
EndodermBlastocoele

B C

Figure 4.3
Gastrulation and gastrula-like animals. A: The process of embryonic gastrulation in 

which an internal cavity (the archenteron, gray) is formed, leaving an internal layer 

(endoderm) and an external layer (mesoderm). B: The placozoan Trichoplax engulf-

ing a food particle and producing a transient digestive cavity (gray). C: A jellyfish 

showing its internal, gastrovascular cavity (gray) layered by the endoderm.
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innovation of animal evolution, providing not only a scaffolding for body 

architecture but also enabling animals to move and find prey.

Gastrulation was made possible by a unique feature of animal cells: as 

opposed to colonial bacteria, plants, and fungi, in which individual cells 

have sacrificed their motile capacities to become part of the group, animal 

cells retained the mobility and morphological plasticity of free-living cells, 

possibly aided by the multiple gene gains acquired in holozoan and early 

metazoan evolution. Cell plasticity enabled the generation of amoeboid 

movements, cellular displacements, and changes of shape that provided the 

basis for embryonic development starting from gut formation and the sub-

sequent differentiation of many cell types including neurons and muscles.

In its different varieties, gastrulation takes place in the early embryonic 

development of most living animals (excepting the previously mentioned 

sponges and the placozoans, which will be discussed next). Here, the 

embryo, consisting at this point of a hollow cellular ball, invaginates as 

when deflating a football, generating an internal space covered by two 

main layers: the internal layer or endoderm (also called the archenteron, 

or primitive gut) lining the inside surface, and the presumptive skin cover-

ing the body from the outside (the ectoderm, from which the skin and part 

of the nervous system will develop). As the embryo invaginates, it leaves 

a mouth-like opening called the blastopore that communicates the inter-

nal cavity with the exterior. Like I said, sponges also have two cellular lay-

ers, but they are not considered to undergo true gastrulation. Nonetheless, 

the inner layer has similar genetic characteristics as the endoderm of more 

complex animals, suggesting that both tissues have a common ancestry. 

Still, it is not known whether the gut of complex animals derives from the 

sponges’ inner layer or vice-versa, if sponges derive their morphology from 

a more complex gut-bearing ancestor.10

How gastrulation appeared in animal evolution is a daunting question. 

Next, I will describe two examples that might testify for a possible origin 

of gastrulation, one representing a living organism and the other being a 

quite ancient fossil. Firstly, placozoans are an enigmatic phylum of small, 

flat bottom-dwelling amoeba-like animals consisting of only one known 

species, Trichoplax adherens, which lives in the surface of shallow water 

rocks eating algae. Despite being morphologically quite simple, Trichoplax 

has a complex genome that derives from some specialized animals, and it 
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may not represent the ancestral animal condition but rather might reflect 

an evolutionary simplification of some more complex ancestors. Trichoplax 

has an amorphous flat body covered by a surface of ciliated cells and does 

not develop a head, tissues, or organs, nor does it have an intestinal cavity 

(but it has cells expressing neuropeptides, similarly to neurons). Still, the 

cells in the ventral or inferior side may resemble gut cells, and those in the 

dorsal side are more skin-like. It does not display gastrulation during devel-

opment, but its feeding behavior, called “temporary gastrulation,” might 

be reminiscent of (but not ancestral to) the feeding behavior of some early 

metazoans (figure  4.3B). When encountering a food particle, placozoans 

engulf it to form an internal vesicle to digest it, resembling the cellular 

mechanism of amoeboid phagocytosis and the formation of digestive vacu-

oles. Secondly, on the fossil side, Dickinsonia is a 560 MYO large (could grow 

to more than one meter), flat ovoidal organism segmented transversally 

and provided with a midline defining a longitudinal axis, resembling mod-

ern animals with bilateral symmetry. Similar to present-day placozoans, 

Dickinsonia displays presumed intestinal diverticula, and its traces left in 

the fossil sand suggest that it ingested food engulfing it in vesicles, perhaps 

representing the earliest evolutionary rudiments of gut formation.11

In any case, the acquisition of a mouth and an internal cavity to digest 

large food particles liberated animals from strict filter or suspension feeding 

behavior and allowed them to capture larger prey, diversifying in multiple 

morphologies and behaviors, which ended up replacing the “vendobionta” 

fauna. As said before, the nervous system, tightly coupled with sensory and 

motor or secretory systems, originated in close relation to the early gut to 

support this basic function: capturing prey. In fact, the nervous tissue starts 

differentiating in the embryo during or shortly after gastrulation. Some 

authors consider that escaping from danger, particularly predation (the fear 

response in humans) represents the most ancient function of the nervous 

system. However, what would the first nervous system−bearing animals be 

afraid of, if they were the only multicellular predators? Of course, avoiding 

danger, reproduction, and protection from physical disturbances are also 

very basic behavioral functions, but plants and fungi cope with these issues 

without neurons. I prefer a scenario where once animals started moving 

to catch their food, they benefited from fast responses to different stimuli, 

including danger, and from the capacity to search and find mates.
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Jelly Bodies

Among true gut-bearing animals, the simplest condition is observed in 

jellyfish and sea polyps (called cnidarians) and by a group of jellyfish-

looking luminescent marine animals termed comb jellies (or ctenophores) 

(see figures 4.1 and 4.3C). Cnidaria have a complex life cycle with alternat-

ing generations, one being free-swimming sexual medusae, the next genera-

tion being asexual polyps that bud off young medusae, and so on. On the 

other hand, ctenophora, or comb jellies, are superficially similar to jellyfish 

but are usually provided with eight rows of ciliated cells (“combs”) in their 

skin that they use for swimming. Both animal groups are typically provided 

with long tentacles with urticant cells called cnidocytes (cnidarians) or 

sticky cells called colloblasts (ctenophores) that are used to catch prey and 

as a defense against predators.

Cnidarians and ctenophores display a gastrula-like, bell-shaped body 

consisting of two layers, skin and gut, separated by an aqueous mesoglea. 

The internal cavity of polyps and jellyfish has one opening derived from 

the embryonic blastopore, which works as mouth and anus, ingesting and 

expelling water and nutrients to and from the internal cavity according to 

body contractions and expansions. Ctenophores are a little more complex, 

with a ventral mouth and a complex digestive canal, and have developed 

dorsal anal pores from where water and waste come out. Another crucial 

characteristic shared by jellyfish and comb jellies is that they usually have 

a so-called radial symmetry, with a circular body as seen from above, that 

can be subdivided into a series of similar “cake piece” segments. More inter

esting to us and in clear contrast with sponges, both groups also display a 

well-defined sensory-neuro-muscular network, located both in the skin and 

gut, that controls body physiology as well as feeding and locomotion.12

Interestingly, both cnidarians and ctenophores appear to derive from 

sessile polyp-like animals, but it is not clear that they are directly related. 

According to some recent genetic analyses, ctenophores were the first 

branch to separate in animal evolution, while the less organized placozoans 

and sponges would have evolved after them. Furthermore, cnidarians or jel-

lyfish would have arisen even later, having a direct common ancestor with 

the more complex bilaterian animals (with bilateral symmetry like worms 

and us). Thus, the gut and nervous system of jellyfish and bilaterians have 

probably a common origin, but ctenophores could have evolved a gut and 

nervous system very early and perhaps separately from the other groups. 
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In other words, there are two possibilities, the first being that gastrulation 

and the nervous system originated twice, one time in the origin of cteno-

phores and the other in the common ancestor of cnidarians and bilateri-

ans. The alternative hypothesis is that gastrulation and the nervous system 

were formed once, very early in the history of animals, and were retained 

in ctenophores, cnidarians, and bilaterians but became lost in other early 

animal groups like sponges and placozoans. This perspective implies that 

sponges and placozoans “went back” in evolution, losing these features. We 

will probably need much more evidence and different levels of analysis to 

discern between both possibilities. The rise of genetic and molecular evi-

dence has promised to solve these disagreements, but as more data become 

available, more complex statistical analyses are needed, and the results 

depend on the algorithms used and the assumptions the researchers make 

to perform their studies. As long as there is no consistent agreement on 

these issues, controversies will remain.13

Sensing and Moving

I discussed previously the possibility that the earliest nervous systems were 

involved in controlling rhythmic movements of the gut cavity. Further-

more, a recent study reports a neuropeptide-driven, satiety signal in cnidar-

ians that is comparable to that of bilaterians, again supporting the notion 

of an ancestral gut-regulatory function of the nervous system. However, of 

more interest to us is that besides controlling the gut, the differentiation of 

a sensorimotor apparatus that coordinates the body parts enabling directed 

locomotion and capturing food was a fundamental innovation. These behav

iors are executed by unicellular animals using relatively simple mechanisms, 

but large animals needed an additional system to transmit signals across 

their bodies, producing responses in distant parts of it. The differentiation 

of the nervous system provided a network coordinating different body 

parts, allowing animals to actively capture food and live a free life.

Perhaps a first stage in sensorimotor coordination was the division of labor 

between sensory cells and effector systems including contractile muscle-like 

cells. Recent studies indicate that both in jellyfish and comb jellies (cnidar-

ians and ctenophores), neurons have a common embryonic origin with sen-

sory and secretory cell types, suggesting that in both cases neuro-secretory 

cells became chemically coupled to rudimentary muscle cells to generate 

fast responses to environmental stimuli. As the sensory cells became able to 
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extend long processes to contact distant effectors, the organism could grow 

to larger sizes while maintaining its behavioral capacity. Furthermore, if 

two or more neuro-secretory cells became coupled in a chain, the organism 

could grow even larger while at the same time generating a primitive net-

work for transmission that could activate muscles in different body regions.

Thus, the nervous system of ctenophores and cnidarians is a diffuse net-

work located between the skin and gut all over the body and is connected 

with sensory cells and contractile, ciliated, or secretory cells that generate 

rhythmic movements for feeding or locomotion. The ctenophore neural net-

work has been recently characterized in great detail, showing that it secretes 

neuropeptides (very small proteins), which to the authors is consistent with 

a neuropeptide origin of synapses. However, more recent work indicates that 

the ctenophore nervous system is largely syncytial, that is, neuronal processes 

are continuous from cell to cell, without synaptic connections between them 

except to the effector systems. According to some researchers, at least the 

cnidarian neural network is not totally homogeneous, containing two main 

components located in opposite positions of the body: the blastoporal and 

the apical nervous systems (see figure 4.4). The blastoporal nervous system 

makes up a ring around the mouth/anus, forming a network controlling food 

intake and locomotion. On the other hand, the apical component relates to 

the apical organ, a cluster of ciliated sensory and endocrine cells located 

at the opposite side of the blastopore that regulates body physiology. Accord-

ing to one view, the central and peripheral nervous systems of more com-

plex animals derive from these two networks present in cnidarians: the apical 

organ might have been involved in the differentiation of the head, part of the 

brain and sensory organs of bilaterians, while the blastoporal nervous system 

would have given rise to the central nervous system or nerve cord, and to the 

peripheral and enteric nervous system of bilaterians (see chapter 6). Again, 

not all researchers agree with this view, especially regarding the proposal for 

homology between the jellyfish apical organ and the bilaterian sense organs 

and brain. Most likely, this controversy will also remain for some time.14

Perspective

The consolidation of cells in assemblies that increase their survival chances 

may be as old as life itself. In this way, bacterial biofilms and protist colo-

nies have evolved mechanisms to increase their homeostasis and respond 
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to the environment as a collective. Yet, achieving multicellularity is a com-

plex process where, first, the cell aggregates emerged as genetically identical 

clones of a stem cell, instead of being formed by different cells that hap-

pened to merge together. This implied a basic mechanism of self-nonself 

discrimination where foreign cells became rejected from the group, which 

may have also paved the way for the evolution of the immune system of 

animals. Furthermore, evolving multicellularity implies a radical change 

in reproductive strategy, where individual cells sacrifice their evolutionary 

potential, specializing to fulfill functions benefiting the group, while other 

cells (whether they are pluripotential stem cells or the specialized germ-

line) maintain the reproductive capacity of the whole organism. However, 

this process did not occur at once, and there are many intermediate stages 

among plants, fungi, and animals.

Apical
nervous
system

Blastoporal
nervous
system

Blastopore

Apical organ

Adult
neuronal
network

Adult

Larva

Cnidarian

Figure 4.4
The reticulate nervous system of jellyfish. This consists of a diffuse network that sub-

divides into apical-sensory and blastoporal-motor components in the larva and the 

adult. Data from Arendt 2021.
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Animals emerged from a group of protists similar to the present-day cho-

anoflagellates, who are able to cluster in aggregates that may resemble some 

early animal organizations. As opposed to plants and fungi, animals are char-

acterized by their capacity to capture food particles from the environment. 

The earliest animals originated in the seas as multicellular aggregates, grow-

ing to large sizes as suspension-feeding forms. A major step was the origin 

of a primitive gut to digest larger food particles, which perhaps started with 

the formation of internal vesicles after engulfing prey like modern placo-

zoans do. In more complex animals, this mechanism may have evolved 

into the embryonic process of gastrulation, giving rise to a true gut and the 

differentiation of the two main germ layers: endoderm (primitive gut) and 

ectoderm (primitive skin, from which part of the nervous system would 

emerge). The onset of gastrulation seems to be associated with the acquisi-

tion of a radially symmetrical anatomy, with a bag-shaped internal cavity 

and an opening working as mouth/anus. Concomitantly, a primitive neu-

ronal network that coordinated body movements for feeding and locomo-

tion evolved together with specialized ciliated or contractile cells. Yet, this 

network not only coordinated feeding and movement but also contained 

a sensory apical organ coupled to neurosecretory cells regulating body 

homeostasis and general behavioral states. This organization is observed 

in the larva and adult state of jellyfish and comb jellies, respectively. In the 

following chapter, we will discuss the properties of neurons as the basic 

building blocks of the nervous system, to return in chapter 6 to the evolu-

tion of animals and the process by which the nervous system condensed 

into a central cord in some bilaterian groups.
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Santiago Ramón y Cajal, one of the founders of neuroscience, referred 

to neurons as the “butterflies of the soul.” Neurons are quite unique cells, 

whose ability to engage in highly intricate networks is based on three princi-

pal characteristics: firstly, their morphology stands out with a cell body with 

protruding dendrites that receive input from other neurons, and a sometimes 

very long axon supported by specialized cytoskeletal proteins called microtu-

bules, that ends in a terminal synaptic arbor (see figure 5.1). Secondly, their 

cellular membrane is highly excitable to transmit electrical signals. Finally, 

they establish specialized connections or synapses between them.1 In this 

chapter, I will briefly review the key properties of neurons, their evolution-

ary and developmental origins, and their ability to form neural circuits and 

the grounds for perception, action, and memory, which will provide the 

basis for many discussions in the following chapters of the book.

A Unique Cell Type

Neuronal Ramifications

Dendrites make up the receptive component of neurons, and they typically 

branch into different shapes that have been used to classify neurons into 

different types. These protrusions usually receive synaptic inputs from the 

axons of other neurons, triggering an electrical signal that reaches the cell 

body and is relayed to the axon, which connects to other cells. There has 

been a long tradition derived from computer science to treat neurons like 

binary devices that may or may not transmit the signal to the next neuron. 

However, this misses the fine but crucial dynamic aspects of neuronal pro

cessing at a cellular level. In fact, much of neuronal processing takes place 

at the dendritic level, where each dendrite may be capable of performing 
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complex operations independently of the others. Likewise, much of the 

electrical activity that is experimentally recorded in the human brain and 

becomes associated to cognitive phenomena (like the electroencephalogram, 

EEG) derives from small, graded currents generated at the dendritic level. 

However, to convey the signal to other neurons, dendritic activity must even-

tually sum up enough electrical power at the axon’s initial segment to pro-

duce the all-or-none action potential that is transmitted along the axon.2

Long-Distance Transmission

As said, the axon connects different neurons, and connects neurons with 

effector organs like muscles or endocrine glands. Due to their sometimes 
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Figure 5.1
Anatomy of a neuron. A: The fundamental components of neurons. B: An inset dis-

playing a synapse.
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impressive length, axons can communicate very distant regions in ani-

mals’ bodies or brains. For this purpose, neurons in jellyfish and bilateri-

ans evolved the auto-propagated action potential, perhaps one of the most 

important acquisitions in the evolution of nervous systems. As said, the 

action potential is an all-or-none intense but transient current that rap-

idly propagates along the axon without decrement, being as robust when 

it begins as in the distant regions that it reaches. This is due to an exqui-

site molecular mechanism by which the small membrane currents at one 

point in the axon induce the opening of voltage-gated channels in adjacent 

regions, in a domino sequence that rapidly runs from the axon’s initial seg-

ment to its synaptic terminals. Notably, and unlike a domino effect where 

the pieces stay down after they fall, the channels shortly close after they 

open, and the membrane quickly reestablishes its in-out voltage difference 

to be ready to fire again. This is especially important because while, as said, 

the action potential is an all-or-none phenomenon, neurons can increase the 

intensity of the signal by producing rapid bursts of impulses that are trans-

mitted in sequence along the axon.

To increase excitability and especially axonal conduction, the origin 

of neurons was tightly coupled to an important diversification of genes 

coding for voltage-gated channels. While comb jellies (ctenophores) relied 

more on the expansion of potassium channels, jellyfish and bilaterians 

augmented their potassium and calcium channels as well, providing an 

even more rapid propagation of the electrical stimulus. A final upgrade was 

achieved in bilaterians where sodium channels have gradually replaced cal-

cium channels in the axonic membranes, further increasing signal trans-

mission velocity.3

Connections

Another critical feature of neurons is their ability to form synapses to trans-

mit the electrical excitation to other cells. Synapses are composed of a pre-

synaptic structure (usually an axon) that transmits a signal to a contiguous 

postsynaptic structure (neuron, muscle cell, or endocrine cell). Synapse 

rudiments have been observed in choanoflagellate protists and sponges, 

and the basic cellular and molecular elements involved in synaptic trans-

mission may date even to LUCA. Structurally, there are two main kinds of 

synapses: electrical and chemical. Electrical synapses consist of a direct con-

tact by “gap junctions” (see chapter 3) that enable the passage of ions and 
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small molecules across the membranes of both cells. However, the majority 

of synapses are chemical, where the axon terminal releases neurotransmitters 

that are captured by specialized receptors in the postsynaptic cell membrane.

Neurotransmitters are a variety of substances that are used for chemi-

cal signaling in the cells of most animals and in unicellular organisms as 

well. This further supports the view that intercellular chemical signaling 

is probably a feature as old as life itself, and that neurons have used pre-

existing elements to evolve their communication mechanisms.4 Chemi-

cally, neurotransmitters can be amino acids, amines, neuropeptides, and 

other compounds. Aminoacidic neurotransmitters are usually classified 

as excitatory (glutamate and aspartate) and inhibitory (GABA and glycine). 

Monoamines (nitrogenated compounds like dopamine, norepinephrine, 

serotonin, and others) and other neurotransmitters like acetylcholine usu-

ally work as neuromodulators in the central nervous system, participating 

in alertness, motivation, learning, and other functions in many animals. 

Some of these substances like norepinephrine and acetylcholine are impor

tant neurotransmitters in the peripheral nervous system as well. Notably, 

while acetylcholine has been found in prokaryotes, monoamines have been 

found only in bilaterian animals. Finally, neuropeptides are involved in 

endocrine functions, or are co-liberated with other neurotransmitters, espe-

cially in inhibitory synapses. In many species, neuropeptides participate in 

regulation of food and water intake as well as in social, parental, and sexual 

behavior, and in other functions critical for homeostasis and survival.

The other component of neurotransmission are the receptors for the dif

ferent neurotransmitters that have coevolved with them and are as ancient 

as cell signaling is. There are several kinds of neurotransmitter receptors, 

both slow-responding metabotropic ones (triggering metabolic processes) 

and fast ionotropic receptors (opening ion channels) that electrically acti-

vate the membrane. GABA receptors are widespread among animals, and 

receptors similar to these have been described even in bacteria. On the 

other hand, glutamate receptors are found in metazoans (they belong to 

the GPCR receptor family mentioned in chapter 3) and may have arisen 

from the fusion of bacterial potassium channels and membrane-binding 

proteins. The so-called NMDA receptors are a particular class of glutamate 

receptors that participate in learning and neuronal plasticity in vertebrates 

but are also present in other bilaterians and in jellyfish, who are also able to 

learn by associations.5 Finally, the presynaptic and postsynaptic surfaces are 
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armored by a complex scaffolding of membrane and cytoskeletal proteins, 

which derive from ancestral components involved in exocytosis and cell 

adhesion in unicellular organisms (see chapter 3). Neurons seem to have 

recruited separate postsynaptic components several times, depending on 

the specific neurotransmitters and receptors involved.1,4

From Sensation to Behavior and Back

Once they were able to connect with each other, the first neurons in ances-

tral organisms quickly assembled themselves in chains that connected 

sensory and motor elements, establishing the first sensorimotor reflexes 

that allowed them to detect prey. Adding neurons to these pathways, this 

elementary circuit evolved into basic networks driving behavior. However, 

the nervous system is not organized in just a one-directional chain from 

sensation to behavior. Equally important, the execution of behavior gener-

ates new sensory stimuli that modulate the motor programs to be executed 

next. In other words, effectors send backward signals to the nervous system 

informing it about changes that occur during the execution of behavior, in 

a cyclical process termed reafferent organization. For example, when you 

extend your arm to grasp an object, you see the movements of your hand, 

but also the internal proprioceptors of your muscles and joints are sending 

signals to the brain, all of which help tune the arm’s movement so you can 

successfully grasp the object. Some authors argue that such reafferent cir

cuit organization provided a basic sense of self in early animal evolution.6

Closed Circuits

Furthermore, a cyclical organization is evident at all levels inside the nervous 

system, from microcircuits to large-scale neuronal networks, where circuits 

are usually arranged in closed loops that keep an internal dynamics (see 

figure 5.2A). Thus, neural activity is sustained in reverberant ensembles at 

all scales, whose activity can be modulated by external (sensory) inputs 

but keep an internal organization that enables them to respond to these 

stimuli. Moreover, the proper functioning of these neural networks tightly 

depends on the balance between excitation and inhibition. Too much activ-

ity could be as bad as too little. Since very early, neural networks managed 

to keep this equilibrium in a dynamic way, assembling circuits comprising 

interconnected excitatory and inhibitory neurons that work in an alternat-

ing excitation-inhibition oscillatory balance. Conrado Bosman and I (and 
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several other reports) have highlighted an oscillatory pattern of excitation 

and inhibition as the hallmark of neural circuits at different levels in all 

nervous systems from jellyfish to humans, where local circuits consisting of 

a few neurons tend to oscillate at fast frequencies and large, distributed neu-

ral ensembles encompassing the whole network usually oscillate at slower 

frequencies. An example of a primitive oscillatory neural network can be 

provided by Hydra, a cnidarian polyp with one of the simplest nervous sys-

tems among animals (see figure 5.2B). It has recently been found that this 

animal displays spontaneous low-frequency oscillations in its nerve net, 

quite similar in pace to those observed in complex brains at rest. Moreover, 

the Hydra nerve net consists of different components that work at different 

frequencies to generate behavior: one is active at rest and is also involved 

in body elongation, and the other two participate in body contraction in 

response to stimuli (circular and longitudinal contraction, respectively). 

Furthermore, Hydra individuals can be experimentally disaggregated to 

individual cells and then allowed to reaggregate forming an individual 

again. In this process, neurons start forming small circuits that coordinate 

their activities and then couple with other local circuits to finally merge 

in a body-wide synchronic ensemble. Such spontaneous low-frequency 

Longitudinal
elongation

Longitudinal
contraction

Radial
contraction

A B

Figure 5.2
Basic neuronal circuits. A: A diagram of a closed neuronal microcircuit containing 

excitatory neurons (triangles) and inhibitory neurons (circles), which maintains an 

oscillatory balance of activity. B: The Cnidarian Hydra, showing its distributed nervous 

system that oscillates at different frequencies generating longitudinal elongation, 

longitudinal contraction, or radial contraction depending on the activity patterns.
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activity is present in all living organisms from unicellular to multicellular, 

serving as an organizer or template to pattern nervous system organization. 

We will see throughout the book that oscillatory activity pervades biological 

processes and especially neuronal activity at quite high levels.7

The Other Cells

Finally, the nervous system not only contains neurons but also glia, cells 

that provide developmental, mechanical, and physiological support to 

neurons (astrocytes), facilitate electrical conduction by producing myelin 

(oligodendrocytes in the central nervous system; Schwann cells in the 

peripheral nervous system), and some of them provide immune support 

(microglia). Some glia, particularly astrocytes, even have roles in mecha-

nisms of neural plasticity and processing. Glial cells may have originated 

very early in animal evolution, working as a lipid store for neurons, but 

became lost in many lineages. A particularly relevant glial cell type is the 

so-called radial glia, which serves as a stem cell or a progenitor cell for neu-

ronal and glial production in central nervous system development (see the 

next section). Possibly, radial glia were present in the origin of bilaterian 

animals, perhaps being also the ancestral glial cell that gave rise to other 

kinds of glia. A later acquisition in nervous system evolution is myelin, 

which wraps the axon, increasing its conduction velocity. Myelin is found 

in jawed vertebrates and in some invertebrates. In the former, a retroviral 

jumping gene that is essential for myelination in modern members of this 

group may be ancestral to them and may have been involved in vertebrate 

myelin origins.8

The Assembly of a Brain

A Neuron Is Born

While we have discussed the basic properties of neurons and neural cir

cuits, it is also important to have a notion about the mechanisms that give 

rise to them during individual development and how these assemble into 

a mature nervous system. Neurons are produced by quite similar mecha-

nisms in jellyfish and in bilaterians, which strongly supports their common 

origin. In these groups, the generation of neurons, termed neurogenesis, is 

controlled by a family of regulatory “pro-neural genes” and a small set of 

other regulatory genes that together drive neuronal differentiation. These 
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genes are also present in ctenophore (comb jellies) development, but it is 

not known if they participate in neuronal differentiation. In sponges, pro-

neural genes are found in sensory cells, but again it is not known if this 

reflects a primordial animal condition or is a derived simplification from a 

nervous system−bearing ancestor.9

During embryonic development, neurons emerge in a sequential pro-

cess where undifferentiated cells gradually acquire neuronal characters by 

expressing a variety of neuron-specific genes. In jellyfish and in some bilat-

erians, embryonic neural progenitor cells distribute and disperse across the 

body surface (and the gut), producing neurons and giving rise to a reticular 

nervous system under the skin. Alternatively, neurons may originate from 

a restricted region in the embryo to become a central nervous system or 

nerve cord, as happens in more complex bilaterian animals. In many bila-

terians, the cellular progenitors that give rise to neurons are the radial glia 

mentioned in the previous section. These cells first divide through so-called 

symmetrical divisions, where one stem cell gives rise to two equal stem 

cells that keep dividing for a few rounds (in vertebrates this process con-

tinues through many rounds, yielding large numbers of progenitors). At 

some point, progenitors start dividing asymmetrically, that is, one of the 

daughter cells remains as a dividing stem cell and the other starts differen-

tiating as a neuron, a process that sometimes repeats over several rounds of 

asymmetric cell division. The newborn neuron detaches from the epithelial 

surface to which progenitors are usually stuck and many times undergoes 

a migration to its final, adult position where it establishes its connections 

with other neurons, sensory cells, or effector cells (muscular or endocrine). 

A more detailed description of neurogenesis in the vertebrate brain is pro-

vided in chapter 8.

As far as we know, differentiated neurons are not able to divide anymore, 

and it had been long thought that we are born with a fixed contingent of 

neurons that would only decrease as we age. However, in many animals, 

a population of neural stem cells may remain throughout life, continu-

ously producing neurons for repair. Adult brain neurogenesis has been also 

observed in songbirds and mammals (however, in humans, there is still 

conflicting evidence about its presence).10 In the adult mammalian brain, 

there are two small regions, one in the lateral cerebral ventricles and the 

other in a region of the hippocampus called the dentate gyrus, that can 
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produce neurons that become added to olfactory and memory circuits, 

respectively. The functional significance of these new neurons is not totally 

clear yet, but evidence suggests that they participate in mechanisms of neu-

ral plasticity and other functions.

Another common assumption is that neurons are exclusively derived 

from the external or ectodermal embryonic layer. However, as discussed 

in the previous chapter a series of studies from jellyfish to mammals have 

reported that a significant population of neurons derives from the internal 

endodermal tissue, suggesting a double origin of the neuronal phenotype, 

one deriving from the visceral epithelium making up an enteric neural net-

work that coordinates gut movements, and the other deriving from the 

ectodermal epithelium, coordinating behavior and hormonal regulation. 

Nonetheless, at all times, these two components make up a tightly inter-

connected lattice that works coordinately to maintain body homeostasis.11 

Finally, a characteristic of neural development is that newborn neurons 

usually migrate, in most animals very short distances, but in vertebrates 

they may do so for quite a long distance to reach their final position where 

they coalesce with similar neurons to form a ganglion, a nucleus, or a lay-

ered structure. This process will be further discussed in chapters 7 and 8.

Pathfinding

Like I said, as neurons develop in the embryo, they must extend their 

axons and dendrites to establish connections with other cells, which is 

orchestrated by a complex molecular machinery where growing axons fol-

low chemical cues to find their final targets. Like neuronal migration, this 

process is regulated by sophisticated molecular signaling systems that guide 

the early neurons and their axons to their site of destination.12 Axons grow 

similarly as plants and roots do, branching in different directions accord-

ing to specific clues that guide their path. They use other cells (like the 

radial glia) or other axons as a substrate to attach as they grow, following 

chemical attractants and being repelled by other compounds. Along their 

path, they encounter signals like highway posts that enable them to switch 

directions and find their final targets. Just like a highway system, there are 

major routes through which many kinds of axons travel, and then smaller 

and smaller routes that are specific for increasingly smaller groups of axons 

destined to innervate particular places, resembling when you drive from 

Downloaded from http://direct.mit.edu/books/book-pdf/2470124/book_9780262379342.pdf by guest on 26 September 2024



80	 Chapter 5

outside town to your own neighborhood, using different routes and signals 

that let you know when to turn (see figure 5.3A).

The mechanisms described generate what Gerald Edelman has called a 

“primary repertoire” of connectivity that becomes present at birth and pro-

vides the basis for coherent behavior.13 The primary repertoire largely deter-

mines the development of stereotyped and species-specific behaviors that 

are so-to-speak wired in the genes. These include simple reflexes like the 

knee joint reflex, locomotory behaviors, ingestion and defecatory conducts, 

and basic reproductive behavior. Many of these reflexes, or fixed action pat-

terns as defined by ethologists, need to mature through some practice and 

require a degree of plasticity to develop (at least in higher vertebrates), but 

their core organization is strongly set by the species’ genetic endowment.

Birth 4 weeks

Cortex

Thalamus

EyesLeft Right

A B

Left Right

Figure 5.3
Axonal growth and plasticity. A: A growing axon (dark) follows different cues that 

direct its growth. For instance, it may use an older, grown axon as a substrate (**), 

then be repelled by chemical signals that force it to change direction (—), and finally 

become attracted to a cell that turns out to be its final target (+++). B: Sensory plastic-

ity in brain development. The visual pathway from the eyes to the cerebral cortex is 

depicted here, in which the left side represents the condition at birth and the right 

side indicates the condition after one postnatal month. At birth, projections from 

both eyes innervate wide and overlapping regions, but they subsequently retract, 

segregating from each other as seen to the right.
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Plasticity

Sculpting the Brain

Especially in the large brains of vertebrates, connections undergo an exten-

sive process of reorganization after they are formed. Firstly, there is an 

excess of neurons and connections produced between many different brain 

regions and also with body organs. In late development, this excess results 

in the death of many neurons (particularly in the peripheral nervous sys-

tem), or in the retraction of many axons (in the central nervous system). 

These massive regressive periods are produced by the competition between 

axons for limited amounts of “trophic” factors secreted by their targets (as 

in the peripheral nervous system)14 or by the selection of circuits according 

to functional requirements (cells firing more similarly tend to connect while 

those firing asynchronously tend to diverge their projections). For instance, 

in the early-developing cerebral cortex, visual and auditory sensory inputs 

overlap extensively, but later on they segregate into visual-projecting regions 

(the visual cortex) and auditory-projecting regions (the auditory cortex). 

The initial exuberance of connectivity in brain development can be seen as 

a way to compensate for early injury. For instance, when the visual projec-

tions are eliminated in early development, the auditory projections remain 

in the visual area, transforming it into an auditory-like cortex, which may 

partly be why early blinded subjects develop enhanced hearing capacities.

Use It or Lose It

As I mentioned, another mechanism for refining the connectivity is pro-

vided by neural activity itself, which builds over the shoulders of the genet

ically established primary repertoire. Cells that fire together tend to stay 

connected. This is a basic principle of neural plasticity (but not the only 

one), which was initially postulated by Donald Hebb in the 1940s. Hebb 

claimed that learning mechanisms were based on the modification of the 

synapses through a quite simple process: if a presynaptic neuron is effec-

tive in changing the activity of the postsynaptic one, the synapse will be 

reinforced. If it is unsuccessful, the connection will retract. Subsequently, 

David Hubel and Torsten Wiesel earned the Nobel Prize in 1981 partly 

for unveiling this mechanism in the development of the visual system of 

the cat.15 Cats receive projections from both eyes in their visual cortex, 

which at birth are largely overlapping. When the kittens open their eyes 
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and become exposed to light, these projections segregate in alternating 

stripes along the cortex’s surface, as in a zebra pattern where the “black” 

stripes receive axons from one eye and the “white” stripes receive axons 

from the other eye (see figure 5.3B). When newborn kittens were deprived 

from vision in only one of the eyes, the stripes receiving the functional eye’s 

projections remained expanded while those receiving the deprived projec-

tion shrunk dramatically. This implied that the neurons corresponding 

to the functional eye were effective in stimulating the cortical cells and 

became strengthened, while those from the deprived eye retracted as they 

were unable to stimulate the cortical neurons. Noticeably, eye deprivation 

had no effect if it was performed in adult cats, being only effective in very 

young kittens and only during a short, critical period lasting a few weeks 

after birth. After this period, the plasticity of the nervous system becomes 

more limited. There are mechanisms of plasticity in adult brains, but these 

processes are much slower and more restricted than in the newborn. Criti-

cal periods are fundamental for the maturation of instinctive behaviors, but 

apparently also for complex behaviors like language acquisition (which is 

a combination of instinctual drive and learning). Critical periods for brain 

development are of special importance for humanitarian issues, especially 

in low-income countries where infants and young children may suffer lack 

of sensory, cognitive, and motor stimulation, generating a vicious circle 

where poverty impairs brain development in a way that makes it increas-

ingly more difficult to overcome this condition.

The mechanisms of neuronal plasticity were found to rely on specific 

molecular signals, depending on the NMDA receptors described earlier, 

which according to the patterns of pre-synaptic activity, may strengthen 

(long-term potentiation, LTP) or depress (long-term depression, LTD) spe-

cific synapses for a long time.16 To many scholars, LTP and LTD represent 

main molecular mechanisms (but again not the only ones) for long-term 

neural plasticity and learning. They participate in the remodeling of the 

brain according to sensory stimulation in infants, in the transformation 

of short-term memories into consolidated long-term memories in the 

adult, and in many other processes occurring in complex nervous systems. 

In addition, dysfunctions of NMDA receptors have also been linked to a 

variety of neuropsychiatric disorders, from epilepsy to schizophrenia to 

Alzheimer’s disease.
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Self-Made Brains

Through these simple mechanisms of synapse modification according to 

neural activity, the brain can assemble a network that makes each of us 

unique while at the same time conserving structural and functional proper-

ties that enable us to survive in the world. Edelman proposed the term “neu-

ral Darwinism” to describe the process by which the brain self-assembles on 

the basis of the selection of those circuits that end up being more robustly 

wired and providing a fitter cognitive and behavioral outcome.13 A key 

notion in this process is the previously mentioned reentrant signal indicat-

ing that the output of the circuit conveys a retrograde signal that feeds back 

on the former, thus providing a clue about the circuit’s fitness (in fact, the 

word “circuit” refers to circularity). As mentioned earlier, this takes place at 

all levels, from the small microcircuit to the large-scale circuits and to the 

execution of behavior that produces a set of signals that are fed back into 

the sensory systems.

Going further on this line, the neuroscientists Maturana and Varela 

(mentioned in chapter 2) argued some years before Edelman that the brain 

works as a closed system mainly driven by its internal processes.17 In other 

words, every change in neural activity leads to another change in neural 

activity and so on, in an ever-cycling loop. Thus, external stimuli may mod-

ulate or trigger distinct processes going on in the network (for instance, 

amplifying or inhibiting specific oscillatory dynamics) rather than the brain 

being a passive receiver of external information. Nonetheless, despite its 

closedness, the system’s activity must comply with the structure of the out-

side world; otherwise it ultimately disintegrates (recall the example of the 

rat and the labyrinth in chapter 2).

The Role of Stimuli (and Behavior)

Learning

Once mature, animals need to move around their environment, which is 

not always safe, and there is scarcity of food. Although they are born well 

equipped to survive, in an unstable environment, they need to make accurate 

predictions by detecting the underlying regularities of their surroundings. 

That is, they must learn how to behave in different circumstances. One of 

the first things animals must learn is whether they should avoid, approach, 

or simply ignore the stimuli they receive. That is, they need to ascribe some 
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value (positive, negative, or neutral) to the novel events they perceive in 

order to orient themselves toward or away from them. Among the simplest 

forms of learning are the processes of habituation and sensitization, which 

were elegantly described in the marine snail Aplysia by Eric Kandel and col-

laborators.18 Habituation is a form of simple learning where presentation of 

an innocuous stimulus, like softly touching the snail’s respiratory siphon 

(the opening to the gill cavity), normally produces a reflex defense reaction, 

in this case consisting of gill retraction. However, if the stimulus is repeat-

edly presented, the snail habituates to it and ceases retracting its gills in 

response. It gets used to it. The opposite mechanism is sensitization, where 

repetition of a noxious stimulus like a brief electric discharge triggers an 

increasingly stronger reaction.

The Associative Brain

Another form of learning is by association of two stimuli that coincide in a 

temporal window, as in Pavlov’s dogs who were trained to link the sound of 

a bell (the conditioning stimulus) with the subsequent delivery of food (the 

unconditioned stimulus). This is called conditioned or associative learning, 

and despite its simplicity, it is considered to be one of the most funda-

mental mechanisms for learning, from jellyfish to higher animals. Kan-

del showed the cellular mechanisms of associative learning by repeatedly 

pairing the soft touch stimulus with the electric current in Aplysia, which 

ended up triggering a complex defensive response just with the presence of 

a soft touch. Like sensitization, associative learning also depends on the 

strengthening of synapses, including NMDA receptors activation. Associa-

tive learning is the basis of reward-mediated and fear conditioning, where 

rewarding or punishing stimuli are repeatedly associated with stimuli or 

events taking place close in time to the reward/punishment. More gener-

ally, associative learning enables animals to identify cues that predict future 

events that are of relevance to them, like feeding or danger like a smell or a 

sound before the appearance of a prey or a predator.19

In many animals, a fundamental element in associative learning is the 

neurotransmitter dopamine, which modulates the response to both reward 

and punishment quite similarly across animal groups from bugs to humans. 

In vertebrates and insects, dopamine participates in forming predictive or 

causal associations between relevant stimuli and subsequent outcomes (say, 

the bell or a light that predicts the delivery of food), enabling the animal to 
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use previous experience to anticipate events that are relevant to it. Addi-

tionally, dopamine, together with other neurotransmitters, has been found 

to play a role in more elaborate cognitive and behavioral mechanisms of 

higher animals like motor learning, motivation, attention, memory, social 

behavior, and even interoception, aspects that probably rely on this basic 

predictive and associative role.20

Associative learning may also take place between a stimulus and a behav

ior as in operant or instrumental conditioning. In this case, the reward 

does not come automatically after the conditioning stimulus (the flash-

ing light), but the animal must find its way to it, like learning to press a 

lever that delivers food after a light turns on. This kind of behavior has 

been typically observed in vertebrates, but there are also reports in insects, 

cephalopods and even in cnidarians. The association between stimulus and 

response creates a habit, which repeats when being exposed once and again 

to the stimulus. A further elaboration of this conduct comes when, say, the 

experimenter hides the lever to be pressed and the animal has to develop a 

new strategy to obtain the reward. In other words, goal attainment becomes 

a flexible behavior rather than the stereotyped response produced by con-

ditioned habits. Some authors assert that in these conditions the animal 

must have somehow internalized the intended goal, pointing to an incipi-

ent mental event.

Finally in this context, a more elaborate form of learning is spatial learn-

ing, as in the experiments of a laboratory rat solving a maze. Closely related 

to spatial learning is the capacity to remember events and make use of 

them for further behavior, like remembering the different choices the ani-

mal made when learning to go through the maze (Did I turn left or right at 

this point, and what happened next?). I will address these functions again 

in chapter 10.

Perspective

This chapter highlights the basic properties and functions of neurons and 

the nervous system, which are fundamental for themes that will be dis-

cussed in subsequent chapters. The molecular machinery to build neurons 

and synapses was coopted from proteins, cytoskeletal elements, and secre-

tory mechanisms that were present in unicellular organisms. A key feature 

of neurons and some sensory and muscular cells is the capacity to generate 
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self-propagated action potentials, which permit the rapid and strong trans-

mission of electrical signals for long distances. Through synapses, neurons 

can organize in extensive networks controlling body states and driving behav

ior, learning, cognition, and ultimately our sentient minds. These networks 

rely on an ongoing balance between excitation and inhibition that generates 

a dynamic oscillatory pattern that is characteristic of neural systems.

While there is a tightly orchestrated molecular guidance mechanism 

that drives the development of the basic connectivity of the nervous sys-

tem, this seems to be more important in small animals with relatively few 

neurons. In large brains like those of vertebrates, these cues provide a rough 

scaffolding that is later refined partly by competition for limited trophic 

support and subsequently by mechanisms dependent on neuronal activity 

and sensorimotor coordination that depend on critical periods to adapt 

to the ambient conditions. There are two basic and interrelated processes 

driving most forms of learning: activity-dependent synapse stabilization 

and associative learning. Provided this background on neuronal function, 

I will go back in the next chapter to the history of animals to discuss how 

brains evolved together with a complex set of body innovations in bilat-

erian organisms.
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III  The Rise of Bodies and Brains

The third section addresses the evolution of complex animals with bilat-

eral symmetry, provided with a distinctive head and a tubular gut with 

two openings (mouth and anus). For the purposes of this book, the most 

interesting components of bilaterians are their heads, containing the sensory 

organs, the mouth, and the brain. Bilaterians have diversified in distinct lin-

eages, yielding some highly intelligent animals like arthropods (especially 

some insects) and cephalopods (octopuses and squids). Vertebrates, alleg-

edly the most complex animals endowed with the highest intelligence, 

emerged from a side branch of burrowing worms that developed a swim-

ming, tadpole-like larva that gave rise to the first fishes. Fishes became 

extremely successful during the paleozoic, filling all the seas, but also some 

of them ventured onto land, following the earliest terrestrial plants and 

invertebrates. The full colonization of land implied a series of biological 

transformations, including the expansion of the brain. While the brain 

of vertebrates develops according to a highly conserved genetic schedule, 

there is an enormous diversity in brain forms and sizes across vertebrate 

groups, whose interpretation has led to intense controversies among evolu-

tionary neuroscientists. In this context, mammals arose through a complex 

sequence of bodily and neural innovations, featuring the sense of smell 

and the emergence of a large brain containing the cerebral cortex, a char-

acter unique to vertebrates. Animals with large brains like mammals have 

evolved sophisticated cognitive capacities, including a strong memory and 

the ability to construct internal, coherent models of the outside world. Yet, 

a cerebral cortex is not necessary for the evolution of cognitive abilities. 

Birds have also evolved large brains, and their cognitive abilities rival those 

of mammals, without having a cerebral cortex proper.

Downloaded from http://direct.mit.edu/books/book-pdf/2470124/book_9780262379342.pdf by guest on 26 September 2024



Downloaded from http://direct.mit.edu/books/book-pdf/2470124/book_9780262379342.pdf by guest on 26 September 2024



6  Heads, Mouths, and Anuses

Back to the history of life, some 550 MYA, the Ediacaran period was followed 

by the Cambrian period, beginning the Phanerozoic eon that is character-

ized by the increasing abundance of animal fossils. Although bilaterian ani-

mals made their debut in the Ediacaran period, the Cambrian was marked 

by a drastic increase in biological diversity, where worm-like animals with 

bilateral symmetry populated the seas. By that time, a variety of creatures 

could be found especially in river deltas, which have been suggested to rep-

resent a cradle for biological diversification in many instances of life’s his-

tory. Like the Ediacaran fossils, many of these new animals were related to 

animal groups existing today (crustaceans, snails, squids, vertebrates, and 

others), but some strange forms like Opabinia, Anomalocaris, and Hallucige­

nia were at first sight very unlike any living form, as if they had come from 

another planet (see figure 6.1). Nonetheless, increasing fossil and anatomi-

cal findings have shown that many of these strange animals are indeed clas-

sifiable within extant taxa, and as said, the major Bilaterian groups possibly 

made their first appearance during the Ediacaran period. Indeed, instead of 

an abrupt Cambrian explosion or animal “Big Bang,” the evidence suggests 

that in the Ediacaran-Cambrian transition there was a gradual replacement 

of the fauna, with increasing numbers of bilaterian animal forms while the 

“vendobiontan” animals described in chapter 4 tended to disappear. The 

origin of Bilateria marked an amplification of morphological diversity that 

filled the seas with all kinds of different creatures until today. Furthermore, 

this event paved the way to the formation of complex brains and behavior, 

and the emergence of intelligent life.1
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Body Elongation

Through-Guts

Most animals that we know are bilaterians, with symmetrical left and right 

sides that are joined in the midline and a distinctive head and a body behind 

it. In addition, most bilaterians display a through-gut with a mouth and an 

anus, as opposed to the pouched or gastrula-like gut of jellyfish. Further-

more, beside the ectoderm and the endoderm, bilaterians have developed a 

third embryonic layer, the mesoderm, that gives rise to muscles, a circula-

tory system, and internal fluids like blood and lymph. Finally, instead of 

a diffuse nerve network covering the body as in jellyfish, bilaterians are 

typically conceived as displaying a central nervous system or nerve cord, 

running along the middle of the body from head to back, that includes a 

brain connected with sensory systems in the head region (but there are sev-

eral exceptions to this). The emerging evidence of strong genetic similarity 

in the development of these body traits, from flies to humans, prompted 

some authors to suggest a common origin of them across Bilateria. They 

proposed the term “Urbilateria” to describe the first bilaterian animal, which 

was conceived as a worm provided with a head, a through-gut, a segmented 

body, and a central nervous system including a small brain and a nerve cord 

(see figure 6.2).2

Anomalocaris

Marrella

Opabinia

Hallucigenia

Figure 6.1
Some early Cambrian animals.
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However, the transition from a bell-shaped organization as in jellyfish 

to the worm-like tubular organization of bilaterians is one of the most 

enigmatic processes in the history of animal life, and controversy abounds 

on this topic (see figure 6.3). There are two main theories for this event; 

the first is the Gastraea theory, which is compatible with the notion of 

Urbilateria. In this scenario, a gastrula-like larva would have suffered body 

elongation and the ancestral blastopore opening would have stretched lon-

gitudinally, fusing the lips on the sides and leaving two openings at the 

extremes: mouth and anus. The Gastraea theory also specifies the genera-

tion of a head at the apical region, and importantly the generation of a 

central nerve cord at the sides of the elongated blastopore, deriving from 

the blastoporal nerve network of jellyfish (see chapter 4).3

An alternative hypothesis, the “planula” theory, proposes that the 

ancestral bilaterian had a sac-like gut in its early beginnings and later a 

Brain Heart

Segments

Anus

Nerve cord
with ganglia

ProtonephridiaMouth

(D)

Urbilateria

(V)

A

P

Eye

Figure 6.2
Urbilateria. The hypothetical animal is depicted with a tubular gut with mouth and 

anus, a distinct head, a brain, a nerve cord, and a segmented body. Besides the left 

and right sides, bilaterians are organized along two main axes: antero-posterior (or 

rostro-caudal) and dorso-ventral. The former runs from “A” to “P,” and the latter from 

“(D)” to “(V).” (D) and (V) are in parentheses because in vertebrates this axis is inverted, 

dorsal becoming ventral and ventral becoming dorsal (see next chapter, figure 7.6). 

Both in the antero-posterior and the dorso-ventral axes, complementary gradients of 

morphogens (shown in opposing triangles in each axis) pattern body organization.
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Gastraea

Planula

B
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Ventral view

Sagittal section
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RNS
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Figure 6.3
Theories of the origin of bilaterians. A: The gastraea theory, in which the blastopore 

(BP) elongates and fuses in the midline, leaving two openings: mouth (Mo) and anus 

(An). The blastoporal nervous system (BNS) becomes the nerve cord (NCh), and the 

apical organ and nervous system (AO) make the sensory organs and part of the brain. 

The drawings to the right show the larva from below (ventral view), exposing the 

elongated blastopore. B: The planula theory in which the blastopore remains as a sin-

gle opening and a second opening is produced to make the one-way gut. The gut is 

depicted as a gray shadow in a sagittal section through the midline that separates left 

and right sides. According to this theory, the early planula would have had a reticu-

late nervous system (RNS) spread in the body surface, similar to that of cnidarians.

second opening was produced to make the tubular gut. This perspective 

received support from the recent classification of some bottom-dwelling 

marine worms called Xenacoelomorpha, as the most basal bilaterians (see 

figure  6.4). Xenacoelomorpha have a distinctive head and rudimentary 

sensory organs, but they display a pouched gut with only one opening 

located in a “belly button” position that gives it an appearance similar to the 
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hypothetical planula stage. According to this view, the rest of the bilaterians, 

excepting xenacoelomorphs, are still considered to be monophyletic, forming 

a clade termed Nephrozoa. The modern planula hypothesis suggests that the 

ancestor of Bilateria had a jellyfish-like diffuse nervous system, and that 

the central nerve cord could have arisen several times in nephrozoan evo-

lution. Nonetheless, the basal position of Xenacoelomorpha is still a con-

tentious issue and the final word on this topic has not been said yet. Some 

studies have classified these animals as a branch of early deuterostomes, a 

clade related to vertebrates (see below).4 This is reminiscent of the problem 

of finding the phylogenetic position of other key animals like the comb 

jellies (Ctenophora) discussed in chapter 4. In any case, whether or not 
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Figure 6.4
Phylogenetic relations of bilaterians. The position of xenacoelomorphs (marked by a 

question mark) is depicted as ancestral, but there is discussion on this point.
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xenacoelomorphs are the most basal bilaterian branch, there seems to be 

agreement that the presence of a head, containing a brain and aggregates of 

sensory cells, is an ancestral feature of all the clade.

Entry or Exit?

When attempting to classify the different branches of Bilateria (let us for-

get about xenacoelomorphs for now on), things keep getting complicated. 

Bilaterians are subdivided in two major groups, protostomes (meaning first 

mouth) and deuterostomes (second mouth). Protostome animals include 

insects, crustaceans, round and flat worms, mollusks, and other less well-

known animals. On the other hand, deuterostomes include starfish (echino-

derms) and the vertebrates among other species, and will be fully addressed 

in the next chapter. The classical dichotomy asserts that in protostomes, 

the embryonic blastopore usually becomes the mouth (the anus appears 

as a second opening), while in deuterostomes the blastopore is usually 

related to the anus, and a second mouth is formed to make a through-gut. 

Although this phylogenetic division has been amply supported by genetic 

data, there are many exceptions to the rule, in which some basal proto-

stomes display deuterostome-like development.5 Thus, the mechanisms by 

which a through-gut was initially formed remain an enigma, and this may 

have occurred more than once in evolution.

Body Patterns

Axes and Segments (1)

Despite these outstanding early embryological differences, in later devel-

opmental stages, genetics has evidenced a highly conserved anatomical 

organization in all bilaterians, where the main dorso-ventral (back-to-

belly) and antero-posterior (mouth-to-anus) body axes are established by 

a complex network of regulatory genes that remains surprisingly similar 

all through the group. These main axes arise during gastrulation and are 

driven by specific “morphogenetic centers” located at the extremes of these 

axes (anterior, posterior, dorsal, and ventral, respectively; see figure 6.2). 

These centers secrete substances called morphogens that diffuse along the 

respective directions, being more concentrated near their source of produc-

tion and progressively dilute as they diffuse away from it. This produces 
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opposite concentration gradients of the respective molecules along their 

respective axes (say, from front to back and from back to front in the longi-

tudinal axis). Consequently, each body region can be viewed as possessing a 

unique combination of different molecules secreted by these morphogene

tic centers. Subsequently, a specific group of regulatory genes is activated in 

different body regions, driving cell differentiation and providing an iden-

tity to the different parts of the body from mouth to anus and from back 

to belly. I will speak about the dorso-ventral axis in the next chapter, while 

here I will focus on differentiation along the antero-posterior axis.

Shortly after the establishment of the longitudinal axis, many bilaterian 

embryos become organized as a series of repeated units along their length, 

like a caterpillar (figure 6.2). This feature is called segmentation and is pre

sent in different groups including earthworms, arthropods, and chordates 

(vertebrates). This process is largely driven by the so-called homeotic genes, 

which determine the cellular and anatomical characteristics of the different 

segments from mouth to anus. The discovery of homeotic genes took place 

when observing mutant flies that developed four wings instead of two (Bitho­

rax mutation) or grew limbs in the heads where antennae should be (Anten­

napedia mutation). It was soon found that all these mutations corresponded 

to a set of genes containing in their sequence a short segment termed the 

homeobox, which codes for a DNA-binding aminoacidic sequence that 

works as a strong regulator of the activity of other genes, driving cell differ-

entiation during development. Furthermore, each of these genes was active 

in specific segments of the body determining their respective identities, 

and the genes were also linearly organized along the chromosome so that 

their ordering was concordant with their sequence of expression along the 

body’s longitudinal axis. Subsequent studies determined that Homeobox 

genes have similar roles in the development of animals as diverse as flies 

and mice (they are important for development in cnidarians too), indi-

cating that they are master regulators of body patterning. Furthermore, 

homeobox-like genes are also present in plants and protists, suggesting that 

they originated in the context of cellular plasticity and differentiation.6

Notably, bilaterian homeobox genes become active at specific embryonic 

stages across the different species, which makes it possible to compare the 

different animal groups with respect to their body development. These 

homeobox-expressing stages are collectively known as the phylotypic stage, 
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which coincides with the moment where the embryo first displays the 

major characteristics that allow it to be recognized as a member of a major 

clade (arthropods, mollusks, vertebrates, and so on). Thus, within each 

major animal group, the phylotypic stage not only represents the moment 

of homeobox gene expression but is also when the embryo develops the 

main morphological features of its class (in vertebrates, this corresponds to 

the stage where branchial pouches appear in the embryo).7

Nerve Cords

Together with all these body innovations, a major acquisition of bilateri-

ans is the origin of a brain and a central nervous system. As depicted in 

the model of Urbilateria, in many bilaterians, the nerve cord is organized 

as a series of ganglia—related to the body segments—interconnected by 

nerve fibers along the animal’s length. Animals with nerve cords or central 

nervous systems are considered to display more complex behaviors than 

those with diffuse nervous systems, but there may be exceptions. In the 

nerve cord, neurons usually arrange forming so-called central pattern gen-

erators, which are oscillatory circuits driving basic behaviors like locomo-

tion and food ingestion. In addition, connections between the left and the 

right halves of the cord (called commissures) coordinate movements in 

both sides of the animal. Interestingly, the molecular mechanisms involved 

in brain and nerve cord development, and in commissure formation, are 

highly conserved across Bilateria, being largely dependent on a small group 

of genes. This again suggests that there was an ancestral genetic kit that 

was used for building a central nervous system in different animals, but it 

is unclear whether these morphological traits were acquired only once or 

on several occasions.8

Anteriorly, the bilaterian nerve cord joins the brain, usually a large 

ganglion receiving sensory projections from the head and in close rela-

tion to the mouth, particularly in protostomes where it develops around 

the esophagus. Let me recall that according to one hypothesis the sense 

organs and the brain of bilaterians would derive from the ancestral apical 

organ and nervous system, respectively, which would have fused with the 

nerve cord deriving from the blastoporal nervous system. Needless to say, 

although there is genetic evidence supporting this proposal, it is not shared 

by all scholars in the field.
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The nerve cord and brain are not the only neural components of Bilateria, 

as there are also extensive autonomic peripheral and enteric nervous systems 

that probably derive from the diffuse neural network in the jellyfish-like 

ancestor. In many invertebrates, the peripheral nervous system emerges 

from a “lateral neural border” surrounding the embryonic nerve cord.9 In 

the next chapter, we will see that some of the major innovations that gave 

rise to the vertebrates rely on the growth and differentiation of the neural 

crest, possibly homologous to the invertebrate’s lateral neural border.

Philosophical Bugs

Exploring the World

Endowed with these body and neuronal innovations, bilaterians spread 

through the seas and colonized land diverging into many lineages, some of 

which achieved high levels of complexity and evolved sophisticated behav

iors. In this process, the protostomes subdivided into two major clades, the 

“ecdysozoans” on one side and the “spiralians” on the other. Ecdysozoans 

include insects, crustaceans, and nematode worms, while spiralians include 

flatworms, earthworms, and mollusks. I will now speak of the protostome 

radiation, while the history of deuterostomes will be the subject of the next 

chapter.

Among protostomes, animals with complex nervous systems have 

evolved among crustaceans, spiders, and especially insects on one side, and 

in cephalopods on the other. Importantly, all these animals have evolved 

locomotory and feeding appendages: arthropods have paired appendages, 

and cephalopods have tentacles that give them liberty to move and catch 

food. The development of limbs, mouthparts, wings (in insects), and olfac-

tory antennae crucially depends on homeobox genes, and particularly the 

genetics of limb development is strikingly similar in arthropods, cephalo-

pods, and vertebrates, which once again implies a common genetic (but 

perhaps not anatomical) ancestry.10

Together with complex behaviors, specialized visual and chemosen-

sory organs have evolved in these animals. Complex invertebrate animals 

have paired eyes (sometimes several pairs of eyes like spiders) and mobile 

olfactory or taste organs (in the mouth and antennae) that enable them to 

explore their immediate surroundings. Concerning vision, there are two 
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main kinds of photoreceptor cells: rhabdomeric that are highly sensitive 

and used for rapid vision, and ciliary, related to bright-light vision. Cni-

darians use primarily ciliary receptors, and many invertebrates have both 

kinds of photoreceptors, but arthropods and cephalopods tend to rely on 

rhabdomeric photoreceptors (vertebrates have ciliary receptors, although 

deuterostome ancestors used both types). The morphological evolution 

of eyes, whether convex (compound eyes) or concave (camera-like eyes), 

results from a common functional requirement: establishing a topographic 

map of space on its surface. Compound eyes do so by tending to a spherical 

shape where light beams from different places tend to hit the eye perpen-

dicular to its surface, and camera-like eyes develop a small opening (the 

pupil, comparable to the diaphragm of an optic photographic camera) that 

concentrates the entrance of light like an hourglass and distributes the 

light beams to different positions in the retina, making up an inverted map 

of space.11

Topographic vision must have been a critical achievement associated 

to more complex brains and behavior, as this is the first instance where 

an “image” of the space surrounding the animal is formed, permitting it 

to locate visual stimuli in the environment. Furthermore, with increas-

ing visual acuity, it becomes possible to identify objects and the relations 

between them. This may provide the initial scaffolding to generate a uni-

fied configuration of the environment that is independent of the animal’s 

position (an allocentric representation), coding for the location of different 

objects and for the animal’s place in relation to them. Furthermore, since 

eyes are typically paired, each eye has a different perspective of the visual 

scene, but these perspectives usually overlap in the front of the animal 

(what is called central or binocular vision, as opposed to peripheral vision 

where only one eye dominates). Merging the “images” from both eyes at 

the center of the visual field implies a neural mechanism to comply with 

these different perspectives, a process that gives rise to depth perception 

(try to estimate distances with one eye closed, for example). Furthermore, 

head and eye movements transformed vision from a rather passive sense to 

an instrument to explore the immediate surroundings.

In addition, eyes benefited strongly from the capacity to distinguish 

distinct light wavelengths, including ultraviolet light (many inverte-

brates, including cephalopods, also distinguish polarized light), by diver-

sifying the opsin photoreceptors. Still, increasing types of photoreceptors 
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is not the same as having color vision. For instance, the mantis shrimp 

has twelve different photoreceptor molecules responding to different wave-

lengths, but each group of photoreceptors works as a separate channel trig-

gering specific behaviors, like attacking, finding food, or mating. Proper 

color vision, as in bees, is acquired when the activities of different photore-

ceptors is balanced against each other, which generates a unified chromatic 

space. The benefits of color vision may relate to seeing the world in condi-

tions of changing ambient illumination, but may have been also exploited 

as social signaling mechanisms or as a food-searching strategy like insects 

pollinating flowers.12

Besides vision, chemo-sensation is an important sense for orientation. 

Olfaction provided by the antennae is a critical sense for arthropods, espe-

cially insects, as it works as a distant sensor that enables the animal to 

find the path to food or mates. Octopuses have specialized olfactory organs 

below the eyes, and their suckers are provided with exquisitely sensitive 

touch and taste terminals, which enable them to detect the chemical com-

position of their environment. Furthermore, their arms are provided with 

light-sensitive receptors that they use to explore the illuminating condi-

tions outside the cave they usually live in. Insects and other arthropods 

also display sound sensitivity, and there is evidence of hearing capacities in 

cephalopods too.13

Tiny Brains

The brains of insects are quite small, no bigger than a pinhead, and the 

largest may have not many more than two hundred thousand neurons 

compared to the estimated eighty-six billion neurons of the human brain. 

This certainly makes one wonder how these animals can develop relatively 

complex behaviors, and perhaps more importantly, what are the minimal 

neuronal elements to have cognition or even some rudimentary sentience. 

The brains of insects (and many arthropods) are organized into a group of 

ganglia, of which the “mushroom bodies” have been most related to cogni-

tive abilities. Recent research has shown that these structures participate in 

learning and memory, and that their size increases with sensory experience 

rather than with age, indicating that these are plastic networks. Several 

authors have highlighted the functional similarities between the mushroom 

bodies and the vertebrate hippocampus, a brain structure also involved in 

learning and memory (see chapters 8 and 9). Likewise, a component of the 
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arthropod brain called the central complex has been involved in foraging 

behavior in insects and displays similar functional, genetic, and develop-

mental characteristics as the vertebrate basal ganglia, both being involved 

in motor control and controlled by the neurotransmitters GABA and dopa-

mine. As mentioned in the previous chapter, reward-related and aversive 

circuits with a similar synaptic organization to those in vertebrates have 

been identified in insect brains. Another neural parallelism between arthro-

pods and vertebrates concerns brain states like sleep with similar physiolog-

ical characteristics to those of mammalian sleep. Finally, insects also show 

parental behavior that is apparently controlled by hormones homologous 

to the parental-related vasopressin/oxytocin of vertebrates.14 Yet, despite 

these striking parallelisms, the critical question remains as to whether these 

similarities reflect a single origin of the respective organs in insects and ver-

tebrates or the parallel recruitment of an ancestral genetic blueprint (per-

sonally I prefer the second alternative in this case).

Moreover, bees, ants, and termites are well-known for their complex 

social organizations, living in colonies where one or a few individuals can 

reproduce to start a new colony. Insect social behavior often results in strik-

ingly coordinated actions that enable the colony to perform complex collec-

tive behaviors like finding the shortest routes connecting distinct places, 

moving large objects, or responding to temperature increases inside the 

colony. The communication of social insects has been considered to be 

largely instinctive, but recent work show that it displays important degrees 

of plasticity, like bees modifying the “waggle dance” according to the pres-

ence of predators.15

Insect Minds?

While usually depicted as displaying genetically fixed, stereotyped behav

iors, recent research has shown that insects and other arthropods can have 

quite elaborate conducts, indicating a high degree of learning capacity and 

flexibility, displaying attentional capacities, navigational skills, and a good 

spatial memory. For instance, some species of wasps hide their nests in sev-

eral places that they keep hidden and visit regularly to provide them with 

food. They apparently remember the quality of the supplies provided to 

each nest and the time when these were delivered in order to visit them 

again timely. This kind of memory (remembering the three wh’s: what, 
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where, and when something happened) was traditionally considered to be 

exclusive of higher vertebrates (see chapter 9) and is supposed to be a fun-

damental precursor of planning abilities and for the development of a com-

plex representation of the world. In humans, this capacity has been termed 

episodic memory, but it critically differs from its nonhuman counterparts 

in being a form of explicit memory, that is, it can be verbally communi-

cated to others (like when you tell your friend what happened last night at 

someone else’s party).16

Bees are also able to learn from others. In a clever experiment, food was 

placed on a plate and covered by a transparent screen. However, the plate 

was attached to a string that could be pulled to bring the plate out and 

make food accessible. About one hundred bees from a colony were brought 

to the place, of which only two were able to solve the task by pulling the 

thread. However, the rest of the bees quickly learned the task after observ-

ing the others doing it. Also related to social cognition, a series of experi-

ments have shown that social wasps are able to recognize individual wasp’s 

faces and use this information for their benefit, similarly as social mammals 

and birds can do. For example, social wasps usually observe the fights of 

conspecifics and behave less aggressively toward individuals that have ini-

tiated or have won fights than to those who have lost fights or have been 

attacked. Insects may be able to do some math too, as they have a sense of 

numbers (one is less than two, and two is less than three; and zero is less 

than one!). This capacity is not exclusive of insects and has been reported in 

spiders and cephalopods as well. Finally, a recent report described bumble-

bees rolling over small balls just for the sake of it, which the authors consid-

ered as evidence of play, a capacity also considered to be exclusive of higher 

vertebrates. Similar findings have been obtained in fruit flies.17

Some studies also suggest that insects are able to display emotion-like 

states including pain (they have nociceptive-control mechanisms like those 

of vertebrates, although whether they do feel pain remains an open ques-

tion), although it is highly debated whether nonhuman animals, and espe-

cially invertebrates, can have true emotions. Unlike Darwin, who proposed 

that human emotions derive from animal emotions, some authors claim that 

animal reactions may not be comparable with human feelings or emotions 

(see chapter 14). Thus, some scientists refer to these emotion-like states 

as “central states,” driven by specific neural circuits in different species.18 
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An example of these states is provided by some innate behaviors like male 

courtship and aggression, each of them being triggered by the presence of 

a female or another male, respectively. The neural mechanisms involved in 

these behaviors show a striking parallelism in fruit flies and in mice but do 

not necessarily imply common ancestry. Another example, more related to 

human psychology, is the evidence of depressive-like behavior in insects. 

After experiencing a highly stressing event, flies tend to classify neutral 

stimuli as harmful and decrease mobility, resembling humans’ “learned 

helplessness” that is usually linked to post-traumatic stress disorder. While 

scientists debate as to whether these internal states in insects can be called 

emotions, it is clear that they display complex mechanisms to control their 

behavior and maintain their internal homeostasis, which may be partly 

comparable to the physiological mechanisms underlying our own feelings.

Limb-Shaped Heads

Perhaps the most intriguing of invertebrate animals are the cephalopods. 

Although deriving from a bilaterian ancestor, cephalopods have quite 

unusual anatomies and nervous systems. Octopus brains are very com-

plex and diverse, in relation to the species’ ecology, visual capacities, and 

social behavior. However, they lack a central nerve cord proper, and a large 

proportion of their neurons are distributed as a complex interconnected 

network along their arms. An octopus nervous system has about 500 mil-

lion neurons (about the same as a dog’s brain), with some 60  percent of 

these neurons located in the tentacles. Interestingly, cephalopods display 

no color vision in their eyes, having usually only one color-sensitive pho-

toreceptor (with a few exceptions) but have exploited polarized light vision 

which they use for increasing visual acuity.19

Octopuses have called the attention of both scientists and lay people 

with their behavioral and learning abilities, which have been popularized 

in different books, in movies, and in videos. Some of the more striking vid-

eos show octopuses using coconut shells as a shelter and opening jars with 

screw tops, something that chimpanzees have a hard time with. Yet, octo-

puses usually prey on bivalves and other mollusks encased in hard shells, 

and probably they have evolved an ability to pull apart and exert opposing 

forces to objects aided by their suckered arms. Octopuses have recently been 

found throwing objects to other octopuses or elsewhere, a behavior only 

seen before in birds and primates. Furthermore, cephalopods are impressive 
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masters of disguise, being able to change their fluffy shape and their col-

oration according to the background, to mimic algae and unpalatable or 

nonthreatening animals to avoid predation or to approach their prey. (This 

contrasts with their apparent lack of color vision; perhaps the photorecep-

tors in their skin might be color sensitive.) In addition, octopuses’ color-

ation patterns are highly unique for each individual, which may be used 

for subject recognition. Finally, and similarly to insects, cephalopods have 

demonstrated having a number sense and can remember the location, qual-

ity, and timing of a food source when foraging, displaying episodic-like 

memory. Likewise, they can learn from others like bees and vertebrates do. 

Cuttlefish have also shown the capacity to prefer larger rewards in the long 

term rather than smaller ones in the short term, which has been attributed 

to higher cognitive and planning capacities in vertebrates. Like the pre-

viously mentioned spiders, octopuses have also been found to engage in 

sleep stages similar to mammalians’ REM sleep and slow-wave sleep. In the 

active, REM-like sleep, octopuses move their eyes like mammals do, and 

furthermore they undergo intense color changes similar to those observed 

in the waking state. Still, whether octopuses and spiders engage in dream-

like activity is an open question.20

Perhaps more impressive is the fact that octopuses have also shown 

apparent signs of emotional attachment to humans, something that is 

highly unusual for solitary animals, especially invertebrates. Lay people 

and scientists who have been close to octopuses have been quite impressed 

with them, some claiming that they display some kind of consciousness 

while others are more skeptical, warning that lay people and even scholars 

may be attributing human emotional and mental states to them like we 

usually do with our pets.

Unusual Evolution

Cephalopods have become highly successful since the early Cambrian and 

dominated the seas for quite a long time before the radiation of modern 

fishes, being probably the most intelligent organisms of earth during those 

times. Intriguingly, despite their diversity, cephalopods are not found in 

fresh waters or in terrestrial habitats, perhaps due to constraints related to 

osmotic balance in this group. Moreover, cephalopods may have evolved 

through quite special mechanisms. Not only several gene families like the 

protocadherins, involved in axonal guidance have massively expanded in 
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this group, but in addition, cephalopod evolution is driven by diversifica-

tion of RNA molecules that increase protein variability, a phenomenon that 

has also been found in human brain evolution.21

Having gained the reputation of being the most intelligent invertebrate 

animals, there is no clarity about the origins of cephalopods’ cognitive 

skills. Their behavior defies the common notion that enhanced cognition 

results from complex social behavior (as it has been claimed in the case of 

human evolution) because, as said, they tend to live solitary lives, especially 

octopuses. Nonetheless, one proposal relates to the fact that cephalopods 

undergo fierce competition for mating, which is perhaps the most impor

tant instance of social behavior they have. In these instances, there might 

be intense selection for anticipating competitors’ behaviors and deceiving 

them in order to gain access to reproduction. Some theories claim that 

human cognition evolved precisely by developing a “Machiavellian intelli-

gence,” the ability to develop appropriate social strategies in order to maxi-

mize profit, which includes the art of deceiving. Another hypothesis for 

cephalopod intelligence is that as they lost their protective shell (which is 

an ancestral feature of mollusks), they had to evolve increased behavioral 

versatility to survive. However, there are a number of fossilized and living 

cephalopods that have shells, including the ammonites. In this context, it 

would be highly interesting to know the behavioral capacities of the Nauti­

lus, the only extant shelled cephalopod. Furthermore, many snails have lost 

their shells (like Aplysia, mentioned in the previous chapter), and beyond 

classical conditioning they are not known to have particularly sophisti-

cated cognitive skills. Perhaps the evolution of cephalopod intelligence 

results from a complex combination of traits related to the jet-propulsion 

locomotion that expanded their habitat (like flight in birds), which is asso-

ciated with complex sensory systems, and especially the manipulative abili-

ties these animals acquired through their sucker-bearing tentacles. This is in 

line with human evolution again, as hand dexterity was probably a critical 

driver of brain evolution in our species (see chapter 11).

Perspective

Bilaterally symmetric animals are most of the animals we are commonly 

acquainted with. One of the basic characteristics of bilaterians relates to the 

differentiation of a head provided with a brain and sensory organs, perhaps 
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derived from the sensory apical organ of larval jellyfish, plus a nerve cord 

along the body and a through-gut. The acquisition of a tubular gut sepa-

rates most bilaterians into two groups, depending on whether the embry-

onic blastopore becomes the mouth (protostomes, most invertebrates) or 

the anus (deuterostomes, including starfish and vertebrates), although this 

distinction is not so clear-cut as was traditionally considered.

Bilaterians are organized according to the establishment of two axes of 

embryonic differentiation: in the dorso-ventral and in the rostro-caudal 

directions. These two axes are defined by the differentiation of specific 

morphogenetic centers at their extremes, which secrete morphogen mol-

ecules that diffuse in the different directions. A group of genes termed 

homeobox genes works downstream of these signals and establishes iden-

tity to different parts of the body, especially in segmented animals like 

arthropods and vertebrates. Homeobox genes become expressed at a spe-

cific embryonic stage, called the phylotypic stage, where embryos acquire 

the main characteristics of their taxonomical group (arthropods, verte-

brates, mollusks, and so on). This provides a highly useful reference system 

for comparing different species.

Complex invertebrates have evolved brains and nerve cords, but ceph-

alopods seem to have lost their ancestral nerve cord, developing instead 

a nerve plexus that innervates their different arms. The differentiation of 

sensory systems, particularly smell and image-forming vision, and extremi-

ties to facilitate locomotion, are important advances in the evolution of 

more complex behaviors and for the establishment of a rudimentary map 

or model of the outside world. Insects and cephalopods have been shown 

to display complex behaviors like face recognition, episodic-like memory, 

and a notion of quantity, besides being capable of social learning and per-

haps emotion-like states, all of which point to some degree of intelligence 

and possibly sentience in these animals. While this chapter focused on the 

protostomes, in the next chapter, I will address the evolution of the deu-

terostomes and the origin of the vertebrates.
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Vertebrates are the animals with which we feel more familiar, as they have 

body plans, skeletons, and brains that we can recognize in our own bodies. 

This group arose as an early branch of the deuterostomes, originally as a 

lesser lineage compared with the major invertebrate branches. In fact, early 

deuterostomes are totally unimpressive regarding their ecology or their 

cognitive skills, but they evolved distinct characters and innovations that 

served as a scaffolding for constructing the body and brain organization 

of the vertebrates. Here, I will tell the story of the events that gave rise to 

a fishlike vertebrate starting from an early deuterostome ancestor, then I 

will describe the subsequent radiation of the vertebrates in the seas, and 

finally their colonization of land, yielding the major clades that compose 

this group. These processes lie at the root of our most fundamental human 

features like our voices and hand dexterity, not to mention our ability to 

walk and breathe air. I will deal more specifically with the evolution of the 

vertebrate brain in the next chapter.

Swimming Worms

Gill-Bearing Ancestors

Deuterostomes include quite dissimilar animals, divided into two main 

branches (figure 7.1). Morphology and recent fossil findings seem to indi-

cate a single origin of this clade, but some genetic analyses have suggested 

that it is not a monophyletic group. One branch of the deuterostomes 

includes starfish and kin (echinoderms), which lost bilateral symmetry and 

acquired a radially symmetric body, and its sister group the hemichordates 

(acorn worms), which have in common with chordates the presence of gill 

openings. In addition, these animals display a diffuse neural network below 

the skin reminiscent of the jellyfish condition, plus two interconnected 
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nerve cords along the body, one dorsal and the other ventral, that fuse in 

the head. Furthermore, in the head region (the “collar”), the nerve cord has 

a small segment that cavitates on the inside, giving it a hose-like appearance. 

This is a possible forerunner of the tubular nervous system that is typical of 

chordates, which gives rise to the brain and spinal cord of vertebrates.1

A Tailed Larva

The second deuterostome branch includes the chordates, the first fishlike 

animals that appeared in the tree of life and, according to some views, 

540

MYA

MYA

Ambulacrians

Deuterostomes

Chordates
Pikaia

Olfactores

Vertebrates

Pomatrum

Ed
ia

ca
ra

n
C

am
br

ia
n

H
em

ic
ho

rd
at

es

C
ep

ha
lo

ch
or

da
te

s

U
ro

ch
or

da
te

s

A
gn

at
ha

ns

G
na

th
os

to
m

es

Ec
hi

no
de

rm
s

Figure 7.1
The phylogeny of deuterostomes. Urochordates are shown in the larval stage. Poma­

trum is an early vetulicolian, while Pikaia is similar to extant cephalochordates.
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represent the stem branch of this group. One of the principal characteristics 

of chordates is the presence of the notochord, a semi-rigid, rod-like struc-

ture that determines the animal’s longitudinal axis and supports a swim-

ming tail (figure 7.2). As opposed to the larvae of hemichordates and most 

other marine animals that use rows of beating cilia to propel themselves in 

water, larval chordates evolved a tadpole-like muscular tail to swim around. 

Putative chordates (or basal deuterostomes, depending on the interpreta-

tion) appear in the early Cambrian period, represented in the fossil record 

by the vetulicolians (exemplified by Pomatrum), provided with a mouth, gill 

slits along the trunk, and a swimming tail (figure 7.1). Pikaia and Paleobran­

chiostoma are confirmed chordates, similar to the vetulicolians but more 

laterally flattened and more fishlike in appearance. Living chordates are 

subdivided into the more basal cephalochordates (lancelets or amphioxus, 
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Figure 7.2
The body organization of different deuterostomes. The larval hemichordate worm 

has gill slits along its digestive tract and a hollow nerve cord restricted to the collar 

region in the head. In the chordates (cephalochordates and urochordates), beside 

the gill slits there is a hollow neural tube that runs into the animal’s tail, and a stiff 

notochord below it. M: mouth; A: anus.
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quite alike to Pikaia and Paleobranchiostoma), the urochordates (sea squirts 

and related forms, some of which are sessile as adults but have a swimming 

tadpole-like larva), and the vertebrates.2

Hollow Brains

In chordates, the notochord is fundamental not only for swimming but is 

also critical for the differentiation of the central nervous system, a process 

called neurulation (see figure  7.3). In the early embryo, chemical signals 

emerging from the notochord induce the formation of a neural plate in the 

dorsal epithelium. This plate folds into its sides, becoming a hose-like struc-

ture called the neural tube that will become the spinal cord and the brain 

of vertebrates. In the borders of the neural plate, there is a population of 

cells that will form the peripheral nervous system, which in vertebrates is 

termed the neural crest (see chapter 6).

As mentioned, hemichordates display a rudimentary cavitation of the 

nerve cord limited to the head (collar) region, which may represent a fore-

runner of the vertebrate neural tube. On the other hand, the chordate neural 

tube runs along the whole body length, which to some authors provides 

a hydraulic skeleton to help the notochord. In this line, most chordates 

(but not hemichordates) display an enigmatic structure called Reissner’s 

fiber, which is a hair-like filament that floats inside the fluid-filled cavity 

of the neural tube (figure 7.4). This structure was recently found to serve 

as a proprioceptive sensor that contributes to maintain the straight axis 

in embryonic development. We have hypothesized that together with the 

notochord, Reissner’s fiber participated in the maintenance of the longi-

tudinal body axis, and moreover it also contributed to the extension of 

the neural tube into the trunk and tail regions of early chordates, thus 

adding this structure to the few key innovations that defined the chordate 

body plan.3

Being filter feeders, basal chordates have only a very small brain and no 

differentiated sensory organs. In the head region, the neural tube slightly 

expands into a single brain vesicle containing photosensitive and balance-

sensing cells, and the spinal cord locates caudally in the trunk and tail, con-

trolling muscular movements (figure  7.4). Sensory components connect 

with neurons that activate motor centers in more posterior brain regions 

(which has been compared to part of the brainstem of vertebrates), which 

in turn send axons to the spinal cord to elicit swimming movements. 
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Figure 7.3
The process of neurulation. A: The notochord sends inducing signals to the neural 

plate (note the border of the neural plate in gray, which will become the neural crest). 

B: The neural plate folds on its side, forming a neural groove. C: The neural tube is 

fully formed, and the cells of the neural crest (marked in gray) start migrating in dif

ferent directions to make the peripheral nervous system and other structures.
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Paradoxically, there is little evidence of olfactory structures in these ani-

mals. Swimming and other stereotyped behaviors like gill movements are 

produced by the rhythmic activity of central pattern generators located in 

the spinal cord and the primitive brain.4

Turning Upside Down?

Finally, there is another striking peculiarity of chordates: they look as 

upside-down versions of other bilaterians. In most bilaterians, the nerve 

cord runs in the inferior (ventral) side of the body, the heart is located on 

the superior (dorsal) side, and the digestive tract is placed between both 

(as depicted in Urbilateria: figure  6.2; see also figure  7.5). On the other 

hand, in chordates the nerve cord (more specifically the neural tube) and 

the notochord run dorsally, the heart is ventral, and the gut is in between 

both systems. Molecular evidence has supported the notion that the genes 

determining the dorso-ventral differentiation of these organs are homolo-

gous between insects and vertebrates (see the previous chapter); it is only 

that they appear expressed in an upside-down pattern with respect to each 
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Figure 7.4
The brain of cephalochordates. This consists of a small expansion of the anterior 

neural tube, containing in its walls a group of photoreceptor cells and a balance 

organ connected with a primary motor center (comparable to the reticular formation 

of the vertebrate brainstem) and a region perhaps comparable to the optic tectum 

(OT) of vertebrates. Reissner’s fiber is secreted by an infundibular organ (IO) and 

grows caudally all along the neural tube. The points marked by ZLI (Zona Limitans 

Intrathalamica) and IsO (Isthmic Organizer) may correspond to developmental land-

marks of the embryonic vertebrate brain (see figure 8.2).
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other (although there may be dissenting views). Furthermore, in chordates 

the mouth apparently develops on the opposite side of the body as other 

animals, facing the now ventral side in order to feed from the bottom. More 

specifically, while in non-chordates the mouth forms at the same side as 

the anterior nerve cord, in vertebrates it appears to form on the other side, 

where the heart is placed. Attempting to explain this observation, some 

have argued that it relates to the expansion of the notochord in the ances-

tral tadpole larva, which forced the opening of the chordate mouth on the 
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Figure 7.5
Putative dorsoventral inversion of chordates. Above, typical protostome, below, typi-

cal chordate. In most bilaterians, there are two opposed gradients of molecules (BMP 

and Chordin) determining the differentiation along the dorsoventral axis (see also 

figure 6.2). The BMP-rich side is related to the circulatory system (usually the dorsal 

side), and the Chordin-rich side is related to the central nervous system (usually 

the ventral side). These gradients are upside-down in chordates, yielding the nervous 

system in a dorsal position. The chordate mouth remains ventral and differentiates in 

the BMP-rich side, while in other animals it opens in the Chordin-rich side. Yet, some 

authors are recently questioning this view, claiming that chordates may be un-inverted.
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side opposite to where it is formed in other animals, producing the upside-

down turn of the whole body. Another possibility is that for biomechanical 

reasons, tail-powered swimming was more efficient with the notochord on 

the superior side. In this position, the rest of the body would “hang down” 

from it instead of having to balance above the notochord, which might 

have produced flotation complications.1,5 In any case, much more devel-

opmental genetic evidence will be needed to confirm or reject these views.

Great Innovations

A New Head

Since their origins, basal chordates have remained ecologically restricted, 

perhaps excepting the sessile urochordates (sea squirts) that are relatively 

abundant in the seas. Yet, as adults these animals lose most of the typical 

features of chordates to become sedentary filter feeders. It seems clear that 

having gill slits, a tail, a notochord, and a neural tube were not recipes 

for evolutionary success. However, a lineage of chordates, the vertebrates, 

acquired additional innovations that greatly enhanced their behavioral and 

evolutionary possibilities. Notably, these improvements largely rely on the 

diversification of a specific tissue, the embryonic neural crest that borders 

the neural plate in early development. This tissue amplified enormously 

in vertebrate origins, giving rise to a variety of structures that marked the 

emergence of this group. In different parts of the vertebrate body, the neural 

crest gives rise to a diversity of cell types, including the autonomic nervous 

system, endocrine organs, and pigmented cells, but in the head region they 

generate two of the most salient characters of vertebrates (see figure 7.6). 

Firstly, from the posterior brain, some of these cells migrate ventrally to the 

throat region, forming the cartilaginous branchial skeleton that enhances 

respiratory capacity and contributes to forming the vertebrate face (recent 

evidence indicates that in early vertebrates the neural crest contributed der-

mal skeletal elements, like scales, along the whole body, not only to the 

branchial system). Secondly, in the most anterior regions of the developing 

brain, where the cerebral hemispheres will form, the neural crest territory 

fragments in a series of cell clusters called placodes, which navigate like 

icebergs in the head surface in different directions, differentiating into or 

inducing the development of sense organs including the olfactory epithe-

lium, the eyes, and the inner ear, as well as the neuroendocrine hypophy-

sis. Recall that for some authors, the placodes represent an evolutionary 
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extension of the sensory-endocrine apical component of larval jellyfish (see 

chapters 4 and 6). The neural crest and placodes endowed the emerging ver-

tebrates with a stronger respiratory system and keen sense organs, enabling 

them to navigate around searching for food and to colonize new ecological 

niches that supported their evolutionary success.6

Finally, these changes were associated with another major event in early 

vertebrate evolution, where the whole genome duplicated twice, making 

four copies of each ancestral gene. It is believed that the genetic redun-

dancy produced by gene duplication released many genes to acquire new 

functions and opened a way to generate evolutionary novelties, like the 

amplification of the neural crest and all the cellular differentiation pro

cesses associated with it. However, evidence suggests that these gene dupli-

cations may not have inmmediately been followed by morphological 
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Figure 7.6
The branchial skeleton and neural crest in vertebrates. A: The gill slits in vertebrates 

became reinforced by a cartilage skeleton, the branchial arches (above). In jawed ver-

tebrates, the anterior arches became transformed in the jaw (below). B: The branchial 

skeleton is produced by neural crest cells that migrate from the embryonic brainstem 

to the throat region (above). In higher vertebrates (a chicken is shown here), the 

embryonic branchial arches do not produce gills but give rise to much of the face 

and throat skeleton (below).
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diversification, so that additional factors may have been involved (notably, 

hagfishes—early, jawless fishes—may have up to six copies of some genes 

but are missing others).7

Chemo-Sensation

With the previously mentioned characteristics, early vertebrates became able 

to orient their behavior over long distances, pursuing prey by using smell, 

sight, and energetic swimming provided by a tough muscular-skeletal 

system aided by mechanosensory balancing. One of the most important 

senses of early vertebrates was olfaction, which is critical for orienting, 

feeding, social behavior, and detection of predators. Olfaction evolved in 

tight correspondence with the hippocampus, a brain structure involved in 

memory formation, complying with its role in navigation and orienting. 

Another chemosensory system is taste (partly based on GCPR receptors), 

which apparently evolved in the mouth’s inside from gut tissue instead of 

deriving from placodes like the smell organs.8

Vision

Another crucial sense for vertebrates was vision. Vertebrates evolved paired 

eyes deriving from the single photoreceptor organ located in the anterior 

neural tube of early chordates. Cephalochordates display both rhabdomeric 

and ciliary photoreceptors (see previous chapter), but vertebrates have lost 

the rhabdomeric type and diversified the ciliary type into cones for bright, 

color vision, and the later emerging, highly sensitive rods for night vision. 

The vertebrate retina covers the internal surface of the eye, with a sheet-like 

structure composed of interconnected neurons and photoreceptor cells. A 

noticeable characteristic of the vertebrate retina is that the photoreceptor 

cells are buried inside the eye wall, while the neuronal layers are located in 

the retinal surface, interposed between the deep photoreceptors and the 

light coming through the eye cavity (figure 7.7). Therefore, light must tra-

verse all the neuronal layers before impacting on the photoreceptors, which 

produces a degree of optical distortion. On the contrary, in the insect com-

pound eyes and in the camera-shaped cephalopod eyes, photoreceptors are 

just in the retinal surface and light directly impinges on them. The reasons 

for this odd arrangement in vertebrates probably relates to their evolution-

ary history and the origin of the vertebrate eye as an outgrowth from the 

embryonic neural tube. In the semi-transparent basal chordates with no 

eyes, photoreceptors differentiate from ciliated cells lining the inner cavity 
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(the ventricle) of the neural tube, while their axons are placed over these 

cells (more externally) in the walls of the tube (see figure. 7.4). Thus, light 

must cross the axon layer (and the organism’s skin) before reaching the 

photoreceptors, which for a simple visual organ may not matter much. But 

as the eye increased in complexity, photoreceptors remained in the internal 

wall of the optic cup, and new neuronal layers were added making syn-

apses with the photoreceptor’s axons, which further interfered with light’s 

trajectory. Moving the photoreceptor layer to the outside probably implied 

intermediate phenotypes that were not functional and were discarded by 

natural selection.

Figure 7.7
Synaptic organization of the retina in flies and vertebrates. In insects, the light, com-

ing from the outside through the compound facets (not shown), directly hits the 

photoreceptors. In vertebrates, the light crosses the pupil and the eye cavity (not 

shown) before impacting on the retina, but must traverse the retinal network before 

reaching the photoreceptors. Also note the similar synaptic organization in flies and 

vertebrates. Medullar cells in insects, and ganglion cells in vertebrates, project their 

axons to the animal’s visual centers of the brain.
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Besides the already mentioned genetic similarities in eye develop-

ment between insects and vertebrates (see chapter 1), there are important 

functional and anatomical resemblances that most likely are the result of 

convergence rather than common ancestry. Firstly, insects and vertebrates 

share an ancestral molecular opsin photoreceptor (of the GPCR family), 

although they respond to light in opposite ways, inhibiting the receptor 

cell in vertebrates and activating it in insects. Secondly, the layered synap-

tic organization of the vertebrate and fly retinae is surprisingly analogous 

despite their different eye anatomies: in both cases, the retina is arranged in 

three interconnected cellular laminae that transmit the signal from recep-

tors to brain, and there are transverse interconnecting cells in each neuro-

nal layer (figure 7.7). Thirdly, a striking feature of the retinae of insects and 

vertebrates is that both combine neurons that activate with light (ON neu-

rons) and neurons that become inhibited with light (OFF neurons), which 

is essential to detect contrasts and movement. But again, this is based on 

different molecular mechanisms in both groups. In addition, insects and 

vertebrates (and other animals) are endowed with color vision, which pro-

vides higher visual acuity and facilitates object detection (see chapter 6). 

Thus, complex synaptic networks performing the same function evolved 

strong similarities but at the same time were built according to different 

strategies, reflecting their separate evolution.9

As said, more than any other sensory system, the retina provides a first 

“window” to the world and provides the basic blueprint for the knowledge 

of our surroundings. A fundamental discovery in this line was made by 

Humberto Maturana and collaborators in the 1950s–1960s when analyzing 

the electrical responses of the frog’s retinal neurons to light. While previ-

ous studies stimulated the neurons by directly illuminating a specific point 

in the frog’s visual field, Maturana discovered that the simple movement 

of a shadow over the frog’s eye generated a strong retinal response. Thus, 

it was not light itself but rather the changes in luminosity that produced a 

visual response. These findings led to the notion that the frog constructed 

its visual world starting from a few and very simple contrasts (like light-

dark borders and moving spots—the latter perhaps related to the percep-

tion of a wandering fly to be caught), instead of making a direct image 

of the world like a photographic camera does. The finding that our basic 

perception of the world relates to changes in the environment rather 

than providing a “photography” of the surroundings has had profound 
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consequences for cognitive neuroscience, and we will come back to them 

in the subsequent chapters.10

Balance and Hearing

Finally, in early vertebrates, balance became fundamental for proper swim-

ming. In fishes, the elaboration of the balance sensors of the inner ear, 

provided by the semicircular canals, was probably key in developing a more 

active lifestyle. Fishes have also developed the lateral line, a system of chan-

nels in the skin that allow them to detect water movements, and many 

have developed electro-sensory systems that enable them to detect prey 

and communicate. The inner ear of fishes also contains an auditory compo-

nent that detects water or air vibrations, which were later used by terrestrial 

vertebrates as a dominant sense.11

The Life of Fishes

Spreading through the Seas

Vertebrates emerged from Cambrian animals called yunnanozoans (for 

example, Haikouella), provided with pharyngeal slits, rudimentary eyes, 

a muscular body, and a tail with a dorsal fin that increased stroke during 

swimming. More complex anatomies were acquired by the conodonts that 

followed them, provided with well-developed eyes (see figure 7.8). Con-

odonts became quite abundant from the Cambrian to the Jurassic period, 

coexisting with more modern fishes, ammonites, and giant marine reptiles, 

being a common prey for many invertebrates and vertebrate animals.12

Together with conodonts, the extant eel-like lampreys (Cyclostomata) 

and hagfishes (Myxinoidea), which are not directly related to each other, 

represent the most basal branches of vertebrates. The latter two groups 

are provided with eyes and eye muscles to direct sight, gill slits supported 

by a cartilaginous skeleton instead of the collagenous branchial skeleton 

that is found in basal chordates, a tail provided with a caudal fin for 

swimming (but like the basal chordates they do not have paired fins), and 

oral denticles that they use to suck blood from other fishes (lampreys) or 

to eat carcasses in the sea bottom (hagfishes). Hagfish and lampreys also 

display vestigial cartilaginous vertebrae, probably representing a second-

ary reduction from a swimming ancestor. Fossil lampreys and hagfish date 

from about 350 MYA, having changed practically nothing since then.
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Figure 7.8
The evolution of fishes. Lampreys, hagfish, conodonts, Haikouella, and armored 

fishes are jawless vertebrates. Mineral bone appears in the armored fishes and jaws in 

the placoderms. Chondrichthyans lost the mineral bone, and the remaining jawed 

fishes are the bony fishes. Bianchengichthys and Guyju are early bony fishes, together 

with acanthodians. The lineage toward terrestrial vertebrates, or tetrapods, stems 

early in sarcopterygians with Tiktaalik being a key species.
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Skeletons

Another fundamental acquisition of early vertebrates was the development 

of mineralized bone. Curiously, the earliest evidence of mineral bone, called 

dermal bone or acellular bone, is not the internal skeleton but can be found 

as external armors in the first fossil fishes dating from some 520 MYA. These 

external bony plates remain in all vertebrates until now, giving rise to most 

of the cranium and part of the face skeleton. Furthermore, external bone 

derived from small denticle-like plates called odontodes, which points to a 

common origin with teeth.

Armored fishes subdivided in two lineages: the older heterostracans and 

the more derived osteostracans. The former do not display evident signs of 

internal ossification, but some species (particularly Tujiaaspis) had lateral 

folds along the body that have been proposed as precursors of the paired, 

lateral fins of modern fishes. The more advanced osteostracans and kin 

display evidence of internal bone and developed paired pectoral fins that 

increased swimming skills. This was another great advancement because the 

internal skeleton provides support for the attachment of muscles, allowing 

a more vigorous swimming to chase prey and to escape predators.13

The origin of the paired fins has been a matter of controversy for evo-

lutionary biologists, some proposing that the internal skeleton supporting 

them evolved as a transformation of the posterior branchial skeleton. 

Another hypothesis suggests that the lateral fins developed from anterior 

extensions of the caudal fin that reached the trunk region on both sides of 

the body, like the lateral folds of Tujiaaspis. Like other instances of evolution-

ary controversy, this one about fin origins may well remain for long. Any-

how, there is the possibility of a combination of the two hypotheses, where 

the lateral folds of heterostracans developed internal bone condensations 

by activating a set of genes partly related to gill skeleton development and 

recruited these later for pelvic fin formation.14

Jaws

The armored fishes gave rise to the placoderms, bearing a fundamental 

innovation that gave them a further similarity to modern fish: the pres-

ence of jaws (see figure 7.6). Interestingly, a recent study has shown that 

a specific homeobox gene (called Nkx3.2) is involved in the development 

of jaw articulation in most fishes but is absent in jawless fishes, and it may 

have played a role in jaw origins. The acquisition of jaws was associated 
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with the origin of mandibular teeth and an increase in mouth size, enabling 

the early fish to feed on larger prey and to circulate more water through 

their gills and absorb more oxygen, promoting a more active lifestyle. Plac-

oderms underwent a massive radiation starting in the Ordovician period 

about 485–445 MYA and became extinct by the Carboniferous period some 

360 MYA, possibly due to competition with the emerging modern fishes. 

In their lifetime, they populated all the seas and became extremely diverse, 

including terrifying animals like the six- to seven-meter-long Dunkelosteus 

that became the largest predator ever at that time. Stemming from placo-

derms, early cartilaginous fishes or chondrichthyans made their appear-

ance some 420 MYA or earlier, losing the external and internal bones that 

increased their buoyancy.

Bony fishes also originated quite early in vertebrate history and may 

have been related to the acanthodians, fossil fishes endowed with spines 

in their fins. Early bony fishes are Bianchengichthys and Guyju (ghost fish 

in Chinese), which show characters of both placoderms and bony fish. The 

osteichthyes or modern bony fishes are the largest and most diverse verte-

brate group and divided very early into the less common lobe-finned fishes 

(Sarcopterygii; coelacanths and lungfishes, with fleshy fins), from which 

terrestrial vertebrates evolved, and the much more abundant ray-finned 

fishes (Actinopterygii). The latter are most of the bony fish we know, and 

are the most successful vertebrates ever, including some twenty-eight thou-

sand extant species. Notably, early bony fishes acquired lung-like structures 

to capture air, as they may have lived in shallow waters. These evolved into 

the terrestrial vertebrates’ lungs in the sarcopterygian lineage and into a 

swimming bladder to increase flotation in osteichthyes. Therefore, this tre-

mendous innovation promoted the transition to land in the former group, 

and the dispersion into the seas and fresh waters in the latter group.15

Out of Water

The Great Leap Forward

In the Devonian period, a group of Sarcopterygians collectively known as 

Osteolepiforms, provided with robust fin skeletons, were the pioneers onto 

firm ground, using their primitive lungs to catch air and emitting sounds 

when exhaling air, which much later would allow our species to speak. 

Osteolepiforms were large, shallow water ambush predators living in the 
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lakes and rivers of the Devonian period. A further step, closer to the earli-

est terrestrial vertebrates, is provided by the Elpistostegalians exemplified 

by Tiktaalik, provided with a flat, alligator-shaped skull. In general, these 

animals are quite difficult to distinguish from the earliest tetrapods (four-

limbed terrestrial vertebrates), which are classified as amphibians together 

with the extant frogs and salamanders (living amphibians are called lis-

samphibians). The earliest amphibians resembled giant salamanders like 

the 370 MYA Ichthyostega, which was largely aquatic, spending little time 

on ground. Amphibians underwent a strong radiation during the Carbon-

iferous and Permian periods (350–250 MYA), but they were confined to 

live near water in order to lay their eggs. Fossil amphibians practically dis

appeared in the late Permian extinction event, and their relations with pre

sent day amphibians are another enigma.16

The colonization of land implied surpassing a great physiological 

obstacle, which is the rapid loss of water in the body when living in a 

non-aqueous environment. This was partly resolved by making a tight 

integument that minimized water loss. Another adaptation to live on land 

consisted of one of the most spectacular skeletal innovations in vertebrate 

history: the transformation of fins into limbs. As expected, the develop-

ment of vertebrate fins and limbs is driven by Homeobox genes and related 

ones. Perhaps the most dramatic modification in this process took place in 

the formation of the vertebrate hand and foot, in which a fleshy “palm” 

was formed together with digits. Digit formation took place concomitant 

with a dramatic reduction of the fin’s rays present in sarcopterygians, whose 

vestiges may correspond to our nails. The earliest amphibians already had 

well-formed digits in their four limbs, but their numbers were highly vari-

able, usually more than five (up to ten), and only in later stages of tetrapod 

evolution did the number became fixed to five digits. Notably, the genes 

involved in fin–or limb–differentiation may have been coopted in terres-

trial vertebrates to develop the external genitalia. Another important but 

less known acquisition was the development of a muscular tongue that 

enabled early tetrapods to swallow prey on land, since aquatic fishes usually 

swallow their food by creating a water current to suck prey inside. The mus-

cularization of the tongue is another great innovation that later amplified 

the feeding and communicative abilities of terrestrial vertebrates, pollen-

feeding in birds and bats, mastication in mammals, and complex vocaliza-

tions as in bats and human speech.17
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Laying Eggs on Land

Another breakthrough took place when some small tetrapods became able 

to lay their eggs on ground by covering them with a shell and a mem-

brane containing a fluid-filled cavity, the amnios (the chicken egg’s white), 

which protects the embryo from desiccation.13,18 These animals also had 

a slender but well ossified skeleton provided with mobile ribs to inhale 

air, resulting in a smaller mouth and a modified jaw and dentition that 

enabled them to catch prey more efficiently and feed on plants. Amniotes, 

as they are called, radiated quite early in two main branches. On the one 

hand, there were the synapsids or so-called mammal-like reptiles (strictly 

they were not reptiles), characterized by a single opening in the side of the 

skull to make space for jaw musculature and by the appearance of incipient 

canine teeth, possibly both features related to more powerful biting. On the 

other hand, the ancestors of modern reptiles and birds emerged (diapsids 

or sauropsids) that had two skull openings (see figure 7.9). Among the 

synapsids, carnivore and herbivore pelycosaurs featuring the sail-bearing 

species Dimetrodon and Edaphosaurus among many other forms dominated 

the earth during the Carboniferous. In the Permian, pelycosaurs gave rise to 

the therapsids, more mammal-like in shape and behavior, who also evolved 

into carnivorous forms like the sabertoothed gorgonopsians and herbivores 

like the dicynodonts, some of which achieved rhinoceros-like sizes. These 

animals modified their gate by rotating their limbs, placing them under the 

body unlike most reptiles and amphibians, which have the limbs oriented 

sideward from the body. Some authors suggest that therapsids could have 

had hair, skin glands, and an intermediate degree of homeothermy (warm-

bloodedness), presaging these conditions in the early mammals. Close to the 

end of the Permian period, the major biological catastrophe in earth’s history 

took place due to intense volcanism and global warming. This event elimi-

nated most therapsid lineages excepting a few like the pig-like dicynodonts 

and the smaller sized cynodonts. The former became soon extinct, but the 

cynodonts survived longer into the Mesozoic period and gave rise to the 

early mammals.

The other branch of early amniotes, the diapsids (or sauropsids), emerged 

by the late Carboniferous, diverging into two main branches. The first one 

gave rise to lizards, snakes, terrifying marine mosasaurs, and the lizard-

resembling rhincocephalians. In the second branch are the crocodiles, ptero-

saurs, dinosaurs (including birds), and possibly turtles. Diapsids diversified 
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Figure 7.9
The phylogeny of the terrestrial vertebrates. The position of turtles and marine rep-

tiles (ichthyosaurs and plesiosaurs) is uncertain.
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after the great Permian extinction, with crocodile-like archosaurs as the main 

predators of the time. Dinosaurs emerged from an archosaurian lineage and 

later became the dominant species on earth throughout the middle and late 

Mesozoic. Most dinosaurs and many other species were wiped out from the 

earth by the massive asteroid impact in what is now Yucatán in Mexico, 

some 65 MYA. The sudden extinction of the dinosaurs marked the end of 

the Mesozoic and the beginning of the Cenozoic era, again wrongly called 

the age of mammals. Yet, a lineage of small warm-blooded and feathered 

carnivorous dinosaurs, which possibly started with Archaeopteryx, made it 

through the extinction event and became the modern birds that together 

with mammals disseminated in the post-impact world.

Perspective

Chordates are a group of deuterostomes that evolved a tadpole-like, tailed 

swimming larva, as opposed to the typical ciliated larvae of most marine 

animals. Additional characters of chordates are the presence of gill slits 

and a hollow neural tube instead of a nerve cord, but these features were 

inherited from ancestral deuterostomes. A key chordate characteristic is the 

notochord, which provides the necessary stiffness to the body and tail for 

efficient swimming and induces the formation of the neural tube, which 

carries long axons from the brain to the trunk and tail regions to coordinate 

swimming. At its front, the chordate neural tube expands into a small ves-

icle containing photosensitive and balance-sensing organs, presaging the 

origin of the brain. Another important characteristic of chordates is that their 

bodies are organized in an upside-down arrangement compared to other 

animals, and the mouth changes in position according to this inversion.

The origin of vertebrates is associated with a series of developmental 

innovations provided by the amplification of the embryonic neural crest 

and placodes, which contributed to the origin of a branchial skeleton and 

paired sense organs among other structures. A critical step propelling ver-

tebrate evolution was the origin of jaws as modifications of the anterior 

branchial arches, which enabled them to capture larger prey and have a 

more active life. Bony fishes split into the ray-finned fishes, and the lobe-

finned fishes. The latter became able to colonize land by taking advantage 

of a primitive lung and by transforming their fins into limbs. Another great 

innovation was the origin of the amniote egg, which enabled a branch of 
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tetrapods to live their full lives outside the water unlike amphibians. Early 

amniotes divided again into two branches: the synapsids, which dominated 

the Permian period and eventually gave rise to mammals, and the diapsids 

that evolved into all living reptiles and birds. The latter became more abun-

dant in the Mesozoic period, which ended after a massive asteroid impact 

to give rise to the Cenozoic or the age of mammals. The next chapter tells 

the story of the expansion of the vertebrate brain, its development, and its 

sensory and motor organization in different lineages.
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8  A Masterpiece of Evolution

In this chapter, I will discuss the evolution of the vertebrate brain and its 

diversification among the different vertebrate classes, emphasizing the 

brains of birds and mammals. I will first refer to the phylogenetically con-

served aspects of brain structure and development, and in the second part 

of the chapter I will address the morphological divergence of the verte-

brate brains, which is associated to the expansion of “higher” brain regions 

involved in sensory perception and the organization of behavior. This sec-

ond part is the most controversial, as for more than a century there have 

been agitated discussions among neuroanatomists to establish homologies 

between different vertebrate brains without reaching a consensus.

Before we begin, a brief sketch of vertebrate brain neuroanatomy may 

be most helpful (see figure 8.1). The vertebrate brain is subdivided in two 

main regions: the forebrain and the brainstem. The forebrain includes the 

cerebral hemispheres and some deep brain structures like the thalamus that 

relays sensory inputs to the cerebral hemispheres. In addition, the forebrain 

includes the hypothalamus, a small but critical complex of nuclei that con-

trols neuroendocrine functions and general body physiology. Behind the 

forebrain is the brainstem (divided into the midbrain and the hindbrain), 

containing sensory and motor nuclei that control sensory-oriented body 

reflexes and basic behaviors like locomotion, breathing, and swallowing. 

The brainstem also modulates the general activity of upstream forebrain 

centers and downstream spinal cord circuits. In the brainstem lies the cere-

bellum or “little brain” that coordinates motor behaviors and will be briefly 

discussed.
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The Stem

Axes and Segments (2)

Like the body organization of most bilaterians, brain development is 

organized according to two main axes of differentiation: a rostro-caudal (lon-

gitudinally along the neural tube) one and a dorso-ventral (back to belly) one, 

which are determined by the presence of distinct molecular concentration 

gradients in all four directions (see chapters 6 and 7 and figure 8.2). In this 
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Figure 8.1
The main components of the brain and sensory inputs, exemplified in a human 

brain. The cerebral hemispheres comprise the cerebral cortex, thalamus, and hypo-

thalamus (HYP) among other structures. The brainstem includes several brain nuclei 

involved in reflex actions and the cerebellum. The main sensory pathways (exclud-

ing olfaction and taste) are also shown: vision (from the eye), somatosensory, and 

audition (inner ear), all of which end up in the thalamus (only the visual thalamic 

input is shown for clarity). Note that the visual pathway is divided into two com-

ponents: (1) a “direct” pathway that goes directly from the retina to the thalamus, 

which ends in the primary visual area (V1); and (2) a pathway that passes through 

the brainstem, which ends in the secondary visual areas of mammals (V2-3).
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process, some genes involved in the formation of the embryo’s head (one 

of these is eloquently called Cerberus) induce the formation of the brain and 

brainstem. In the hindbrain (posterior brainstem), the classical homeobox 

genes contribute to the differentiation of specific segments (called rhom-

bomeres), which are associated with distinct cranial nerves and embryonic 

branchial arches (see chapter 7). On the other hand, the forebrain becomes 

patterned by a mosaic of more complex homeobox-containing genes that 

subdivide the organ into a series of segments called prosomeres. As it is 

strongly conserved across species, this segmental organization has been a 

useful tool to establish homologies between different vertebrate groups.1

Together with the rostro-caudal axis of differentiation, the vertebrate 

brain (and the whole embryonic neural tube for that matter) differentiates 

in the dorsoventral dimension, driven again by two opposing gradients. One 
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Figure 8.2
Differentiation of the embryonic brain. Antero-posteriorly, a complementary gradi-

ent of morphogens (Cerberus and Wnt), specify an axis over which a segmented 

structure differentiates, with rhombomeres in the posterior brainstem or hindbrain 

(R1-8), the mesencephalon or midbrain (M) in the anterior brainstem, and proso-

meres in the forebrain (P1-6). The dorso-ventral axis is driven by complementary gra-

dients (BMP and Shh), and in the brainstem and spinal cord specifies a dorsal or alar 

sensory plate from a ventral or basal motor plate, separated by a sulcus limitans. The 

zona limitans intrathalamica (ZLI) and the isthmic organizer (IsO) are morphoge

netic centers that pattern structures anterior and posterior to them and may also be 

present in cephalochordates (see figure 7.4).
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gradient emerges from the floor plate (the ventral wall of the neural tube) 

and the other stems from the roof plate (the dorsal wall of the neural tube). 

These two opposing gradients result in the differentiation of a dorsal, mostly 

sensory region (the alar plate) and a ventral, largely motoric or endocrine 

region (the basal plate) along the neural tube. In the forebrain, these oppos-

ing gradients are also present, but there is no clear correspondence with sen-

sory and motor functions. Thus, the vertebrate brain blueprint corresponds 

to a highly conserved genetic and developmental patterning mechanism 

that also shapes the body of most bilaterian species.

The Brain’s Stalk

The embryonic differentiation of the early vertebrate brain was related to 

several functional innovations. As said, in the brainstem are located the 

motor and sensory circuits that control rhythmic movements for feed-

ing, respiration, locomotion, swallowing, chewing, and eye movements. 

Another crucial brainstem innovation was provided by sensory systems and 

complex sensory-guided reflexes. For example, the eyes remained heavily 

connected to a brainstem structure called the optic tectum that drives 

visuomotor orientation reflexes (see figure 8.1, pathway 2). Early chordates 

have a rudimentary forerunner of the optic tectum (see figure 7.4), but the 

vertebrate tectum becomes organized similarly to the retina (or the mam-

malian cerebral cortex), in a series of cellular laminae that repeat the topo-

graphic organization of the visual scene so that different positions in space 

correspond to different retinal positions and to different tectal positions. 

The optic tectum also sends visual input up to the cerebral hemispheres. 

However, this ascending projection loses the topographic organization of 

the visual field. Consequently, in most vertebrates, spatial vision and ori-

enting visual reflexes remain largely restricted to the brainstem. An excep-

tion are the mammals and a few other vertebrates in which a second visual 

pathway that goes directly to the cerebral hemispheres has gained predomi-

nance (figure 8.1, pathway 1).2

The Little Brain

Another key feature of vertebrates is the cerebellum, a prominence in the 

back of the brain that coordinates complex movements but also contains 

an important but understudied sensory and cognitive component. The cer-

ebellum seems to have emerged in jawed vertebrates, possibly related to a 
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more active lifestyle (cartilaginous fishes have relatively large cerebellums). 

In terrestrial vertebrates, there is a close coevolution between the cerebellum 

and the cerebral hemispheres where both increase in size together, amplify-

ing their reciprocal connectivity as they grow. Notably, the cerebellum con-

tains an astounding number of densely packed neurons, which in mammals 

add up to more than five times the neurons in the cerebral cortex.3

The Emergence of the Cerebral Hemispheres

Smell and the Brain

In the first vertebrates, olfaction was a critical element for exploratory 

behavior and orientation. Very early in their history, they acquired a pair of 

large olfactory bulbs and incipient cerebral hemispheres, as small evagina-

tions in the front of the neural tube. The olfactory bulbs relayed chemosen-

sory input to the emerging hemispheres, reaching a rudimentary olfactory 

cortex. This was closely connected to the hippocampus, another early 

cerebral hemisphere structure that participates in learning and memory. 

An associated chemosensory system corresponds to the accessory olfactory 

bulb, receiving pheromone inputs that drive social and sexual behavior, 

which are largely conveyed to the amygdala, a deep complex of nuclei in 

the lateral hemispheres that is involved in emotional behavior, and to the 

neuroendocrine hypothalamus. Thus, the cerebral hemispheres of early ver-

tebrates may have received abundant chemosensory projections and may 

have been used to make different kinds of memories, spatial and emotional.

In agreement with this, the hemispheres of the jawless hagfishes are 

largely dominated by olfactory input, while other sensory modalities like 

vision have a more restricted projection. Nonetheless, another jawless fish, 

the lamprey, has a more active lifestyle than the hagfish and its cerebral 

hemispheres receive a strong visual input. It is thus likely that the progres-

sive invasion of the telencephalon by non-olfactory inputs was an early 

event, or appeared more than once in vertebrate brain evolution.4

Ballooning Vesicles

Subsequently, the cerebral hemispheres underwent a tremendous expan-

sion in most vertebrate lineages, reaching in some species up to billions of 

neurons. This was achieved by a highly conserved embryonic process where 

stem brain cells (the radial glia mentioned in chapter 5) underwent rapid 
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proliferation and produced large quantities of neurons. As said in chap-

ter 5, these cells begin dividing symmetrically, generating two equal pro-

genitor cells in each round, which increases their numbers exponentially. 

In later developmental stages, progenitors undergo neuron-generating, 

asymmetric divisions where one of the daughter cells becomes an imma-

ture neuron and the other remains as a stem cell. Some genes, like ASPM 

and the already mentioned Pax6, control the transition from symmetric 

to asymmetric cell divisions, perhaps contributing to the expansion of the 

vertebrate brain including the mammalian cerebral cortex and the human 

brain (figure 8.3).

However, these mechanisms may be insufficient when it comes to pro-

ducing very large brains like those of birds and mammals because devel-

opmental time is short and the internal ventricular zone, where neuronal 

progenitors divide, is limited in how much it can expand. These vertebrate 

groups have taken advantage of another strategy to increase neuronal 

Asymmetric
divisions

(neurogenesis)

Radial glia

Symmetric
divisions

Indirect
neurogenesis

VZ
SVZ

Figure 8.3
Neurogenesis in the cerebral hemispheres. For clarity, only a small region of the 

embryonic cerebral hemispheres is shown. Note that cell division takes place in the 

ventricular zone (VZ), located in the internal surface of the developing hemispheres. 

Neuronal progenitors (radial glia, shown in white) first divide symmetrically (left) 

generating two identical daughter cells (shaded in gray). In later stages, progenitors 

undergo asymmetrical divisions (middle) where one daughter cell differentiates as a 

neuron, detaches from the ventricular zone (VZ), and migrates to its adult position. 

In the cerebral hemispheres of birds and mammals, indirect neurogenesis (right) pro-

duces intermediate progenitors in the subventricular zone (SVZ) that keep dividing 

before they start migrating.
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production, called indirect neurogenesis. In indirect neurogenesis, instead 

of producing an immature neuron, one of the daughter cells becomes an 

intermediate neural progenitor that keeps dividing but detaches from the 

internal surface of the cerebral hemisphere (the other daughter remains as 

a standard progenitor). In mammals and birds, intermediate progenitors 

accumulate to form a distinct layer (called the subventricular zone, SVZ, 

just above the ventricular zone) where they increase neuronal production 

without expanding the ventricular surface. It looks like indirect neurogen-

esis became amplified separately in mammals and birds, in a case of evo-

lutionary convergence. Furthermore, primates go a step further from other 

mammals by generating a special kind of radial glia-like cells (called basal 

radial glia) in the SVZ, further augmenting neuronal numbers.5

A Long Journey

Especially in vertebrate brains, newborn neurons face another big challenge, 

which is to migrate from the inner ventricles to outer regions to coalesce 

in specific nuclei or laminae. In the cerebral hemispheres, neuronal migra-

tion follows a rather unexpected pattern, partly provided by a striking dif-

ferentiation between the upper (dorsal) and lower (ventral) parts of these 

structures. The dorsal region is just a thin sheet in the early embryo and is 

termed the pallium, while the ventral region is more bulbous and is called 

the sub-pallium. In the adult, the pallium receives most sensory inputs and 

generates motor outputs, and gives rise to the cerebral cortex of mammals 

and other structures (see figure 8.4). On the other hand, the sub-pallium dif-

ferentiates into the basal ganglia and other structures that are involved in 

coordinating motor and regulatory functions. Intriguingly, in embryogenesis 

the pallium gives rise mostly to excitatory neurons, while inhibitory neu-

rons are largely generated in the sub-pallium.6 Thus, the migration of excit-

atory neurons into the pallium is relatively simple: they just move outward 

to the surface, in a process called radial migration, aided by the radial glia. 

But since the pallium also contains inhibitory neurons, it must “import” 

the latter from subpallial regions, in a process termed tangential migration 

where cells move in a direction parallel to the hemisphere surface. This 

mysterious process has been documented in all vertebrates studied, perhaps 

resulting from early established regional differences in neuronal type pro-

duction that were acquired by the common ancestor of the group.
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Hippocampus MP

D

DP

LP

VP

LM

V

HEM

Radial
migration
(excitatory)

Tangential
migration
(inhibitory)

Amygdala

Pallium

Subpallium

Basal
ganglia

Olfactory
cortex

ANTIHEM

Neocortex

Figure 8.4
The main components of the embryonic cerebral hemispheres in mammals. This is a 

transverse section of one hemisphere’s pallium, subdivided into medial (MP), dorsal 

(DP), lateral (LP), and ventral (VP) parts, which roughly give rise to the hippocampus, 

neocortex (mostly), olfactory cortex, and the amygdalar complex, respectively. The 

cortical hem and the antihem are embryonic morphogenetic centers that drive the 

differentiation of these components. The sub-pallium differentiates into the basal 

ganglia involved in motor functions, among other structures. Excitatory neurons 

are produced in the deep part of the pallium and migrate radially, outward (short 

arrows). Conversely, inhibitory neurons are produced in the subpallium and migrate 

tangentially to reach the pallium (long, segmented arrow). D: dorsal, L: lateral, M: 

medial, V: ventral.
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Hemispheric Memories

Memento

I have reviewed the cellular development of the vertebrate brain, which is 

highly conserved across species. Now I will focus on specific components 

of the cerebral hemispheres that can be easily recognized across vertebrate 

groups and some of which participate in one of the most relevant func-

tions of the vertebrate brain: memory formation. Of special interest in this 

context is a pallial region called the hippocampus (see figure 8.4), which 

differentiates near the dorsal midline of the embryonic hemisphere. Most 

sensory modalities directly or indirectly converge into it, especially olfac-

tion and vision. Many studies have shown that the hippocampus partici-

pates in integrating multisensory information and in memory formation 

(particularly, spatial and episodic-like memory) in all vertebrates studied. I 

will further discuss hippocampal functions in the next chapter.7

Emotions and Routines

Another fundamental component of the cerebral hemispheres is the amyg-

dala, a complex set of nuclei lying on the border between the pallium and 

the basal ganglia. This structure receives multisensory inputs from the 

brainstem and thalamus and has connections with hypothalamic areas 

involved in emotional or instinctive responses, evoking generalized physi-

ological responses to frightening and pleasant stimuli, but it also contrib-

utes to motivation and drives purposeful behavior.

The third memory-related component of the cerebral hemispheres is the 

subpallial basal ganglia, involved in motor or procedural memories (like 

bike riding). In fishes and amphibians, the basal ganglia are largely con-

nected with the thalamus and the brainstem, and they participate in the 

control of stereotyped behaviors like feeding, locomotion, posture, and eye 

movements. However, in birds and mammals, the basal ganglia increas-

ingly engage in a reciprocal circuit with the pallium that allows more com-

plex and versatile behaviors based on motor learning. The basal ganglia 

are strongly modulated by the neurotransmitter dopamine (see chapter 5), 

secreted by the axons of neurons that have their cell bodies in the brain-

stem. Furthermore, in a region called the ventral striatum, dopamine partici-

pates in motivational mechanisms, driving behavior toward or away from 
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emotionally relevant stimuli, that have been fundamental for vertebrate 

success and evolution.8

A Neuroanatomical Puzzle

Diverging Shapes

Up to here, I have highlighted the conserved components of the vertebrate 

cerebral hemispheres and their general functions in behavior and memory. 

I will now come to a more controversial issue, which is the evolution of 

some specific areas of the pallium that receive sensory afferences and partic-

ipate in behavioral organization. These regions have enlarged enormously 

in different species, yielding an intricate rainbow of morphologies. Neuro-

anatomists have struggled to compare the different vertebrate brains to find 

homologies among them and to unveil their evolutionary origins, engaging 

in highly intense and emotional controversies for more than a century.5,9

Interestingly, the simplest cerebral organization is found in the amphibi-

ans and the lobe-finned fishes (like the lungfishes), resembling the balloon-

like embryonic condition of other vertebrates (figure 8.4). On the other 

hand, ray-finned and cartilaginous fishes have undergone significant 

increases in brain size, strongly distorting the ancestral pattern and making 

a nightmare for species comparisons. Despite usually lacking elaborate or 

grasping appendages like insects or mollusks, fishes display sophisticated 

cognitive skills and evolved brains more complex than those of most inver-

tebrates (with the possible exception of cephalopods), largely associated 

with exploratory behavior. Some fishes can even consider who is observing 

them when performing an action: cleaner fish, which remove dead skin 

and other products from the skin of other fishes, improve their cleaning 

behavior if there is a third fish nearby so that the observer will allow it to 

clean her later. Moreover, some fish can recognize themselves in a mirror, a 

trait that was initially believed to be privative of large-brained mammals 

and birds and has been considered by some as a test for consciousness in 

animals.10

Brains on Land: A Thorny Dispute

In the amniote lineage, brain structure dramatically diverged after their 

separation into two lineages (sauropsids and mammals). On the one hand, 

reptiles developed an internal neuronal mass called the dorsal ventricular 
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ridge (DVR), which receives most of the auditory and visual sensory inputs 

ascending from the brainstem (in the case of the visual system, pathway 

2 in figures 8.1 and 8.5). More dorsally, reptile brains display a very small 

cortex containing the hippocampus, the olfactory cortex, and a small dorsal 

cortex interposed between them, which corresponds to the embryonic dorsal 

pallium in figure 8.4. The large brains of birds hypertrophy into a complex 

group of nuclei but retain the basic organization of the reptilian hemispheres. 

On the other hand, mammals developed the neocortex (or cerebral cortex) in 

the dorsal aspect of the pallium; it is a six-layered structure that receives most 

of the sensory inputs and sends downstream motor commands.

Despite this great morphological divergence, there are notable similari-

ties in connectivity between the sauropsid and mammalian brains. Both 

Sauropsids Mammals

NC
DC

Thalamus

Retina RetinaOptic
tectum

Thalamus11 2 2

V1

V2-3

BGBG
Am

DVR

Figure 8.5
The visual pathways to the brain in sauropsids and mammals. The direct pathway 

(1) reaches directly the thalamus and ends in the dorsal cortex of reptiles (DC) and 

in the primary visual area (V1) of the mammalian cerebral cortex. The brainstem-

relayed pathway (2) ends in the DVR of sauropsids, while in mammals this pathway 

reaches the secondary and tertiary visual areas (V2-3), and the mammalian amygdala 

(AM). The brainstem-relayed pathway (2) is more prominent in sauropsids and non-

amniotes, while the direct pathway (1) is more developed in mammals.
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the sauropsid DVR and a part of the mammalian neocortex receive major 

visual and auditory inputs that are relayed in the brainstem (figure 8.5). 

Conversely, visual and somatosensory inputs that do not relay in the brain-

stem but ascend directly to the brain reach the reptilian dorsal cortex (or its 

avian equivalent) and the mammalian neocortex (see figures 8.1 and 8.5; 

visual pathway 1). Based on this evidence, some authors proposed that part 

of the DVR is homologous to the sensory areas of the mammalian neocortex 

that receive the brainstem-relayed projections (exemplified as areas V2-3 in 

figures 8.1 and 8.5, which receive input from pathway 2). As a consequence, 

the mammalian neocortex would have had two separate origins, one deriv-

ing from the reptilian DVR and the other deriving from the reptilian dorsal 

cortex.11

A different perspective, first proposed in the early twentieth-century and 

promoted again in the 1990s by several scholars, including me, is based on 

embryological and genetic evidence and implies that the neocortex derives 

largely from the reptilian dorsal cortex, while the DVR evolved mostly 

from the ancestral amygdala. Accumulating evidence emerging in the last 

thirty years has confirmed that the developmental origin of the reptilian 

DVR better fits the site of origin of the mammalian amygdala and other 

regions. On the other hand, both the reptilian dorsal cortex and a large part 

of the neocortex derive from the embryonic dorsal pallium. According to 

this view, the brains of sauropsids and mammals evolved in different direc-

tions, the first expanding the lateral and ventral pallium to yield the DVR 

(partly comparable to the amygdala complex in mammals) and the second 

expanding the dorsal pallium, which became the neocortex (homologous 

to the dorsal cortex of reptiles). But how do we explain the similarity of 

innervation patterns between the DVR and the neocortex? One plausible 

explanation is that the brainstem sensory projections that in sauropsids 

end in the DVR might have been rerouted to the nascent neocortex in 

mammals, leaving only a residual connection to the amygdala, which is 

involved in reflex behaviors.12

A Way Out?

Attempting to account for these transformations, Juan Montiel and I have 

proposed a hypothesis based on the modulation of different morphogenetic 

centers or “hotspots” during the development of the cerebral hemispheres, 

comparable to the gradients that specify longitudinal and dorso-ventral 

patterns in the rest of the brain (see figures  8.4 and 8.6). Studies have 
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Figure 8.6
The hypothesis of complementary gradients in the development and evolution of 

the cerebral hemispheres. A: The cortical hem medially, the antihem laterally, and 

the anterior neural ridge (ANR) frontally send morphogenetic signals to the develop-

ing pallium from different directions. B: Evolution of the pallium in terrestrial verte-

brates. Starting from an amphibian ancestor, sauropsids enhanced the expression of 

signals deriving from the antihem (Pax6), while mammals enhanced signals deriving 

from the cortical hem (Wnt), possibly also augmenting antihem signaling. This led 

to the development of the DVR in sauropsids in the ventral pallium (VP) and of the 

cerebral cortex of mammals in the dorsal (and parts of the lateral) pallium. MP, DP, 

LP, VP, medial, dorsal, lateral, and ventral pallium, respectively. SP: sub-pallium.
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shown that the embryological growth and maturation of the hippocampus 

and neocortex on one side and of the amygdala/DVR on the other depend 

on at least two antagonistic morphogenetic hotspots: first is the so-called 

“cortical hem” located in the dorsal-medial embryonic hemisphere, which 

specifies the hippocampus and neocortex. Secondly, the “antihem” is 

located in the equatorial side of the hemisphere and specifies the amygdala 

complex. These centers secrete morphogen signals that diffuse in the pal-

lium in complementary gradients in order to pattern the development of 

different regions (there is a third gradient, provided by the anterior neural 

ridge which I will skip for simplicity). The hypothesis claims that these cen-

ters could have become overactivated differently in reptiles and mammals, 

producing brain growth in different regions and specifying different gross 

anatomies as well. More specifically, in reptiles, there was an overactiva-

tion of the lateral antihem amplifying the DVR, while in mammals there 

was a predominant amplification of the dorsal cortical hem (but also of the 

antihem that restricted the growth of the hippocampus and contributed 

to the growth of the dorsal pallium), producing the expansion of laminar 

(cortical) tissue in the hemisphere roof and giving rise to the neocortex.13

Note that the expansion of the dorsal pallium could have happened in 

two ways: the influence of the cortical hem may have (i) increased the 

growth of the small dorsal cortex of amniotes into an extended neocortex, 

but (ii) may also have transformed some lateral or ventral regions of the 

presumptive DVR into a cortical anatomy. One possible example is the cor-

tical insula, involved in interoceptive mechanisms, whose sauropsid homo-

log is in part of the DVR.14 In this way, the discussion of neocortical-DVR 

homology can be rephrased as whether in mammals the amplification of 

the hem implied just an expansion of the dorsal pallium, or it implied a 

transformation of the lateral or ventral pallial areas (reptilian DVR) into a 

cortical phenotype, or a mixture of both processes (which I think is most 

likely). However, this question becomes secondary to the more fundamen-

tal issue of the identification of the developmental mechanisms driving 

vertebrate brain evolution and diversification.

Is Bigger Better?

Brain and Body

What are big brains—especially in our own species—good for? Brain size 

has been long associated with increasing intelligence and has been viewed 
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as key for our evolutionary success. However, comparing intelligence across 

species can be a very complicated issue, since each species faces a differ

ent set of challenges to survive, and scientists usually focus on human-like 

capacities to assess cognitive skills. Nonetheless, some features like learning 

capacity, problem-solving abilities, memory, or social complexity are many 

times used as indexes of intelligence across species, especially when study-

ing mammals or birds.

At odds with the above assumption, the main determinant of brain size 

across species is not intelligence (however you may define it) but overall 

body size so that larger species tend to have larger brains than smaller 

species. A likely explanation is simply that the brain follows the general 

rules of embryonic development and if the body grows larger, the brain 

grows larger as well. Nonetheless, smaller animals tend to have larger brains 

relative to their body size than larger animals (similarly to children hav-

ing larger brains–or heads–for their bodies than adults) so that the body 

expands in size faster than the brain in a so-called allometric relation where 

both variables increase at different rates.15

Notably, the brain-body relation is not the same for every vertebrate 

group, with homeothermic birds and mammals having larger brains for 

a given body size than other vertebrates. Homeothermy may provide the 

energy needed to grow such an expensive organ (neural tissue consumes 

about ten times more energy than the rest of the body). Still, there are many 

further limitations including the amount of maternal investment needed 

for growing a larger brain, or the tradeoff with other expensive tissues like 

the gut or the immune system, which might become reduced as the brain 

increases in relative size. On the other hand, a larger brain must also be of 

selective advantage; otherwise, the energy required to build it might well be 

invested in other processes. It is commonly assumed that intelligence will 

always be a favorable trait, but most animals do very well without sophisti-

cated cognitive capacities.16

Moreover, within each vertebrate group, there are important differences 

in relative brain size. For instance, primate brains nearly double the vol-

ume of brains from other size-comparable mammals. The encephalization 

quotient (EQ) refers to the difference between the actual brain size of a 

species and its expected brain size given its body volume if it followed the 

allometric curve for a certain animal group. High EQs indicate larger than 

expected brains and are consistently found in primates (especially humans), 

elephants, dolphins, and in some birds like parrots and crows, all of which 
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are widely considered to be “smart” animals, with many of them showing 

strong parental care of their young.15

Size versus Numbers

The previously mentioned studies have largely worked on the assumption 

that larger brains have more neurons, and that more neurons imply more 

processing capacity. However, new studies have reported a high variability 

in the number of neurons per unit volume, where species with comparable 

brain sizes may significantly differ in total neuronal numbers. For example, 

birds tend to have more neurons in their brains than mammals with brains 

of similar size. Moreover, allegedly clever animals like primates, parrots, 

and crows have higher neuron numbers per unit of brain volume than 

related species with similar brain sizes. Some authors claim that instead of 

EQ, absolute neuronal numbers are the best proxy for animal intelligence. 

However, the number of neurons in human brains is exceeded by the num-

ber of neurons in large cetaceans like the pilot whale, and possibly by the 

even larger baleen whales. Besides, the cerebellum contains about five times 

the number of neurons of the cerebral cortex, yet the evidence shows that 

cognitive and conscious mechanisms rely more heavily on the latter.17

Perhaps the missing link in the relation between the brain and cognition 

is the capacity for brain remodeling. In my view, encephalization and neu-

ronal numbers may be good proxies for cognitive abilities across species, 

but these perspectives tend to ignore the role of brain network reorganiza

tion and plasticity. As mentioned, to increase brain power, there must be 

evolutionary selection for enhancing cognitive capacity, and brain circuits 

may remodel to achieve this result by decreasing some connections and 

increasing others. Selection for new circuitry, enhanced neuronal plasticity, 

and a more robust connectivity focuses on the properties of neurons, syn-

apses, and network organization, which may be a less evident but perhaps 

equally important driver of cognitive evolution than increasing neuron 

production.18

Whole or Mosaic?

Finally, an additional issue is that the brain is not a homogeneous net-

work of neurons, but rather it consists of many different parts, subdivided 

into other components and so on, that are involved in different functions. 

An important line of research has established that these components may 
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expand at distinct rates in evolution, but they mostly follow a concerted 

pattern (there is allometric growth of the distinct parts). Another group of 

researchers claims that there is a significant degree of independent vari-

ation in the growth of different parts, which reflects sensory and cogni-

tive specializations. There are examples favoring both views, and probably 

the answer lies somewhere in the middle, with a general pattern of brain 

growth but a residual variability that may account for the behavioral and 

cognitive differences that are observed.19

Perspective

The vertebrate brain evolved in correspondence with the differentiation 

of sensory systems, leading to the differentiation of the paired cerebral 

hemispheres, the brainstem and the cerebellum. The regional development 

of the vertebrate brain is driven by a conserved genetic pattern, probably 

inherited from early bilaterians. This pattern determines early differen-

tiation gradients, establishing morphogenetic “hotspots” that specify the 

main brain components, which are eventually parcellated into different 

segments. The expanding cerebral hemispheres are also patterned by a shared 

genetic gradient that specifies dorsal and ventral components (pallium and 

subpallium, respectively). In addition, the mechanisms of brain cell produc-

tion are also conserved, depending on the early differentiation of proliferat-

ing radial glia that works as a stem cell for neurons and glia in the developing 

brain. Large-brained species like birds and mammals have evolved so-called 

indirect neurogenesis to increase neuronal production in a small prolifera-

tive compartment.

Three main components of the hemispheres are highly conserved across 

vertebrates, all involved in memory mechanisms: the hippocampus (spa-

tial memory), the amygdala (emotional memory), and the basal ganglia 

(motor memory). The cerebral hemisphere components that expand the 

most are those involved in processing sensory input and organizing behav

ior; they underwent a notorious morphological divergence in the different 

vertebrate classes. Particularly, the brains of reptiles and birds (sauropsids) 

on one hand and those of mammals on the other evolved quite differ

ent morphologies, which has led to long-standing disputes about their 

homology. While the former underwent an amplification of nuclei related 

to the amygdala, the latter largely expanded a small region adjacent to 
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the hippocampus, giving rise to the mammalian neocortex. We have pro-

posed a developmental mechanism based on the differential modulation 

of morphogenetic gradients that might account for brain diversification 

in terrestrial vertebrates and might help solve the homology controversies.

Finally, while body size is one of the major determinants of brain size and 

neuron numbers across species, there can be selective conditions that favor 

the production of larger brains and more neurons than expected for a given 

body size, provided there is a sufficient energy supply to grow and maintain 

these extra neurons. Furthermore, selection may also favor genetic variants 

increasing plasticity and refinements of connectivity that enhance neural 

processing capacity. In the next chapter, we will delve into the origin of 

mammals and their cerebral cortex, a character that is as definitory of this 

group as the milk glands are.
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After the great Permian extinction, a surviving branch of small therapsids, 

the cynodonts, gave rise to the earliest mammals, which coexisted with the 

rising dinosaurs. In this chapter, I will briefly narrate the history of early 

mammals during the Mesozoic, the formation of their body plan and espe-

cially their brains, including the origin of the laminar neocortex, a quite 

unique character among vertebrates. Although this structure has long been 

considered a pinnacle of brain evolution, it does not represent by itself a 

higher level of neuronal complexity than exhibited by other animals (with-

out a neocortex, birds rival mammals in cognitive performance). In this 

chapter, I will emphasize that the origin of the neocortex resulted from 

specific contingencies to which early mammals had to adapt, more than as 

an innovation to increase cognitive capacity.

Living with Dinosaurs

Flurry Beginnings

Cynodonts, the Mesozoic ancestors of mammals, have been depicted as 

small, hairy, and possibly warm-blooded animals. They also had sensitive 

whiskers around the mouth as evidenced by a mammal-like expansion of 

the trigeminal nerve. Moreover, the vertebral spine became divided into 

four main regions (cervical, thoracic, lumbar, and sacral, which was reg-

ulated by Hox genes), and the ribs formed a ribcage associated with the 

development of a muscular diaphragm, providing inspiration force during 

respiration. Modern mammals, also called Mesozoic mammals, emerged 

in the late Jurassic period, being mostly about the size of a house mouse 

or smaller, but there were also badger-sized species. Mesozoic mammals 
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underwent a notable radiation, diversifying into multiple branches. One 

of these gave rise to the modern egg-laying monotremes (the echidnas and 

the platypus). Another branch included the successful multituberculates, 

rodent-like animals that shortly survived the Cretaceous mass extinction 

that killed the dinosaurs.1

Another group of early Cretaceous mammals, the therians, became 

viviparous and soon divided into the marsupials (metatherians) and the 

placental mammals (eutherians). Placental mammals branched into four 

main clades during the Mesozoic, all of which thrived and diversified after 

the impact. The most basal of these groups are represented by the African 

aardvarks and elephants on one side (Afrotheria), and by the South Ameri-

can sloths, anteaters and armadillos on the other. Another branch split into 

the present-day insectivores, ungulates, and carnivores on one hand, and 

rodents and kin, as well as primates, on the other (see figure 9.1).

Soft Tissue Innovations

Most of the fossils mentioned earlier are represented by highly fragmen-

tary remains of minute animals, largely based on details of the teeth and 

jaws, which are more likely to resist disruption. However, these characters 

do not reflect the whole set of changes that took place along the cynodont-

mammalian lineage, including soft-bodied and physiological innovations 

that leave no fossil traces. Early cynodonts already foreshadowed some 

key mammalian characters, but there are many additional features that 

may have been evolving in this emerging group. For example, milk pro-

duction is one of the key characters shared by all living mammals and 

may have provided the nutrients required to grow large brains. Notably, 

there is one homeobox gene called Msx2 that is involved in the develop-

ment of hairy skin, the mammary glands, the cerebellum, and craniofacial 

morphogenesis. Mutations in this and other genes probably became quite 

relevant for the acquisition of diverse features that were appearing in the 

early mammals.2

Mammals also underwent major improvements in body physiology 

that had consequences for their behavior and brain evolution. Together 

with the diaphragm, they acquired a four-chambered heart, which pro-

vided more efficient blood oxygenation. In relation to this, the oral cavity 

developed an internal palate separating the nostrils, which are involved in 
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The phylogeny of mammals.
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respiration and smelling, from the mouth involved in feeding and masti-

cation. Together with this, the tongue increased mobility and contributed 

to lactation in the young and to mastication in the adults (the palate may 

have also contributed to lactation behavior, helping the tongue to generate 

pressure during feeding). In addition, the throat became muscular and car-

tilaginous to enhance suckling capacity. These innovations also contributed 

to enhanced vocal communication, including high frequency calls, espe-

cially between mother and pups, driven by the social hormone oxyto-

cin. (Millions of years later, speech emerged in our species.) Furthermore, 

the enlargement of the nasal cavity and the expansion of the labyrinthic 

turbinal bones helped to conserve body heat and moisture and facilitated 

olfaction.

The World According to Mammals

The Nocturnal Bottleneck

Perhaps hiding from dinosaurs, cynodonts and early mammals were pre-

dominantly nocturnal and semi-burrowing animals, which is reflected in 

the eye anatomy and visual perception mechanisms of living mammals. For 

example, mammals (except primates) usually have large quantities of rod 

photoreceptor cells, which are specialized for nocturnal vision, while the 

cones, involved in daylight and color vision, are much lower in number com-

pared to other vertebrates. Likewise, while non-mammals have four or more 

types of opsin molecular pigments for color vision, most mammals only have 

two pigments (“blue” and “red”). Later, primates developed trichromacy by 

duplicating the “red” gene, yielding an additional “green” pigment, possi-

bly as an adaptation to daily fruit consumption. Interestingly, New World 

primates have an additional “yellow” pigment, from which the “green” pig-

ment may have arisen by mutation. Further signs of early nocturnal habits 

are present in the enhancement of binocularity, which increases visual acu-

ity and depth perception (as in the frontal eyes of owls). There are other 

visual changes, as the ON-OFF visual systems apparently segregated from 

other visual features like color (see chapter 7), generating distinct channels 

for ON-OFF and color vision. In association to these adaptations, mam-

mals also amplified the direct visual pathway to the brain (bypassing the 

brainstem relay, see the previous chapter), which became their main visual 

processing system.
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Jaws and Ears

Compensating for their relatively poor vision, early mammals made audi-

tion, smell, and touch their principal senses. Like I said, the jaws are among 

the more useful diagnostic characters for mammal paleontologists, as they 

underwent notable changes that have been preserved in the fossil record. The 

mandible of Mesozoic mammals and their kin reorganized with a specialized 

dentition that facilitated the grinding of food and increased the absorption 

of nutrients. Furthermore, the jaw itself was profoundly modified, enlarging 

a teeth-containing bone (the dentary) that gradually established a new 

articulation with the cranium, providing stronger masticatory force and lat-

eral mobility. In this process, the ancient reptilian and synapsid jaw articula-

tion, consisting of two small bones (the quadrate and the articular) became 

detached from the jaw and was incorporated as two tiny ossicles (the incus 

and the malleus, respectively) that joined the tympanic bone, making up 

the chain of ossicles of the mammalian middle ear. The middle ear bones 

increased hearing sensitivity, especially for high frequencies, which much 

later enabled our ancestors to acquire speech and music. The jaw articulation 

is considered by paleontologists to be the diagnostic character to define a 

true mammal, something that is useful for classification but obscures the 

whole set of changes that were taking place. Furthermore, it seems that the 

transition from a therapsid-like articulation to a mammalian one was a long 

process with many transitional and diverging forms, that possibly took place 

separately in more than one lineage of early mammals (a Mesozoic gliding 

species displayed five auditory bones instead of the typical three).3

Smell and Touch

In addition, smell became greatly enhanced in the mammalian ancestors. 

Early mammals were able to breathe at high frequencies, enabling them 

to sniff around and capture the surrounding smells. Olfaction works as a 

major reference sense in mammals, contributing to spatial navigation by 

recognizing places and driving the animal toward food sources, mates, 

or even just home. Concomitantly, early mammals enlarged their olfac-

tory bulbs and cerebral hemispheres, associated with the expansion of the 

nascent neocortex.4

Furthermore, early mammals acquired a soft, cartilaginous, and mov-

able nose and muscular lips covered with sensitive whiskers, probably con-

nected to a rudimentary somatosensory cortex. Thus, hearing, sniffing, 
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and whisking, more than eyesight, became the main drivers of exploratory 

behavior in the first mammals. Concomitant with increasing somatosen-

sory perception, early mammals also evolved a corticospinal tract from 

the cerebral cortex to the motor centers in the spinal cord, providing fine 

manual skills and enabling them to grasp small objects and bring them to 

the mouth, a behavior that had important consequences for primate and 

human evolution.5

Multimodal Memories

Replaying Experiences

After briefly reviewing the bodily and sensory transformations of early 

mammals, we will now enter their neural characters that are of most inter-

est to this book. Next I will propose a hypothesis of neocortical origins 

that is strongly based on the intimate relationship of olfaction with the 

hippocampus (remember that the neocortex is proposed to emerge largely 

through amplification of the hippocampus-related cortical “hem” in the 

early embryo). Therefore, in order to understand the emergence of the neo-

cortex itself, it may be important to discuss first the role of the mammalian 

hippocampus in memory and spatial cognition and how its functions may 

have contributed to the expansion of the former. Below I will review find-

ings on visual learning, but it must be remembered that the hippocampus 

of most mammals receives a powerful olfactory input that intersects with 

visual inputs and is key for spatial learning and orientation.

The hippocampus has long been studied in humans and mammals for its 

relevance to spatial and episodic-like memory (remembering what, where, 

and when something happened; see chapters 6 and 8). This brain region 

is heavily and reciprocally connected with the olfactory cortex and with 

sensory areas of the neocortex, generating a multimodal integration of these 

inputs to make enduring memories of space. Basically, the sensory input com-

ing to the hippocampus from cortical areas becomes amplified and is later 

returned to the cortices to consolidate these experiences as solid memories.

A crucial finding in the study of hippocampal memory was the discov-

ery of “place cells,” which are neurons that activate when an animal is 

in a specific place when running in a lab-made labyrinth. The sequential 

activation of place cells mimics the animal’s trajectory in the labyrinth. 

Notably, at rest or during sleep, high-frequency neuronal oscillations called 
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sharp-wave ripples activate the different place cells in sequence, replaying 

the animal’s experience when learning the task. Furthermore, a notable 

finding is that when having to choose two distinct routes to find a similar 

goal, the replayed sequence at rest predicts which route the animal will 

later choose, as if it had the selected pathway “in mind” before executing it. 

A more recent report shows that the animal can replay the sequence while 

standing still if trained to do so, perhaps indicating that they can “mentally 

access” the places they previously visited.

Another important discovery was the “grid cells” in a region closely 

related with the hippocampus called the entorhinal cortex. Instead of acti-

vating at specific spots, grid cells fire in multiple places of the labyrinth 

following an extremely regular pattern across space (hence their name). 

Together, place cells and grid cells provide a kind of Cartesian reference 

system an animal can use to locate itself as it explores the environment. 

Finally, there are head-direction cells that signal the direction of move-

ment of a mouse while running through the labyrinth. Notably, during 

REM sleep, eye movements align with the activity of head-direction cells, 

which is reminiscent of the coordination of head and eye movements when 

exploring the surroundings or escaping a predator, suggesting that mice 

might have dream-like experiences as they sleep.

In addition, the hippocampus participates in the nonspatial memory 

of sequences of events during complex behaviors, concatenating distinct 

events into a definite historical sequence. In other words, the hippocampus 

contributes to bind the successive events that the animal experiences dur-

ing exploration using different sensory modalities (like vision, olfaction, 

and touch), aligning them in a sequence that provides a reconstruction of 

the events leading up to the present, as well as the immediate future. In our 

human experience, these mechanisms give rise to subjective time and the 

notion of an external world around us.6

The Emergence of the Neocortex

Considering the evidence in the previous section, we have postulated that in 

early mammals, the hippocampus was key for establishing olfactory, visual, 

and tactile memories of the space surrounding them, including places like 

the animal’s den and routes to follow. While the olfactory cortex is directly 

connected with the entorhinal cortex and hippocampus, the neocortex 

may have emerged as an expansion of the dorsal cortex of early amniotes, 
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contributing visual and somatosensory (whisker-driven) inputs to the hip-

pocampus that were used for exploration and place recognition. In this 

process, the entorhinal cortex may have served as an interface between 

the hippocampus and the growing neocortex. Subsequently, the emerging 

neocortex also received invading auditory and visual sensory afferents from 

the brainstem that as said are directed into the DVR in reptiles (see the pre-

vious chapter) and in mammals may have deviated their trajectory toward 

the cerebral cortex. In addition, the neocortex gave rise to motor areas that 

send descending projections to execute voluntary behavior. Thus, the neo-

cortex became the repository of multimodal events that were long-term 

consolidated in it by the hippocampus, generating episodic-like memories 

that became integrated with motor planning circuits.7

Navigation

Some authors have proposed that the formation of complex episodic-

like memories in hippocampal-neocortical circuits may have transformed 

instrumental or operant conditioning, based on the association between 

specific behaviors and rewards, into goal-directed behavior by the elabora-

tion of cognitive maps. Furthermore, mammals are considered to use these 

representations to plan future behavior and anticipate events.

Adding one more step, in humans the hippocampus participates in the 

generation of the so-called semantic memory, which is the long-term mem-

ory of world facts of any kind that are common knowledge to all of us 

(like knowing who the president of your country is). This semantic network 

allows us to organize our knowledge of the world and navigate through it. 

However, recall that the notion of a cognitive map or representation may 

imply that there is someone observing the map or the representation, but 

there is no inner spectator in the brain. Instead, perhaps what the brain 

does is to bridge separate experiences and to establish links between them 

that are independent of the animal’s position (i.e., allocentric) to drive 

behavior in different contexts, be it in physical space-time or in the social 

domain of shared knowledge as is the case in humans. Moreover, the point 

where a “representation” of the world appears in animal evolution is rather 

blurry, not the least because there is little agreement on the details of what 

a representation is. We have seen that invertebrates and fishes, not to men-

tion birds, may display goal-directed behaviors and elaborate cognitive 

skills, which to some may account as representations of the external world.8
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Assembling the Neocortex

Columns and Layers

The next stage involved the expansion of the neocortex to cover the 

whole brain. Emerging from a small structure like the reptilian dorsal cor-

tex and neighboring cell populations, the neocortex grew in two differ

ent domains: increasing in depth by adding cellular layers in the vertical 

dimension and increasing in surface as a large sheet that ended up covering 

most of the brain’s surface.

We will start with cortical lamination. As opposed to the single- or double-

cell layered cortex of reptiles, the neocortex is made up of five horizontal 

cellular layers plus a superficial cell-free marginal zone (see figure 9.2A). In 

addition, neocortical neurons are arrayed vertically in a series of parallel 

columns, associated to the radial organization of glial progenitors (for sim-

plicity we will skip the tangential migration of inhibitory neurons).

Inside-Out Migration

In mammalian origins, successive neuronal layers were added to the ances-

tral one- or two-layered amniote cortex through sequential waves of radial 

migration from the deep ventricular zone. However, the way neuronal layers 

were added to the neocortex is highly unusual among vertebrates, and in my 

view reflects the evolutionary history of this organ. In most brain regions 

and in the reptilian brain, the early-produced neurons typically migrate lon-

ger distances than late-produced neurons, which migrate shorter distances 

and usually end up locating beneath the older neurons. This pattern is 

known as the outside-in gradient of neurogenesis, where the outside or more 

superficially located neurons are those that were born earlier and the deeper 

cells are produced in later stages. In the neocortex, the early-born neurons 

migrate up to the external surface of the cerebral hemisphere and stop just 

before penetrating into the superficial marginal zone. However, as opposed 

to other brain regions, later-born neurons migrate further outward than 

the early neurons, traversing the layers of previously migrated neurons to 

locate more superficial to them (see the 1-to-5 neurogenetic sequence in 

figure 9.2A). At the end, the latest-produced neuronal layers end up in more 

superficial (outward) positions, while those that were produced earlier end 

up in deeper positions. This inverted pattern is termed the inside-out gradi-

ent of neurogenesis and is characteristic of the mammalian neocortex.
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Figure 9.2
The cellular organization of the mammalian neocortex. For clarity, only excitatory 

neurons (triangles) are shown. A: Anatomical organization of the neocortex in six 

horizontal or tangential layers (I-VI) and vertical or radial columns, which derive 

from progenitor cells (gray circles) in the internal ventricular and subventricular 

zones (VZ/SVZ). Note that layer I (also called the Marginal Zone, MZ), is largely cell 

free in the adult and contains large amounts of reelin (gray spots), secreted in the 

embryo by the Cajal-Retzius cells (not shown). Afferents (AFF) mostly enter the neo-

cortex from the underlying white matter, where the embryonic Subplate is located 

(white triangles). During development, the earliest formed structures (labeled as “0” 

to the right) are the MZ and the Subplate. In later stages, the neurons that will form 

the mature cerebral cortex (the Cortical plate; layers II-VI) migrate from the VZ/SVZ 

and interpose between the Subplate and the MZ, separating these two early layers. In 
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Notably, a protein called reelin, which is secreted by very early migrat-

ing neurons in the marginal zone, was found to have a critical role in the 

generation of the inside-out gradient, working as a stop signal for migrat-

ing cells. Normally, when the first cohort of migrating neurons touches 

the reelin-rich marginal zone, they stop there. However, neurons produced 

later move across the layer of previously migrated neurons, stopping only 

once to make contact with the reelin in the marginal zone, and become 

located above the older neurons. This process is repeated in the migration of 

all five cellular layers, yielding the inside-out gradient. Reelin expression has 

greatly increased in mammalian evolution, making it an effective stop signal 

during neocortical development, besides other developmental functions.9

Why did the neocortex acquire this odd arrangement? We have pro-

posed a hypothesis based on the organization of axon inputs to the so-

called “primitive cortices” like the reptilian cortex and the mammalian 

hippocampus and olfactory cortex. Neuronal afferents to these regions run 

parallel to the brain surface in the uppermost marginal zone, contacting the 

ascending apical dendrites of the excitatory cells (see figure 9.2B). In this way, 

one incoming axon contacts many dendrites along its path, stimulating a 

stripe of the cortex instead of a spot of it. We suggested that the acquisition 

of the mammalian inside-out gradient originated as, together with increasing 

neuronal production, the late-born neurons differentiated as input-receiving 

cells, and crossed the layers of early-produced neurons (that differentiated 

as output neurons), gaining access to the marginal zone where the afferent 

axons were located. A similar but more rudimentary arrangement may be 

this process, the deep output layers VI and V are the first to arrive (light gray; 1, 2), 

followed by the input-recipient layer IV (mid-gray; 3) and finally the intratelencephalic 

neurons of layers III and II (dark gray; 4, 5) that establish associative connections. This 

sequence from 1 to 5 constitutes the inside-out neurogenetic gradient that is char-

acteristic of the neocortex. In many species, cells from the MZ and the subplate are 

largely eliminated around birth, leaving only the cortical plate neurons from layers 

II-VI in adulthood. B and C: Cortical organization of a hypothetical ancestral amni-

ote and an alligator, respectively, showing one or two neuronal layers, little reelin 

expression and a predominantly superficial distribution of the afferent axons (AFF). 

Note that in the alligator, the input cells appear to be located more superficially, close to 

the afferents (Briscoe et al., 2018). D: The canonical intracortical circuit, possibly shared 

by all amniotes, including input cells, intratelencephalic neurons, and output cells.

Figure 9.2 (continued)
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seen in the alligator dorsal cortex, where thalamic-receiving neurons seem 

to locate above the output neurons, forming contacts with the superficial 

axons (see figure 9.2C). If this is correct, it remains to be assessed whether 

these input neurons are born earlier or later than the output neurons.10

However, in the mature neocortex, the association or “intratelence-

phalic” neurons are those that are produced later in development, locating 

more superficially than the input-receiving layers. Perhaps the reason for 

this had to do with a subsequent major change in neocortical develop-

ment: the displacement of afferents from the superficial marginal zone to 

the white matter below the cortex, as I will explain next.

From Tangential to Radial Entry

As mentioned, there is another unusual characteristic of the neocortex: 

thalamic afferents to the reptilian cortex run tangentially in the most 

superficial cortical layer. However, in the mammalian neocortex, afferents 

predominantly enter from the underlying white matter, penetrating verti-

cally upward (see figure 9.2). Our hypothesis is that this change of afferent 

orientation was related to the tangential expansion of the neocortex, after 

the inside-out gradient had established. As cortical surface increased (most 

likely by increasing the number of cortical columns), incoming axons had 

to run over longer and longer distances over the expanding cortical sheet in 

order to reach their targets. Furthermore, they could also make contact with 

too many apical dendrites along their path, losing their synaptic specific-

ity. An alternative for these axons was to run a much shorter distance from 

below the developing cortex to finally ascend radially, or vertically, into 

it. This change of route was possible by the development of a new cellular 

layer, the subplate, that is located in the deepest part of the embryonic neo-

cortex but in many species disappears after birth. The subplate contributes 

to direct the subcortical thalamic axons to their cortical targets from below 

the developing neocortex, and participates in the development of the first 

cortical circuits. In addition, the subplate may have provided guidance 

for the midbrain-ascending sensory pathways (that in reptiles end up in 

the DVR) into the nascent mammalian neocortex (see chapter 8).11 There-

fore, once the afferents started entering from below the developing cortex, 

there was no pressure for the input cells to be located superficially. As the 

neocortex kept increasing its thickness, it retained the inside-out gradient 

and the late-produced intratelencephalic neurons could be arranged in the 
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superficial most layers, without interfering with the input-receiving middle 

layers. Note that a small set of afferences from hippocampus, amygdala and 

some thalamic nuclei maintain an input to layer I in mammals, which has 

been proposed to promote plasticity and provide multimodal inputs about 

bodily and sensory context to the neocortex.

Cortical Maps

A critical consequence of this new arrangement is that the radially oriented 

incoming axons ended up innervating a more restricted region of the neo-

cortex (more specifically, a vertical column), instead of a tangential stripe 

of it as they do in the reptilian cortex and the hippocampus or olfactory 

cortex. This new arrangement enabled this structure to elaborate point-to-

point maps of the sensory surfaces, where each cortical column received 

input from a specific spot of the retina, the body surface or the auditory 

cochlea (whose topography represents different sound pitches), depend-

ing on the respective cortical area. In this way, the mammalian neocortex 

acquired a fine topographic organization of its connections that could be 

used for increasing sensitivity (audition) and spatial behavior (visual and 

somatosensory inputs), as opposed to the cerebral hemispheres of non-

mammals that contain only blurred spatial maps (recall that in these spe-

cies visual topographic information is largely processed in the brainstem’s 

optic tectum; chapter 8).

A Canonical Circuit

Associated with the fine-grained columnar input, neurons within each cor-

tical column are highly interconnected, making up a modular input-output 

processing unit spanning neurons of different layers within the column. 

This microcircuit, or canonical circuit, is repeated along the whole neo-

cortex, serving as the basic building block to assemble large-scale neural 

networks involved in motor programming, perception, and cognition (see 

figure 9.2D). Likewise, genes that label input and output elements of the 

canonical circuit are also expressed in the amygdalar complex of mammals, 

indicating that at least its basic cellular components may be present there. 

Notably, a strikingly similar input-output circuit organization is present in 

the brains of reptiles and birds, both in the dorsal cortex and in the DVR, 

although its components are distributed in different anatomical compart-

ments instead of being compacted into a column as in the mammalian 

Downloaded from http://direct.mit.edu/books/book-pdf/2470124/book_9780262379342.pdf by guest on 26 September 2024



160	 Chapter 9

neocortex. One possibility is that this modular input-output organization 

is ancestral at least to amniotes, and its main elements have been preserved 

in different pallial regions of mammals and sauropsids.12

The Sheet Expands

Areas in the Cortex

The previous sections have referred to the origins of the microstructure 

of the neocortex like its lamination and columnar organization, but these 

features assemble into large-scale networks that process and integrate per-

ception and behavior. If we take a higher-level aerial view of the cerebral 

cortex, different regions performing distinct functions will be evidenced: 

visual, auditory, somatosensory, and motor areas to name a few. The ances-

tral neocortex of all living mammals was probably based on a shared com-

mon plan, likely consisting of some twenty cortical areas that are present 

in all species. This contained at least distinct primary and secondary visual 

areas, an auditory area, two somatosensory areas, and a motor area (in small 

mammals, the somatosensory and motor areas overlap in a “sensorimotor 

amalgam,” perhaps indicative of an ancestral condition). As in the evolu-

tion of vertebrate brains, different lineages tended to expand their neocor-

tices independently, starting from this basic plan. As brains grew in size, the 

number of cortical areas increased in numbers (about two hundred cortical 

areas have been reported in humans). In general, the growth of the cor-

tical sheet in different species is associated with an increase of so-called 

higher-order and association areas interspersed between the sensorimotor 

areas, which in large-brained mammals results in a dwarfing of the primary 

sensory and motor regions compared with the expanding rest of the cor-

tex (see figure 9.3). Higher-order areas are usually unimodal, that is, they 

respond to just one sensory modality and are heavily connected with their 

respective primary and secondary sensory areas, while association areas are 

multimodal, receiving input from more than one sensory modality.13

Parcellation

A proposed mechanism for the proliferation of cortical areas is the parcel-

lation theory, in which different kinds of inputs that converge in a cortical 

region become gradually segregated as the cortical surface increases, resulting 

in separate areas. The process of input segregation and areal parcellation may 
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be based on simple mechanisms of activity-dependent synaptic plasticity, 

where the inputs remodel their positions according to congruent patterns 

of activity.14 While segregation is probably concomitant to increases in cor-

tical area, this need not be a process of homogeneous expansion across 

the neocortex. Some areas have expanded more than others in certain spe-

cies, like the association areas in large brains and the sensorimotor areas 
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Figure 9.3
Lateral views of the brains of different mammals. These show the disposition of pri-

mary and secondary sensory and motor areas (different shades of gray). As mammals 

increase their brain size, higher-order and association areas expand (white regions), 

dwarfing the relative area of sensory and motor regions. Data from Kaas (2019).
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reflecting behavioral specializations in some others (like the electrosensi-

tive beak of the platypus). Again, evidence suggests that the modulation 

of embryonic “hotspots” and their associated morphogenetic gradients, 

including the cortical hem, the antihem, and the anterior neural ridge dis-

cussed in the previous chapter, may result in the differential growth of 

distinct cortical regions during mammalian brain development.

Long Connections

Controlling the Spine

The expansion of the neocortex, together with its columnar and topo-

graphic organization, facilitated the establishment of connections between 

cortical areas, and with subcortical nuclei via a complex network of tracts 

running through the underlying white matter. While I will refer in more 

detail to the long cortico-cortical connections in the next chapter, there are 

two characteristic neural tracts in mammalian brains that deserve to be 

mentioned here, which incidentally may have common genetic determi-

nants: the first is the descending projection from the cerebral cortex to the 

brainstem and spinal cord (the cortico-bulbar and cortico-spinal pathways); 

the second is provided by commissures generating an extensive connectiv-

ity between both cerebral hemispheres.15

The cortico-bulbar and cortico-spinal pathways in mammals descend to 

the brainstem and spinal cord, controlling the muscles of the face, body, 

and limbs, driving voluntary movements. Particularly, this tract enables 

the fine control of hands needed to grasp objects and to coordinate hand 

and mouth for feeding. Particularly in primates, the corticospinal tract 

directly innervates the cervical spinal motor neurons that control the hand 

muscles. In most other mammals, this tract innervates nearby interneu-

rons that themselves contact the motor neurons but does not contact the 

motor neurons directly. The development of corticospinal terminations 

in the spinal cord is under tight developmental control, with the produc-

tion of an excess of projections in early development that later become 

pruned to achieve more precise motor tuning. Recent studies have identi-

fied a few genes regulating the extension and retraction of these projec-

tions. Whether mutations in these genes or related ones were involved in 

the evolution of dexterity in primates (especially humans) is an open and 

intriguing question.16
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Across Hemispheres

In addition to the descending tracts to the brainstem and spinal cord, mam-

mals have unique, profuse connections between both cerebral hemispheres 

through the anterior commissure and the corpus callosum.17 In previous 

works, we claimed that the establishment of interhemispheric fibers in 

mammals took place associated with the development of topographic maps 

of the sensory and motor surfaces in the cerebral cortex. Along this line, 

it is important to remember, first, that topographic maps are restricted to 

the brainstem’s optic tectum in nonmammals, and that in mammals, each 

hemisphere contains the projection of the opposite side of the body and 

external world.18

According to this view, interhemispheric connections join the two 

halves of the sensorimotor map to gain a unified perception of the left and 

the right visual or sensorimotor fields. Likewise, nonmammals have com-

missural connections between the two sides of the optic tectum that can 

help fuse the two half-maps of their midbrain’s sensory fields. Experimental 

studies in rodents have supported this hypothesis, showing that callosal 

connections are required for the development of visual acuity and depth 

perception in the frontal visual field, and that they provide a mechanism 

to predict the entrance of a moving stimulus from one visual field into the 

other across the midline. In somewhat later stages, interhemispheric fibers 

may have provided a circuitry for bimanual coordination as well, allowing 

the manipulation of objects to bring them to the mouth. Finally, inter-

hemispheric connections may have helped to coordinate the activity of 

large-scale neuronal ensembles in both hemispheres, contributing to higher 

cognitive functions. Yet, birds like crows and parrots rival most mammals 

in cognitive abilities despite having only minimal interhemispheric con-

nections, which casts doubts on the relevance of these fibers for higher 

cognition (see the next chapter).

Perspective

Mammals originated from a cynodont lineage during the Mesozoic period, 

exploiting a niche provided by the emerging flowering plants and the 

diversification of insects. While their vision was reduced due to nocturnal 

habits, their olfaction, touch, and audition became greatly enhanced, firstly 

through the expansion and elaboration of the nasal cavity and the mouth 
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including the tactile whiskers, and secondly through the incorporation of 

the ancestral jaw articulation into the ossicle chain of the middle ear. The 

olfactory system and its connections with the hippocampus and neighbor-

ing regions became fundamental for the expansion of the nascent cerebral 

cortex. The hippocampus is critical for consolidating short-term into long-

term memories that become stored in the neocortex, facilitating the estab-

lishment of episodic-like memories and the development of “maps” of the 

animal’s surroundings. In this context, the emerging neocortex expanded 

to include different kinds of sensory inputs for the generation of multi-

modal, enduring memories of the world.

The neocortex was formed by two processes, firstly an increase in depth, 

adding new neuronal layers to the primitive monolayer cortex of early rep-

tiles, and secondly increasing in surface, which enabled it to receive more 

sensory inputs. Associated with the six layers that characterize the neocor-

tex, neurons organize in radial columns that receive most of their thalamic 

input from the underlying white matter as opposed to reptiles in which the 

sensory input is superficial. The radial columns represent a basic canonical 

microcircuit that is repeated across the entire neocortex, and provides a 

scaffolding for the formation of large-scale neuronal networks in the brain.

The neocortex has evolved from having some twenty areas shared by 

all extant mammals into a highly complex mosaic of regions as seen in 

large-brained species. The other two characteristics of the neocortex are its 

long projections to the brainstem and spinal cord that control voluntary 

and skilled learned movements and the long-distance connections between 

both cerebral hemispheres. In the next chapter, I will delve into the charac-

teristics of the neocortex that make up the basic framework of connectivity 

of the mammalian brain and have been related to distinct cognitive and 

behavioral capacities.
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In this chapter, I will provide a brief account of the functional organization 

of the neocortex and its relation to behaviors comparable to human cogni-

tion. I will put emphasis on primates and especially on the human brain, 

which in the last instance is one of the main subjects of this book. Yet, the 

general framework of cortical organization is quite conserved across species, 

and most of what I will speak about in this chapter we share with other 

mammals (the next section of the book deals with what may be unique to 

our species).

Cognition refers to a set of processes including thought, memory, atten-

tion, language, decision-making, and planning among others, which are 

usually ascribed to the human mind and are largely (but not exclusively) 

dependent on the neocortex. Furthermore, cognitive processes can be 

assessed by specific behavioral tasks, and their neural correlates can be stud-

ied by analyzing brain activity during these tasks or in the case of brain 

lesions. Similar tasks (excepting language which is uniquely human) can 

be applied to nonhuman animals, where we can also study their neural 

correlates and propose neuronal-behavioral homologies or analogies with 

the human brain. Nonetheless, as I have discussed in previous chapters, we 

cannot access the mental processes of other animals if they do have any, 

while we usually take for granted that other humans possess a rich mind 

inside them just like each of us. This is the matter of heated controversies 

among behavioral scientists, neuroscientists, and psychologists, which I will 

attempt to address in the last part of the book.
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Global versus Local

Charting the Brain

Early human neuroanatomists soon found that the cerebral cortex could be 

charted in a mosaic pattern associated to different mental functions. Per-

haps the most successful of these was Korbinian Brodmann, who parcel-

lated the neocortex into a series of numbered areas (see figure 10.1). Yet, 

these areas are highly interconnected, first in reciprocal loops with other 

brain components that continuously modulate its activity, and secondly 

between themselves via specific axonal tracts arranged in the underlying 

white matter. However, this is not a random mesh but is organized in a 

combination of very long tracts connecting distant areas, and more abun-

dant short-cut connections between neighboring regions, emulating the 

arrangement of a city with small streets connecting nearby neighborhoods, 

and long highways to travel across the city. Some areas act as sites of con-

vergence of many connections, working as hubs in the network, and areas 

more interconnected have been termed the “rich clubs.” This pattern of 

interconnectivity fits what is called a “small world” organization where local 

and global processing combine and are kept in appropriate balance. A new 

view proposes a fractal-like organization of the brain, in which different lev-

els of neural activity, from microcircuit to large-scale ensembles, behave in 

scale-invariant patterns that somehow mimic each other. Therefore, rather 

than a strict localization of functions or a diffuse meshwork, the cerebral 

cortex is a highly interconnected but heterogeneous organ, where some 

regions concentrate distinct kinds of input but maintain strong dynamic 

interactions with other systems.1

An Overall View

Before we get into the more specific functions of the cerebral cortex, it 

may be useful to recall its basic anatomical arrangement as depicted in fig-

ure 10.1. The cortical mosaic is divided into a posterior region that is pre-

dominantly sensory, and includes the parietal, occipital, and temporal lobes 

(roughly for touch, vision, and hearing, respectively). In these regions, there 

are primary and secondary sensory areas (directly receiving the sensory 

stimulus from the thalamus), higher-order sensory areas surrounding them, 

and finally associative, multimodal areas that integrate different sensory 

modalities. For instance, two regions called the temporoparietal junction 
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Figure 10.1
The cytoarchitectonic organization of the human cerebral cortex. Brodmann’s par-

cellation of cortical areas in the lateral (A) and medial (B) surfaces of the brain (in 

numbers), indicating the location of the sensory and motor areas, and the major lobes 

and fissures. Inside the lateral fissure are the auditory areas (areas 41 and 42, displayed 

outside the fissure for clarity) and the insular cortex involved in visceral perception 

(not shown). The central or Rolandic fissure separates the frontal and parietal lobes 

and contains the motor (area 4) and somatosensory areas (3, 1, and 2), respectively. The 

primary, secondary, and tertiary visual cortices (areas 17 or V1, 18 or V2, and 19 or V3) 

are located in the occipital lobe. Finally, the dorsal, ventral, and third visual streams 

(DVi, VVi, and 3Vi) are shown as arrows originating from the occipital lobe.
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(TPJ, areas 39 and 40) and the superior temporal sulcus (STS, a long fissure 

that separates the superior and middle temporal lobes) contain multimodal 

areas that establish a convergence site for visual, auditory, and somatosensory 

modalities. In the frontal lobe, there are cortical areas dedicated to motor and 

foresight functions. Particularly, the prefrontal cortex is the most anterior 

region of the brain, involved in planning, decision-making, attentional con-

trol, and short-term memory among other functions, all of which are termed 

executive functions. The motor cortex is located at the posterior extreme of 

the frontal lobe and is adjacent to and highly connected with the somato-

sensory area in the anterior parietal lobe. Another region of interest is the 

insula, buried inside the lateral fissure in primates, which contains the gus-

tatory cortex and an interoceptive component that senses internal body 

states, regulating homeostasis including immune responses.

In addition, the limbic lobe includes several areas that form a ring around 

the medial surface of the brain (see figure  10.1B). The limbic system has 

long been associated with emotional and instinctive behaviors, although 

its notion has been overused, especially in science divulgation. Emotional, 

or emotion-like, processing in animals probably relies on a network that 

involves the insula, the amygdala, the hypothalamus, and the hippocam-

pus among other components like the anterior extreme of the temporal 

lobe (the temporal pole). Finally, somehow surrounding the limbic lobe 

is the default mode network (DMN) that relates to introspection and day-

dreaming, of which I will speak more extensively later.

Perception (from the Outside and from the Inside)

Vision in the Brain

Perhaps the cortical component of which we know most is the visual sys-

tem, and for this reason, I will focus on this sense to exemplify sensory 

perception. In the last century, the pioneering works of David Hubel and 

Torsten Wiesel (mentioned in chapter  5) established the basics of visual 

processing in the cerebral cortex, and their work has had an enduring influ-

ence not only in vision research but also in cognitive and computational 

science. Hubel and Wiesel had observed that retinal and thalamic neurons 

of the mammalian visual pathway were maximally excited or inhibited by 

a contrast stimulus consisting of a spot of light surrounded by a dark ring, 

or vice-versa, a dark spot surrounded by a lighting ring. On the other hand, 
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neurons in the thalamic-recipient layer (layer IV) of the primary visual cor-

tical area (also called V1, or Brodmann’s area 17 in figure 10.1) responded 

maximally to light bars (as in a fluorescent tube) oriented in specific direc-

tions. In more superficial layers, cells had more complex responses, and out-

side V1 the responses were classified as “hypercomplex.” Hubel and Wiesel 

proposed a serial and convergent arrangement of these cell types, where sev-

eral aligned “spot” cells in the thalamus converged into one “simple” cell 

in the primary visual cortex generating a response to bar orientation; then, 

several simple cells converged into a complex cell, and finally several com-

plex cells converged into a hypercomplex cell in the secondary and tertiary 

visual areas. This perspective implies not only a convergent or hierarchical 

array but also a sequential organization where each successive step processes 

more abstract aspects of the stimulus. However, more current views point to 

visual perception taking place in large-scale associative networks that link 

previous memories with current perceptions (see the next section).2

Streams of Perception (and Action)

Besides the primary and secondary visual areas, vision entails a complex 

array of higher-order and multimodal areas in the posterior part of the brain, 

which are particularly well developed in primates. Although these visual 

areas receive modulatory afferences from the brainstem-tectal visual path-

way (see chapter 8), their main input comes from the primary visual area 

that as said, is innervated by the “direct” visual pathway bypassing the 

midbrain. Outside V1 (area 17), two main processing streams emerge: the 

dorsal and ventral streams (see figures 10.1 and 10.2B). The dorsal stream 

is directed to the parietal lobe, which projects into frontal regions coding 

for body movement. A characteristic area of this stream in primates is V5 or 

MT, which is particularly responsive to moving objects. MT is highly inter-

connected with additional areas like areas MST and LIP, which coordinate 

spatial and movement-related actions such as grasping. The dorsal stream 

has been also dubbed the “where” stream since it codes for stimuli location, 

although some authors refer to it as the “how” stream since it processes 

visuomotor transformations in orientation and manipulation behaviors. (I 

will speak further of manipulative behavior in the next chapter.)

On the other hand, the ventral visual stream runs along the inferior tem-

poral lobe toward the anterior temporal lobe, including the amygdala, but 

also has strong connections with inferior frontal regions. The ventral stream 
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is involved in the recognition of visual stimuli like objects, hands, faces, 

and even food and has an important emotional component, for which 

reason it has been also termed the “what” or “who” stream. An important 

component of this stream is the color-responsive area V4, particularly in 

primates. Color perception is another phenomenon that provides impor

tant insights about nervous system function. Recall from chapter  6 that 

rather than responding directly to distinct wavelengths, color vision results 

from the integration of the activities of different chromatic receptors. For 

instance, color illusions can be produced when ambient luminosity is 

changed, and subjects report seeing different colors than the specific wave-

length that is presented to the eye. Apparently, the brain makes a balance 

of the ambient illumination, and its responses are related to the luminosity 

relations between the object that is in focus and its surroundings, rather 

than to the physical wavelengths that the object reflects. Thus, variations 

in the composition of the ambient light can yield paradoxical effects like 

observing colors that are physically not present. Notably, studies in mon-

keys show that in early visual areas (V1 and V2) there are neurons that are 

specifically responsive to wavelength, regardless of behavioral color reports. 

On the other hand, “color-sensitive cells,” that activate together with the 

color reported by the subject, tend to be found in V4 (although some recent 

works found these cells in early visual areas as well). This phenomenon 

shows again the fact that the nervous system perceives the world in terms 

of contrasts rather than directly recording the physical stimuli it receives.3

A second area of interest in the ventral stream is the face-responsive area, 

located in the inferior regions of the temporal lobe. Lesions in this area 

usually produce a condition termed prosopagnosia, where subjects cannot 

recognize the faces of known people. Face perception is a fundamental and 

highly adaptive process, firstly because your life may depend on detecting 

a predator’s or an enemy’s face. Nonetheless, face-responding neurons have 

also been found in several other regions including the hippocampus, sug-

gesting that there is a widespread network involved in face perception. Fur-

thermore, face-responding neurons are not strictly face-specific, responding 

to other stimuli as well. This indicates that these neurons may participate in 

other networks responding to different kinds of patterns. In this line, there 

is a reading-selective cortical region in the human brain that is in close 

association with the face region, termed the visual word form area (VWFA; 

see chapter 13).4
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Finally, a third visual stream has been depicted running just above the 

inferior temporal lobe, in the previously mentioned STS. This is claimed 

to relate to the dorsal stream, receiving strong input from the movement-

sensitive area V5/MT, and contains areas responding to moving faces and 

bodies of humans and different animals, a feature that has been termed 

biological motion. I will come back to the VWFA and the STS in chapter 13, 

when discussing the neural underpinnings of language.5

Binding and Predicting

The separation of vision in two or more cortical streams, each processing 

different aspects of the visual scene, poses the binding problem that asks: 

How do these separate attributes get joined in a coherent perception? Very 

importantly, these routes converge in regions of the prefrontal cortex, the 

anterior temporal cortex, and in the hippocampus, the dorsal route being 

more involved in spatial memory and the ventral route being more related to 

object memory. Perhaps the convergence of these routes in regions like the 

hippocampal formation provides grounds for forming multimodal episodic 

and episodic-like memories that I have referred to in previous chapters.

Another issue is that while the previously mentioned streams have usu-

ally been depicted as highly directional from the primary visual area to the 

motor or memory regions, there are two critical features challenging this 

perspective. The first is that, as said, these projections are strongly bidirec-

tional, that is, they are largely formed by the successive reciprocal connec-

tions between neighboring areas, with bottom-up projections transmitting 

sensory input and top-down projections modulating the activity of the 

downstream areas. Top-down control depends on widespread brain regions 

involved in memory, contextual processing, and motor execution. This 

array has been conceived as a predictive and error-signaling mechanism, 

where the expectations or predictions of the imminent sensory input are 

provided by the top-down signal (from higher-order areas to sensory areas) 

in relation to context, while the bottom-up signal (from sensory areas to 

other regions) conveys sensory novelty. That is, the brain prepares for what 

the next stimulus should be. Interestingly, if the sensory signal adjusts to the 

top-down expectations, it becomes suppressed and is only activated if there 

is a mismatch between the sensory input and the top-down prediction, 

that is, when there is an error in the prediction. In other words, top-down 

signals are generating a sensory scene that fits the general context, based 
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on memory, ongoing behavior, planning mechanisms, and multimodal 

sensory integration. Some authors like Anil Seth claim that we are con-

stantly hallucinating reality, that is, constructing the world according to 

our memory traces and expectations about it. This is what makes our every-

day present. Only when the expectations are broken, the processing stream 

proceeds to generate appropriate responses and new memories, updating 

the context and continuing the construction of reality. Moreover, what has 

been termed spontaneous activity in the brain and has been typically inter-

preted as just noise produced by the ever-active networks, has been recently 

proposed to participate in this predictive top-down mechanism.6

Feelings

Finally, in this section, I will say a few words about a different kind of per-

ception, which concerns the internal conditions of our body. Our brains 

not only receive external sensory inputs like the classical five senses but 

they also receive critical information about our inner states that drives our 

behavior to feed, drink, mate, and so on. The insular cortex, buried inside 

the lateral fissure, receives visceral stimuli including taste and gut sensa-

tions as well as bodily sensations including pain. Furthermore, it serves 

as a sensor and regulator of the internal states and participates in some 

basic functions like fear responses and respiration. The insula balances 

these internal inputs, making predictions of bodily physiology in order to 

anticipate future events and modulate them. Therefore, the insular cortex 

provides the brain with an update of the physiological conditions of the 

body at every time, which is used to assist behavioral decision-making and 

social behavior by prefrontal areas, and is fundamental for the conscious 

perception and processing of emotions (called feelings).7

Action and Thought

Organizing Behavior

Earlier I argued that perceptual circuits are not encapsulated systems that 

passively view reality but are strongly and reciprocally connected with 

motor and planning networks. Now I will refer to the frontal cortex that 

is involved in voluntary control of behavior, containing the motor and 

premotor areas in its posterior aspect, and the prefrontal regions anteriorly. 

These areas, robustly connecting to sensory temporoparietal regions, are 
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highly developed in the large-brained primates, but these networks have 

expanded in other lineages as well, like for example monotremes. Prefrontal 

regions participate in the executive functions of cognition, like attention, 

working memory, and decision-making. These functions are carried in the 

context of a hierarchy involved in goal-selection and action planning at 

different levels, from general orienting to direct execution and sequential 

behavior at the fine detail. A critical feature of the prefrontal cortex is that, 

like the basal ganglia, it receives a profuse dopaminergic innervation from 

the brainstem. Thus, dopamine strongly supports the workings of prefron-

tal cortex neurons (and other cortical regions as well) and is required for 

its appropriate functions, modulating large-scale network activity in which 

the prefrontal cortex is a critical hub.8 The prefrontal cortex is subdivided 

into several functional and anatomical domains (dorsolateral, ventrolat-

eral, and polar on one side and dorsomedial and ventral on the other), all 

of which participate in organizing behavior according to the sensory or 

bodily contingencies.

Attention and Memory

As its name says, the dorsolateral prefrontal cortex is located in the lateral 

sides of the frontal lobe (areas 9, 46 and neighboring regions) and contrib-

utes to some so-called executive functions of the brain (see figure 10.2). 

The dorsolateral prefrontal cortex participates in the dorsal attentional 

network (DAN), which is related to sustained attention and task engage-

ment during the execution of cognitive tasks, in which eye movements 

become tightly controlled. On the other hand, there is a ventral attentional 

network (VAN), located in the ventrolateral prefrontal cortex, involved in 

bottom-up switching attention mechanisms in response to sensory signals, 

driving eye and head movements away from fixation toward the source of 

salient stimuli. In a way, the DAN and the VAN are complementary partners 

that coordinate the focusing of attention with the attentional shifts during 

a cognitive or behavioral task. A good example of this is driving. The DAN 

keeps you focused on the road, but the VAN makes you look into the mir-

rors and to the sides to update your contextual information. The appropri-

ate balance between both networks is needed for successful driving.9

Another highly studied function of the dorsolateral and ventrolateral 

prefrontal cortices is working memory, a kind of short-term memory that 

enables us to keep a few sensory items “on mind” for a short while, before 
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using this information to perform some task. Examples of this are mentally 

recalling the position of an object that is not present anymore in order 

to signal its previous location, or in the case of audition, remembering a 

telephone number to be dialed soon. Visual working memory is shared by 

other mammals, but auditory-based working memory has evolved espe-

cially in humans and will be discussed in chapter 12. As in the organization 

of visual perception, visual working memory has two main components, 

spatial memory (Where was it?) and the memory of objects (What was it?), 

closely related to the prefrontal projections of the dorsal and the ventral 

visual streams, respectively. Working memory is highly dependent on atten-

tion, and the networks involved in both processes are not easy to disentan-

gle. In fact, attention is such a fundamental component of working memory 

that it may not make much sense to separate both phenomena. According to 

many authors, beside these circuits working memory relies on the activation 

of widespread cortical networks including the hippocampus, all involved in 

coordinating perception and action. In these networks, neurons specific to 

the remembered stimulus would remain persistently active during the time 
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Figure 10.2
Major cortical networks involved in attention and working memory. A: The dorsal 

and ventral attention networks for sustained attention and attentional shifts, respec-

tively. B: Networks for visual working memory that use the ventral visual stream for 

object recognition and the dorsal visual stream for spatial orientation and project 

to different regions of the prefrontal cortex. DL: dorsolateral prefrontal cortex; FEF: 

frontal eye fields; IPS: intraparietal sulcus; PP: posterior parietal lobe; TPJ: temporo-

parietal junction; VL: ventrolateral prefrontal cortex; Vis: visual area.
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delay in which the relevant items are maintained in memory. Other authors 

argue that this “persistent” memory activity may rather correspond to a fluc-

tuating process that goes up and down, associated with the oscillatory func-

tioning of the neural networks that participate in this process.10

Where the Outside Meets the Inside

Other prefrontal components are the dorsomedial prefrontal, the orbito-

frontal, and the ventromedial prefrontal cortices, which participate in weigh-

ing the internal and external conditions and using them to plan adaptive 

behavior, considering its possible consequences. These regions are intimately 

connected with the insula, linking emotional and executive systems, and are 

related to the detection of incongruences and to decision-making mecha-

nisms according to these inputs, including social behavior.11 The role of these 

areas was highlighted by Antonio Damasio when he referred to the now 

famous patient Phineas Gage, who suffered a major lesion in these regions 

(and other areas of the frontal lobe), rendering him a highly impulsive, 

violent, blasphemous person without control of his impulses.

Another prefrontal area that has grasped recent attention is the frontal 

pole (area 10), after several studies that reported a role of this area in complex 

behaviors, particularly social conduct. The frontal pole has been related to 

a function called “cognitive branching,” which is to select among different 

goals and decide over one, keeping the second goal in working memory for 

a later event, or making subgoals in order to achieve a final goal. Area 10 

has expanded more in our species than in other primates, but like other 

amplified regions of the human brain, this is most probably an effect of 

allometric enlargement of the cerebral cortex where different components 

grow at different rates, rather than a localized expansion of a set of areas 

(see the next chapter).12

The Idle Brain

All the previously described cortical functions are related to a specific 

general process: sensorimotor coordination, or what has been termed the 

perception-action cycle (behavior generates a feedback response via the 

sense organs or by internal mechanisms that again changes sensory activ-

ity, continuing a perception-motor-perception cycle during the execution 

of a task). However, most of the time we are not engaged in cognitively 

or physically demanding tasks, and much of it we spend daydreaming, 
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imagining scenes, or remembering past events. Our minds are in a constant 

flux that runs parallel to the external events that we perceive and the things 

we routinely do. Taking again the example of driving home, you can auto-

matically drive your car while your mind engages in what you did during 

the day, whether you will see your partner or not this evening, and so many 

other things.

Some twenty years ago, Marcus Raichle and collaborators performed 

a seminal experiment in which, in contrast to all cognitive experiments 

that had been performed to that date, brain activity was recorded while 

the individuals were at rest (without falling asleep), instead of performing 

say, a memory or an attention task as previous studies had done. Next, he 

contrasted the average brain activity in these subjects with an average of 

activity patterns observed during various cognitive tasks. As expected, he 

determined that the diverse executive tasks largely activated frontal and 

parietal areas (particularly the DAN and the VAN), and these decreased their 

activity when the subjects were at rest. But in contrast, there was a group of 

areas in the medial aspect of the hemispheres and a small region in the infe-

rior parietal lobe that increased their activity during rest. Raichle called this 

cluster of areas the default mode network (DMN) and proposed that these 

were involved in internal thoughts like daydreaming, introspection, inner 

speech, and other processes including social behavior, empathy, and the 

ability to infer mental states in others (see figure 10.3). Yet, no brain region 

“shuts off” either during rest or during task execution, and the DMN inter-

acts with the different brain systems, both during rest and when focused 

on a specific task. In this line, some authors use the term “resting state 

networks” to refer to a constellation of networks that remain active and 

interact during rest, including the DMN.

Interestingly, a DMN has been characterized in fetuses, rodents and in 

nonhuman primates, suggesting that it may contribute to brain homeo-

stasis by regulating the balances between different types of activity. A 

highly intriguing hypothesis is that the DMN represents an axis to replay 

patterns of activity associated with perception and mnemonization of epi-

sodic events, in a sequence that starts in the hippocampus and propagates 

to the DMN and to the rest of the cortex (see the previous chapter). This 

view not only provides a phylogenetic interpretation for the functions of 

the DMN in nonhuman animals but also provides a substrate to explain 

deep conscious mechanisms like daydreaming in the context of memory 
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consolidation. In fact, DMN replaying activity may give rise to some of the 

fundamental characteristics of the human mind: mind wandering, inner 

speech, and the construction of an internal narrative. 13

Brain Pulses

Ongoing Cycles

But how do all these different cortical and subcortical regions interact and 

generate the highly dynamic neural networks producing cognition? In the 

human brain, oscillatory activity was first recorded by the use of electro-

encephalography (EEG) more than a century ago. The reciprocal arrange-

ment of cortical circuits at all scales, from the columnar microcircuit to the 

A

B

Motor Sensory

Default mode network
Executive network

DMN

Executive Higher-
order

Figure 10.3
The default mode network (DMN). A: The DMN is more active at rest (gray) and is 

involved in introspection and mind-wandering, while the executive network (black) 

activates more while performing different cognitive tasks. B: A diagram showing the 

hierarchical organization of cortical regions, with the DMN at the top.
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large-scale networks encompassing several brain regions, results in a highly 

complex cyclical dynamics of neural networks involved in sensory, motor, 

and cognitive functions that encompass a variety of overlapping oscillatory 

frequencies and amplitudes. These different frequencies tend to work at dif

ferent spatial scales, with fast frequencies usually associated to short-range, 

local neural processing, and increasingly slow frequencies relating more to 

large-distance, widespread neural processing, which makes sense consider-

ing that distant connections imply longer conduction delays.

Notably, the frequency bands described earlier are similar for most mam-

malian species, presumably due to physical-chemical constraints of neu-

ronal and microcircuit structure. However, this poses the problem of how 

large-scale networks are established in large brains, considering the increas-

ing conduction delays associated with longer distances. In other words, the 

conduction delays can sometimes be too long and hamper the synchroni-

zation of neural activities, especially in fast frequency oscillations. We and 

others have studied interhemispheric connections in species of different 

brain sizes and found that regardless of brain size (and interhemispheric 

distance, which naturally increases with brain size), the fibers connecting 

both hemispheres tend to be about the same diameters across species, which 

implies an increase in conduction delays as brains get larger. However, there 

is a small population of fibers that rapidly increase their diameter (and con-

duction velocity) concomitant with increasing interhemispheric distance 

across species. These fibers may support fast synchronic ensembles in both 

hemispheres, providing a powerful drive to recruit distant neuronal popula-

tions into organized circuits.14

Sleep Waves

A classical instance of oscillatory mechanisms is seen in sleep. Sleep is 

related to bodily resting and repair requirements in most animals including 

jellyfish, and as we have seen, is also associated with learning and memory 

mechanisms. Moreover, the autonomic nervous system has been found to 

support memory formation during sleep, establishing a link between learn-

ing mechanisms and body physiology. The sleep-wake cycle is controlled 

by a deep brain network involving the hypothalamus, the brainstem, and 

the pineal gland, and is neurochemically mediated by the hormones orexin 

and melatonin, which are found in many bilaterian animals and have 

similar functions across them. As seen in the mammalian EEG, there are 
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basically three referential brain states through our circadian cycle: wake-

fulness, characterized by a predominance of fast oscillatory waves; deep 

sleep with slow EEG oscillations together with hippocampal-related high 

frequency bursts (spindles) that participate in memory consolidation (see 

chapter 9); and REM sleep displaying fast oscillatory activity, rapid eye 

movements (what REM stands for), and muscular paralysis. Dreams take 

place mostly during REM sleep, although they can also occur in slow sleep. 

An intriguing relation is that of the DMN and sleep stages. Some studies 

suggest that both the DMN and the executive networks tend to decrease 

their functional connectivity during sleep, while other reports have likened 

REM activity with mind-wandering and have evidenced short episodes of 

REM sleep concurrent with DMN activation during wakefulness.15

Cognition without a Cortex

Clever Birds

While I have referred to cognition as largely seated in the neocortex (and its 

connections with other systems), these processes are by no means depen-

dent on having such structure. Birds, particularly some lineages like the 

songbird group (oscines, order Passeriformes, especially corvids) and par-

rots (order Psittaciformes), are well-known for their behavioral and mem-

ory skills. Anecdotes and scientific observations about these animals doing 

clever things and imitating the human voice and other sounds abound. For 

example, in the lab, birds have been shown to make new tools to solve a 

food retrieval task, something that apes are quite slow to do in captivity. Per-

haps one reason why birds are particularly good at these manipulative tasks 

has to do with their nesting behavior. Making a nest may be largely instinc-

tive, although increasing evidence indicates an important role of learning 

in this behavior. Furthermore, birds need to assess the physical resistance, 

length, and flexibility of the twigs and materials they use to make their nest, 

which implies knowledge of the physical properties of objects.

Likewise, corvids have shown a tremendous capacity to remember the 

three classical components of episodic-like memory (what, when, and where 

something happened), an ability that is highly adaptive as they store food in 

several distinct places during the winter, recalling which items were stored 

in which locations and when they were cached. Thus, avian hippocampal 

neurons display similar features as those in the mammalian hippocampus, 
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exhibiting place cell-like and entorhinal-like activities, particularly in food-

caching birds. In addition, birds have developed an equivalent to the pre-

frontal cortex of mammals, involved in behavioral control and planning. 

As in the latter, this structure displays a strong dopaminergic innervation, 

which again is much stronger in songbirds and corvids than in the quail 

or the chicken. Still, determining whether birds rely on similar or different 

large-scale network organizations to achieve similar cognitive goals as mam-

mals represents another challenge for evolutionary neuroscience.16

Perspective

The neocortex or cerebral cortex is considered an essential component for 

mammalian cognition, including human consciousness. It is subdivided 

into a series of areas, some having sensory and motor functions, and others 

working as nodes in a network that drives cognition and behavior. Like-

wise, the cerebral cortex engages in complex dialogues with subcortical 

systems to process sensory inputs and execute behavior, and it relies on 

tight loops with the hippocampal formation and the amygdala to assem

ble sensory-based and emotional memories, respectively. Finally, deep 

brain nuclei involved in arousal, reward processing, and motivation exert a 

strong modulation of cortical activity and drive behavior.

Sensory processing has been well characterized in the visual system. 

While the earliest studies depicted a sequential and convergent organization 

for visual processing, more recent studies suggest a more dynamic mecha-

nism involving top-down and bottom-up influences along the cortical 

system. Yet, the visual cortex appears segregated in two main domains: a 

dorsal stream involved in visuomotor transformations for body orientation 

and hand grasping, and a ventral stream involved in visual recognition and 

memory. A third stream relates to moving socially relevant stimuli along 

the STS. These streams concur in different areas of the frontal cortex, where 

behavior is organized according to current goals, and in the hippocampus 

where episodic-like memories are formed. The networks connecting tempo-

ral, parietal, and prefrontal areas participate in the so-called executive func-

tions including attention, working memory, and more complex ones like 

decision-making and behavioral planning. An intriguing cortical network 

that works in an ongoing balance with the executive networks is the DMN, 

which relates to introspection, empathy, and daydreaming.
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The neocortex displays an intense oscillatory activity at very differ

ent frequencies that are highly conserved across species. Oscillations also 

participate in memory formation during sleep, where extended networks 

including the neocortex, the hippocampus, and the thalamus engage. REM 

sleep is a particular state, similar to the awake condition, where the EEG 

signals show fast activity together with eye movements.

Finally, without a neocortex, birds can display behavioral and cognitive 

capacities not unlike or better than those seen in monkeys or apes in some 

cases. Up to here in this book, I have attempted to provide a background on 

the evolution of body and brain organization in animals, vertebrates, and 

mammals. In the next part of the book, I will delve into the origin of our 

own species and the evolution of our brain and cognitive capacities that 

has led us to where we are now.
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IV  A Singular Ape

Possibly soon after the dinosaurs’ extinction, primates became relatively 

common animals and diversified in many branches. One of these was a 

tailless lineage that gave rise to the last common ancestor of chimpanzees 

and humans. Our immediate ancestors colonized the African savanna, evolv-

ing an obligate erect posture and acquiring a rudimentary tool technology 

together with increasing brain size. Modern humans arose some 300,000 years 

ago and rapidly spread across the planet, developing increasing technological 

skills that eventually led to the formation of modern civilization. Toolmaking 

culture evolved together with increasing hand-coordination capacities, and 

probably took place in a context of intense social interactions where vocal-

izations played a significant role providing group and mother-child bonding. 

A key feature of human evolution was the acquisition of language, starting 

as multimodal vocal-gestural communication, and the eventual recruitment 

of an auditory-vocal brain network that gave rise to modern speech. Lan-

guage provided the possibility to share the world and develop a common 

semantics, depicting not only objects and events but also describing com-

plex actions through the emergence of grammar. Language also enabled us 

to reflect about our own minds, and about others’ minds, contributing to 

human consciousness. However, consciousness may be the most difficult 

problem for modern neuroscience, and there is not even a clear agreement 

on how to define it. Furthermore, the more complex issue of explaining the 

subjective experience of say, seeing colors, remains an inscrutable problem. 

Finally, there is the concern about our species’ future. While we may keep 

slowly evolving biologically, the explosive rise of technology in the last 

years may generate profound changes in our well-being while at the same 

time it may be the source of deep inequalities that can affect our future as a 

species. We are rapidly changing the face of the earth, and it depends on us 

to decide what world we want to live in.
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11  Homo

The word primate comes from the Latin meaning “first rank,” in a clear 

allusion to our anthropocentric view of life. While not being hierarchically 

superior, primates represent an unusual clade displaying adaptations to 

arboreal life, strong frontal vision initially associated with nocturnal hab-

its, and particularly large brains. Most primates, especially the anthropoids, 

live in groups and develop complex social lives. Our species emerged as a 

highly social species, in a unique series of events that have changed the 

face of the world in a few hundred thousand years. This chapter refers to 

the origin of humans starting from our primate ancestors, and to some spe-

cial adaptations that characterized our lineage, like a very large brain, the 

manipulative and toolmaking skills, and our social behavior.

From Climbing to Walking

Tree-Dwellers

The earliest primates recorded in the fossil record are the arboreal shrew-

like purgatoriids, probably originating shortly before the asteroid terrestrial 

impact that killed the dinosaurs (see figure 11.1). Primates soon developed 

several characters like opposable thumbs in hands and feet and a sophis-

ticated neural control of them, enhanced hand-mouth coordination for 

feeding on fruits and leaves, and finger pads and nails instead of claws 

facilitating grasping. Other features of primates are that they are usually 

highly social species, relying on extended use of gestural, vocal, and facial 

signals to communicate.1

Modern primates split into two main lineages: the “wet-nosed” primates 

(strepsirrhines: lemurs, galagos, and lorises) and the “dry-nosed” primates 

Downloaded from http://direct.mit.edu/books/book-pdf/2470124/book_9780262379342.pdf by guest on 26 September 2024



186	 Chapter 11

(haplorrhines: monkeys—including us—and the tarsier, a small, large-eyed 

creature from Indonesia). Wet-nosed primates have an upper lip that curves 

in the midline and reaches the nose as in cats, dogs, and rodents. In dry-

nosed primates, the lip forms a continuous band of skin below the nose 

that gives it more flexibility (as in our upper lips). Monkeys use the upper 

lip for socializing and produce a series of signals and voiceless sounds like 

“clicks,” “kisses,” and “whistles” that represent an early scaffolding for the 

origin of speech in our species.
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Figure 11.1
Phylogenetic relations of living primates.
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Tail Loss

Anthropoids (monkeys, apes, and us) emerged in Asia some 58 MYA, sepa-

rating from tarsier ancestors as their sister group. Anthropoids became diur-

nal and regained color vision, associated with fruit feeding, that had been 

partially lost in early mammals. Anthropoids further subdivided between 

platyrrhines (new-world monkeys) and catarrhines (old World monkeys). 

Subsequently, monkeys that remained in Africa and Asia split into two 

branches, the Cercopithecidae (colobus, macaques, baboons, and their kin) 

and the Hominoidea or apes: flat-faced, long-armed, and tailless primates. 

Early apes were distributed in Asia, Europe, and Africa during the Miocene 

period, including the macaque-like Proconsul and other species. As men-

tioned in chapter  1, tail loss in this lineage was probably caused by the 

insertion of a mobile DNA sequence (a “jumping gene”) into a gene called 

TBXT. However, there was a cost to this innovation as the mutation in TBXT 

is related to increasing incidence of neural tube defects. Tail loss may have 

been associated with a new mode of locomotion in the canopy called bra-

chiation, which consists of balancing on the branches hanging by the arms 

like a trapeze artist, presaging a vertical body posture. Notably, the early 

fossil ape Danuvius seems to have walked upright in trees about 11 MYA, 

long before bipedality arose in the hominins. Other evidence suggests that 

bipedality arose in seasonal woodlands rather than on deep forests where 

apes had to ascend and descend from trees. In this line, a recent proposal 

suggests that ape forelimb morphology relates more specifically to down-

climbing from the trees, which apes perform differently from monkeys.2

Gibbons and Siamangs from South Asia represent the earliest branch of 

living apes, usually living in the high trees and maintaining stable couples 

during their lives. Importantly, gibbons are highly vocal species and have 

elaborated complex songs. Despite their complexity, gibbon songs are quite 

stereotyped and species-specific. Perhaps more important for the context 

of human evolution is the fact that gibbon couples sing in highly coordi-

nated duets led by the female, where both sexes alternate their calls like we 

do during a conversation. A more flexible mechanism of “conversation” is 

observed in the South American marmosets, who display complex commu-

nal lives. I will come back to these animals in the next chapter.

The rest of apes include the living orangutan, the gorilla, the chimpanzee, 

the bonobo, and our own lineage. The chimpanzees and bonobos (Panini) 

are our closest living relatives, while Hominini refers to the human lineage 
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after the split with the chimpanzee ancestors, that is, excluding Panini. 

Despite our anatomic, cognitive, and cultural differences, estimates of gene

tic sequence divergences between these apes and humans range between 1 

to 3 percent, although large chromosomal rearrangements are much more 

common in both groups and may have been relevant in the divergence of 

both lineages. While chimps tend to be more aggressive and more carnivo-

rous, bonobos are gentler and have a juvenilized appearance. Some authors 

have argued that the life of bonobos better resembles that of human ances-

tors, with a trend to maintain juvenile features, decrease aggression, and 

increase cooperation. Likewise, early fossil hominins like Orrorin, Sahelan­

thropus, and Ardipithecus had small canines and large molars compared to 

other primates, pointing to a less aggressive way of life. Yet, the brains of 

these species were similar in size to those of other apes. Another critical 

character of these fossils is their incipient bipedality. Still, the social life, 

posture, and locomotion of early hominins is a matter of heated disputes 

among paleoanthropologists, and the last word has not been said yet.3

Featherless Bipeds

A Walk in the Savanna

Our own lineage (Hominini) probably starts with Ardipithecus and the 

closely related Orrorin and Sahelanthropus, all showing a mixture of arbo-

real and pedestrian features (see figure 11.2). The later Kenyanthropus and 

the Australopithecines displayed more adaptations to bipedal locomotion, 

with a more human-like vertebrate column to support the standing weight. 

The erect posture may have been useful for losing heat in the open savanna, 

exposing the body to the wind and minimizing sun irradiation, which was 

accompanied with the increase of sweat glands and probably loss of hair 

(except in the head, which protected the brain from overheating). At the 

same time, the straight posture offered a wider visual perspective to detect 

danger or food. But perhaps the more radical consequence of the obligate 

bipedal posture was that it freed the hands to carry food, babies, sticks, and 

stones for defense and for crushing carcasses.4

Hominins probably had an omnivorous diet similar to that of modern 

chimpanzees, including fruits, leaves, seeds, insects, and occasional meat. 

Some 3–2.4 MYA, butchery marks made on bones of large animals start 
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The evolution of Hominins.
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to appear, associated with stone tools presumably manufactured by homi-

nins to extract the highly caloric bone marrow inside the bones, which 

provided new energy for growing large brains. Chimpanzees have been 

observed making and using stone tools, twigs, and rudimentary spears, and 

there is evidence of them transporting tools over some distance. However, 

early humans were unique in developing a systematic tradition of stone 

toolmaking, where tools were routinely transported from their manufactur-

ing sites for future use. The first human stone tools recorded, the Lome-

kwian tools, are sturdy pieces dating from about 3.3 MYA, followed by the 

slightly more elaborate Oldowan handaxes (2.9 MYA) attributable to very 

early Homo or other Hominins. The earliest Homo remains (Homo habilis 

and the closely related H. rudolfensis), provided with more delicate jaws, 

date from about 2.8 MYA. About 1.8 MYA, H. ergaster replaced the earlier 

African forms, while the later H. erectus spread into Asia. The latter was a 

proficient toolmaker, first using Oldowan tools and later replacing them 

with the more elaborate Acheulean tools. H. erectus has been usually consid-

ered to have significantly increased meat consumption, which would have 

propelled brain growth. Another early human achievement was fire control. 

Data for use of fire is elusive, the earliest findings pointing at H. erectus some 

1.5 MYA, while the earliest evidence for cooking food (in this case fish) was 

recently found in a 780-KYA site in Israel. Cooking allowed for extraction 

of more nutritive contents from food, which according to some authors, 

provided further energy necessary to keep growing an increasingly large 

brain. Finally, an intriguing species is H. naledi, dating from only about 230 

KYA in Africa, about 45 kg of weight and with a brain similar in size to a 

chimp’s brain. Some reports suggested that, despite its small brain, H. naledi 

mastered fire, buried their dead, and made cave art, although recent find-

ings have casted doubt on these conclusions.5

Close Relatives

The recent human lineage appeared about 1.2 MYA, with H. antecessor 

and later H. heidelbergensis from Europe, the stout Neanderthal man in 

Europe and Asia (H. Neanderthalensis or H. sapiens neanderthalensis), and 

the Denisovan man in Asia (H. denisova or H. sapiens denisova). Neander-

thals (and possibly Denisovans) had a complex culture, with cave paint-

ings, hunting large game, cooking their food, and making bone ornaments, 
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indicating they displayed manual and cognitive expertise, including sym-

bolic thought. Two side branches of late Homo were the dwarfed island 

dwellers Flores man (H. floresiensis) from Indonesia and H. luzonensis from 

the Philippines. According to recent findings, early H. sapiens arose some 

300 KYA and spread into diverse populations in different parts of Africa, 

all showing a mixture of modern and archaic anatomical traits and possi-

bly exchanging cultural and genetic traits among them. These populations 

gradually acquired modern physical characters and a more sophisticated 

stone technology than their ancestors. Recent studies indicate that early 

Homo sapiens reached the Arabian peninsula, southern Europe, and Asia 

several times in history, carrying with them a sophisticated culture perhaps 

similar to that of Neanderthals. Yet, all non-African living humans appar-

ently descend from a great migratory wave that took place some 60 KYA.6

As modern H. sapiens reached Eurasia, they rapidly encountered other 

early human populations in the middle east like the Neanderthals and 

the Denisovans. There is mounting evidence that these three groups regu-

larly interacted and transmitted cultural and genetic traits among them. 

Neanderthals and Denisovans became extinct 40 or 25 KYA, possibly killed 

directly or indirectly by modern humans, although there was a degree of 

interbreeding between these groups. About 1–4  percent of the modern 

European sapiens genes were inherited by the Neanderthals, and modern 

Tibetan and Oceania populations have inherited a significant proportion of 

Denisovan genes, particularly related to immune function.7

Runaway Culture

After spreading into Eurasia and the other continents, the history of Homo 

sapiens went runaway. While for more than 2 MY technical innovations 

were quite slow, some 100 KYA our African Homo ancestors started changing 

their diets by including shellfish and fishing, making ornaments, elaborat-

ing spear heads and other innovations that took place concomitantly with 

increasing population size and long-distance trading of materials. The first 

confirmed abstract artwork dates from 73 KYA, marking the beginnings of 

figurative art. The earliest musical instruments known, flutes made from 

vulture and swan bones, date from about 30 KYA. Many authors claim that 

the cultural explosion is directly related to the development of abstract 

thoughts and especially with the capacity to plan future actions.
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Cultural innovations rapidly accumulated through time, accompanied 

by another great invention of humankind: the domestication of other 

species by controlling their reproduction, and generating our own food 

supplies, which in a way is an additional step in the self-maintenance 

mechanisms. By the Neolithic, some humans transitioned from a hunter-

gatherer lifestyle to a pastoral-farmer way of living, inventing agriculture 

in several places and at different times around the globe. The onset of agri-

culture provided a new dimension to human history, further increasing 

population numbers and trading. The increase in population density led to 

the concentration of people in large, collective settlements called megasites 

like those found in Ukraine about 6.2 KYA, which later became the earliest 

cities in Mesopotamia. In these conditions, population density rose highly 

and individual aggression too, making life much harder. Together with cit-

ies, higher-order organizations began to emerge to regulate social behavior, 

controlling aggression but also increasing inequality (hunger and famine 

became increasingly common).8

The evolution of culture and technology in our species has been 

referred to by some authors as an instance of “niche construction,” that is, 

we have been able to generate and modify our own environment in order 

to satisfy our needs. In my view, a more biologically grounded notion 

for this phenomenon is Richard Dawkins’s “extended phenotype,” which 

is found in many other species, like the beaver’s dam and the spider’s 

net. These behaviors are likely coded in the beaver’s or spider’s genes, 

while in our species, genes have coded for large and highly plastic brains 

that enabled us to develop our culture. I will come back to this point in 

chapter 15.

Eighty Billion Neurons

Brain Explosion

All these spectacular innovations were associated with one of the most 

notable features of our evolution: a dramatic increase in brain size. Starting 

from an ape-like brain of about 500 cc., the Homo brain reached 1,200 cc 

volume in Asian H. erectus some 200 KYA. More recent humans and 

Neanderthals (possibly Denisovans too) achieved some 1,300–1,600 cc of 

brain capacity, but there is a big dispersion and overlap in these data. 
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Intriguingly, there is a discordance between cultural development (evi-

denced by stone tool technology) and brain evolution in our lineage, the 

former increasing quite slowly at the beginning and speeding up only in 

the last 100–200 TY when our brains had already achieved their modern 

size. One possibility is that increasing brain volume in our early Homo 

ancestors was related to social and behavioral skills that have left no traces 

in the archaeological record.

Diet, Birth, and Heat

Increasing brain size in Hominins was not without drawbacks. First of 

all, the brain is an energetically expensive organ and needs an extra 

caloric increase for its maintenance. Some authors have proposed that 

the increase of meat and bone marrow in the diet provided this extra 

energy. This also required tighter cooperation between individuals, pro-

moting prosocial behavior. It has been also argued that the use of fire 

and the invention of cooking provided the energy for brain growth as it 

enabled a more efficient extraction of nutrients. Nonetheless, archaeologi-

cal evidence does not indicate a correspondence between fire control and 

human brain expansion. Furthermore, fire control and cooking require 

significant cognitive abilities to begin with, implying that selection for 

enhanced cognition (if not brain size itself) was already on its way when 

fire was domesticated.9

Secondly, there was an obstetric problem: as babies were born with larger 

brains, the passage through the pelvis during birth became increasingly dif-

ficult. Increasing the size of the pelvic canal had its limits as it anatomically 

interfered with walking efficiency. A complementary strategy was that our 

ancestors started delivering increasingly premature babies, which brought 

together increasing obstetric problems compared to other primates. Thus, 

care of the newborns may have required assistance from others, putting an 

additional pressure on the evolution of our social life. A third problem was 

that the head (and the brain) was maximally exposed to the savanna’s sun. 

Together with keeping hair on the head, the venous blood return from the 

brain was modified in early Homo to increase heat dissipation. Thus, mak-

ing large brains entailed a very complex set of anatomical compromises 

and functional tradeoffs, which implies that this probably provided ben-

efits that so far outweighed the costs.10
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Larger but Conservative

We have the largest brains relative to body size of all primates and of all 

animals as well, and possibly we have the largest number of brain neurons 

in relation to body size of all animals (whales may have more brain neu-

rons but their bodies are humongous). As in other large-brained mammals, 

the human brain has not grown uniformly, but some regions like the pre-

frontal cortex and higher-order areas (particularly the region surrounding 

the temporoparietal junction) have undergone very rapid growth while pri-

mary and secondary sensorimotor areas expanded much more slowly (see 

chapter 9). Likewise, areas related to the DMN and their connections have 

also undergone a significant increase in human evolution. Some evidence 

indicates that hippocampal and amygdalar regions associated with mem-

ory and emotion became specifically amplified in hominins, a finding that 

deserves further study. Finally, the human brain also developed structural 

and functional asymmetries that are only incipient in the ape brain, partic-

ularly in the inferior parietal lobe and the inferior frontal areas, providing 

a substrate for handedness, toolmaking, and the hemispheric lateralization 

for language, which were the key behavioral features driving our divergence 

with the rest of animals.11

This expansion was concomitant with a more modest growth of the 

cerebellum and the basal ganglia, which participate in the selection, coor-

dination, and execution of skilled learned movements including toolmak-

ing and speech, but also to other cognitive functions involving planning 

behavior, social interactions, and even our daily thoughts. As I will explain 

some paragraphs later, these components (especially the basal ganglia and 

other deep nuclei) may have been critical elements in promoting social 

behavior in our ancestors.

Associated with cortical growth, the human brain has gross morpho-

logical differences from those of apes and even among Hominins. Paleoan-

thropologists have been able to identify marks of some brain sulci in the 

internal cranial surface of fossil hominins, as seen by molds of the cranial 

vault (called endocasts), to infer how brain shape changed in human evolu-

tion. For instance, nonprimates have brain regions homologous to Broca’s 

language area in the human prefrontal cortex that can be identified by 

a specific cortical folding pattern. Homo fossils display a transition from 

an ape-like configuration of Broca’s cap in early specimens to a modern 

human-like anatomy in younger fossils.12
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Brain Genes and Cells

Several of the genes involved in determining brain size in vertebrates may 

have contributed to human brain evolution, either by amplifying their 

expression (the gene makes more proteins) or by mutations increasing the 

activity of the proteins they codify. Many of these genes, like ARHGAP11B 

and others, are regulatory genes related to increasing neuronal progenitor 

proliferation and cortical folding compared to apes, while other genes con-

tribute to network reorganization with some related to mental disorders. 

Interestingly, several noncoding DNA regions and RNAs (presumably acting 

as regulators of gene activity) have been found to undergo an accelerated 

evolution on the human lineage and have been associated with the expan-

sion of large-scale cognitive and social-related networks in the human 

brain. More recently, a new evolutionary strategy has been detected for 

the human brain: noncoding RNA is able to modify into coding messenger 

RNA, giving rise to new human-specific genes that have increased neuronal 

production. This mechanism is reminiscent of the RNA-editing processes 

involved in cephalopod brain evolution (see chapter 6).

There are also speech-related genes, particularly a gene called FOXP2 

(see next chapter), which concentrates many of the before-mentioned 

accelerated regions in its introns (see also chapter 12). Additional genes 

relate to synaptic function and plasticity like CBLN2 and SRGAP2; the lat-

ter underwent two rounds of duplication roughly at the origins of Homo 

sapiens. Likewise, human neurons display increases in dendritic complexity, 

neurotransmitter signaling, and electrical properties, associated with the 

expansion of upper cortical layers. Finally, glial cells, particularly astro-

cytes that participate in brain homeostatic mechanisms, including energy 

expenditure, show signs of specialization in the human brain, increasing in 

density in association with brain expansion.13

All in all, genetic and cellular modifications in human brain develop-

ment may have been largely associated with increases in allometric brain 

expansion and increasing plasticity, with a basically conserved neural archi-

tecture. Perhaps one main exception is the development of lateralization 

and brain asymmetries that, in humans, acquired fundamental relevance in 

association with toolmaking and language. Some authors have argued that 

brain lateralization may be partly a consequence of increasing interhemi-

spheric distance in larger brains, which hampers communication between 

both sides of the brain. However, functional lateralization is not just driven 
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by brain network asymmetries. Handedness, like language dominance, also 

depends on peripheral asymmetries of the innervation of the motor systems.14

Despite all these considerations, the question remains of why we were 

the only species to evolve such large brains if being so clever is such a good 

recipe. Homo sapiens coexisted with several other hominin species for about 

two million years, when population densities allowed for species diversity. 

But since about 30 KY we have been the only species of Homo on the planet. 

This might be because our lineage took care of extinguishing their close 

relatives, like we did with Neanderthals and Denisovans. Perhaps there is 

no space for more than one highly intelligent species on this planet.

Hands, Toolmaking, and Culture

Prodigious Hands

Another striking feature of the Homo lineage is the possession of skillful 

hands that enabled us to use and make sophisticated tools. The human 

hand is a prodigy of anatomy, allowing a stunning variety of grasping, 

manipulating, throwing, and other behaviors that undoubtedly have been 

critical for our evolution. Hand control evolved associated to enhanced cor-

tical control of the forearm musculature (usually the right hand), providing 

the ability to execute more voluntary and fine-controlled hand movements. 

Among nonhuman primates, individuals tend to have some hand prefer-

ences for manipulation and for social gestures, but there is a high variability 

and there seems to be no robust tendency for the left or the right hand in 

different species. In contrast, humans represent an unparalleled extreme 

in the consistent trend to one-handedness. There may have been unique 

selective pressures driving this condition, most likely driven by toolmaking 

behavior, where both hands have to perform complementary tasks.15

Even having skillful hands, elaborating stone tools is a painstaking pro-

cedure and must have been so to our early ancestors as well, who may have 

used large amounts of time to make them. Related to these skills, humans 

have a strong connectivity between parietal and frontal cortices supporting 

sensorimotor control of the hand, which is related to increasing brain size. 

However, acquiring familiarity with a tool also requires participation of the 

object-related ventral visual stream along the inferior temporal lobe. More-

over, like any skilled behavior, tool making and use rely on complex and 

hierarchically organized movement sequences that are dependent on the 
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basal ganglia. Interestingly, the basal ganglia circuits involved in toolmak-

ing overlap with those related to complex grammatical processing, indicat-

ing that these skilled sequences partly share neural substrates. Tool making 

and use also require a great deal of bimanual coordination, where usually 

the left hand holds and orients the object while the other usually uses 

another tool and performs high-frequency rhythmic movements to shape 

the object, in a hierarchical organization that according to some authors 

resembles that of language.16

Eye and Hand

In addition to handedness and bimanual coordination, a fundamental ele

ment in hand use and tool making is visual control. If you want to grasp 

an object, you not only adjust the arm trajectory to the observed position 

but your hand extends according to the size and shape of the object to be 

grasped. At six to eight weeks of age, human babies start watching their 

hands moving in front of them, in a process of maturation of the hand-eye 

coordination reflexes.

Perhaps one of the most exciting neurophysiological discoveries of the 

last thirty years was that of mirror neurons. Studying hand-grasping behav

ior, researchers found visuomotor neurons in the premotor cortex that fired 

both when the animal observed the object to be grasped (usually a food 

pellet) and when it executed the grasping action. To their great surprise, 

they also found that some of these neurons started to fire when the animal 

saw a human experimenter picking up the food pellet in the plate. These 

were called mirror neurons, characterized by firing both when the animal 

performs an action and when the animal observes the same action made 

by someone else (see figure 11.3). Mirror neurons were interpreted as rec-

ognizing the grasping action made by another individual, enabling us to 

understand other people’s actions or intentions “from within.” Mirror neu-

rons have become one of the hottest topics for popular science and non-

science worldwide, and there are many misunderstandings about them. 

Thus, another group of researchers claims that mirror neurons may not 

imply a dedicated mechanism of internal representations or models of the 

others’ conducts but emerge from basic associative events that link the sen-

sory context (say, the observation of the experimenter’s hand movement) 

with planned motor goals (the monkey intending to grasp the object). Fur-

thermore, mirror activity may be observed in other brain circuits beside 

Downloaded from http://direct.mit.edu/books/book-pdf/2470124/book_9780262379342.pdf by guest on 26 September 2024



198	 Chapter 11

hand-grasping, such as the hypothalamus of rodents where neurons code 

for aggressive behavior performed by the self or by others. Perhaps an 

important role of the mirror neuron network relates to action observation, 

linking observed behaviors and one’s own motor schemas, which is highly 

relevant for both social behavior and imitation.17

Transmitting Knowledge

Toolmaking behavior spread rapidly in early human groups, being the ear-

liest recorded cultural transmission events in our ancestors. Human cul-

ture differs from animal mechanisms of cultural transmission in that it is 

widespread in the population and especially that it is cumulative, rapidly 

generating improvements that end up in more efficient results. Still, this 

may not have been so evident in our early ancestors, as seen from the evo-

lution of lithic technology that improved quite slowly at the beginning. 

The main process by which culture is transmitted has been proposed to be 

imitation, which for some authors is an innate mechanism as evidenced 

by facial and manual imitations of adult gestures made by newborns. How-

ever, recent studies have contested this view, again claiming that simple 

and general associative mechanisms linking one’s own motor programs 

with observed others’ behaviors may account for our imitative capacities, 

which are probably motivated by a strong social reward. As with mirror 

neurons, perhaps our outstanding skill is to be extremely good in making 

STS

PFG

V1

M1

AIP

F5

Figure 11.3
The circuits related to hand-grasping mirror neurons in the macaque brain. AIP and 

PFG represent superior and inferior parietal areas, respectively; F5: hand premotor 

area; M1: primary motor area; STS: superior temporal sulcus; V1: primary visual area.
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these associations, rather than having a built-in mechanism that represents 

the other’s behavior.18

In this view, our large brains evolved to engage in associative learning 

and facilitate cultural transmission. Thus, instead of being innate, human 

cognitive abilities may largely rely on shared cultural knowledge that accu-

mulates across generations. However, other authors argue that it is the 

other way around: that culture emerged because of our increasing cognitive 

skills, which were selected in the context of the stringent ecological condi-

tions in which our ancestors had to live. Again, researchers may be artifi-

cially making a conceptual divide between two extreme positions, where 

the most parsimonious explanation may lie somewhere in the middle. The 

origin of speech and language may be an example of an interplay between 

both mechanisms, as I will explain in the next two chapters.19

Love Thy Neighbor

Social Brains

The cumulative transmission of culture only became possible by virtue of 

a tight social life where individuals found strong support in the group to 

care for the young, find food, and protect one another from predators and 

enemies. Cooperation, and depending on others to survive, became criti-

cal aspects for our success, although this did not preclude the existence of 

competition, rivalry, and aggression between members of the group, and 

especially between groups. Thus, the right balance between competition 

and cooperation, both between individuals and between groups, may have 

been a significant driver of our social behavior.20

In mammals, social behavior is regulated by a set of deep brain struc-

tures including the amygdala, the basal ganglia, the brainstem, and the 

hypothalamus. These structures participate in reward, arousal, and behav-

ioral control mechanisms mediated by neurotransmitters like dopamine, 

norepinephrine, and serotonin, and especially the hypothalamus secret-

ing prosocial hormones like oxytocin and vasopressin that promote social 

bonding and parental behavior. Another important system contributing 

to social behavior is the corpus striatum, a large component of the basal 

ganglia. More specifically, the ventral striatum relates to our desire to affil-

iate and belong to groups, driven by the neurotransmitter dopamine in 
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concert with hypothalamic hormones. In contrast with other apes, humans 

have increased the dopaminergic innervation to the striatum, aided by 

neurotransmitters like serotonin and neuropeptides, all at the expense of 

decreasing acetylcholine, resulting in decreased aggression and increased 

social competence. While a balance in favor of acetylcholine in apes drives 

self-related behaviors and social autonomy, increased dopamine innerva-

tion in humans led to social dependency and cooperation, including the 

formation of pair bonds and social monogamy. The enhanced dopaminer-

gic innervation may have also driven communication behavior and the ori-

gin of language, as we will see in the next chapter. A collateral drawback of 

these innovations may have been a propensity to engage in addictive and 

overeating behaviors. Yet, some authors claim that humans are not unique 

in the propensity to conditions like overweight and obesity.21

In the human lineage, a complex cortical network has evolved atop 

of this deep neural scaffolding to regulate social behavior. In fact, many 

of the rapidly expanding brain regions in the human cerebral cortex are 

involved in different aspects of social cognition and behavior including 

reward and motivation mechanisms, cognitive control and inhibition, 

and systems involved in social and action perception. Mirror neuron net-

works, language and face perception regions, as well as other multimodal 

regions encompassing the prefrontal cortex, the orbitofrontal cortex, the 

temporoparietal junction (TPJ), the superior temporal sulcus (STS), and the 

DMN make up an extended network of higher-order association areas that 

regulate social behavior (see chapter 10). This collection of areas has been 

termed the “social brain,” but it is not clear whether they really represent a 

unified network or is a collection of systems that have been independently 

recruited for social behavior.22

Self-Taming?

Finally, proposing a framework to explain the evolution of human social 

behavior, some authors claim that besides domesticating other species we 

also tamed ourselves, decreasing aggressiveness by attenuating the stress 

response, and by increasing dopaminergic signaling. These features corre-

late with the maintenance of behavioral and physical juvenile traits, play-

ful behavior, decreased aggression, and several physical traits. Intriguingly, 

many of these traits are related to the development of the embryonic neural 
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crest, which was critical for vertebrate origins (see chapter 7). In my view, 

features observed in domestication may be also observed in other social 

animals where aggression is blunted and social learning plays a relevant 

role, including birds and primates.23

In relation to this hypothesis, some authors documented a paradoxical 

decrease in brain size from about 1,600 cc in early sapiens and Neanderthals 

to 1,400 cc in extant humans (although a more recent report was unable 

to confirm this pattern). The most popular interpretation is that this is a 

consequence of self-domestication, where inhibition of aggressive behavior 

resulted in smaller brains as a side effect, as it happens in many domestic 

animals (but not in all). Yet, several authors have disputed this hypothesis. 

Moreover, domestication features and prosocial behavior like the depen-

dence on social reward were likely evolving in early Hominins during the 

paleolithic when brain size increased dramatically. It is not straightforward 

why there would have been a trend inversion if prosocial behaviors and 

cultural transmission were being selected for a long time before.24

Perspective

Homo sapiens emerged from a lineage of tree-descended apes, which evolved 

bipedalism and increased hand dexterity in association with toolmaking 

abilities. Many species of Homo existed in the last 3 MYA, which may have 

interbred, but the only extant species is H. sapiens. Brain size increased dra-

matically from early H. habilis to late H. erectus, probably driven by sev-

eral genetic modifications. Among the few features deviating from general 

primate trends is the lateralization of brain functions, notably related to 

toolmaking and language. Toolmaking was possible by the elaboration of 

a notable hand dexterity and increasing hand-eye coordination. In this 

context, mirror neurons are a group of visuomotor neurons involved in 

hand-grasping that have the property of activating when observing others 

performing similar behaviors. Mirror neurons have been proposed to par-

ticipate in behavioral imitation and other kinds of learning, including 

speech, and to be quite relevant for human social behavior.

The background to all these capacities lies in the intense social life that 

is characteristic of humans and may have been fundamental for their evo-

lution. Increasing dopaminergic signaling, especially in deep brain centers 

Downloaded from http://direct.mit.edu/books/book-pdf/2470124/book_9780262379342.pdf by guest on 26 September 2024



202	 Chapter 11

like the basal ganglia, and other traits like enhanced signaling of prosocial 

hormones may have provided a strong drive facilitating childcare, social 

bonds, and collaboration within the group. In the cerebral cortex, a group 

of dispersed brain regions involved in social behavior have been collec-

tively termed the social brain, but it remains unclear to which extent they 

make up a cohesive network. All these characters have been associated to 

the so-called domestication syndrome, featured by decreased aggression 

and juvenile traits. In the next chapter, I will address the most distinctive 

characteristic of our species: the emergence of speech.
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Arguably, a large part of our success as a species relies on our great com-

municative ability that is channeled through language, widely separating 

us from the rest of the animals. This immense gap has been one of the 

biggest challenges for human evolutionary theory, as there are no traces of 

language evolution in the fossil record. Doubtless, language appeared in the 

context of a toolmaking culture, supported by an increasing sociality, but 

the details of its emergence are not clear at all. Here I will focus on the evo-

lution of vocal communication in primates and how speech mechanisms 

might have emerged from it. A popular view asserts that early human com-

munication was predominantly gestural and speech is only a late acquisi-

tion, but I will argue that vocal communication has a long history in the 

human lineage, and a continuity in its neural mechanisms can be traced to 

nonhuman primates.1 Rather than a sequence of gestures first, voices later, 

voice and gestures probably coevolved from very early in Homo. In the next 

chapter, I will address the origin of language, which refers to the emergence 

of symbolic communication in our species and will discuss the role of ges-

tures in this process.

The Speech Instinct

Before Babel

Darwin highlighted language as a product of biological evolution, propos-

ing that speech had evolved first as a melodic system for social communi-

cation, similarly to birdsong, in tandem with the use of communicative 

hand and body gestures. In fact, speech is different from most other pri-

mate vocalizations, as it is acquired from exposure to adults, while the 
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vocalizations of most monkeys and apes are largely innate. Still, Darwin 

emphasized that unlike other forms of learning, humans are born with 

an innate tendency to learn it (as opposed to writing, for example, where 

teachers have to struggle with their pupils).2

Thus, a first step in language evolution was a drive to communicate, 

possibly because it was a highly rewarding behavior. In early hominins, 

the intense social life required for survival in the open savanna may have 

put a special pressure on vocal behavior, which was important for commu-

nication not only between mother and child but also for group coordina-

tion and for strengthening social bonds within the group. In fact, circuits 

involved in reward mechanisms and prosocial behavior have been related 

to speech acquisition in humans and to song-learning in birds. Further-

more, this usually takes place during reciprocal interactions, where bab-

bling human infants engage in “conversations” with adults that at least 

according to parents are highly arousing and rewarding, where they recipro-

cally exchange gestures (largely facial) and vocalizations that later develop 

into early speech. In this line, bidirectional vocal behavior, where two indi-

viduals take turns to mutually respond to each other, probably evolved as 

a social glue mechanism in our ancestors, which maintained not only a 

parental bonding with the child but also group cohesiveness.3

From Turn-Taking to Gossip

As adults, most human speech takes place in reciprocal conversations, and 

most of what we talk about in our conversations is gossip. Robin Dun-

bar has proposed that gossip (understood not just as commenting what 

the neighbor did but as a mechanism to maintain a conversation) was 

among the early functions of language, helping to tighten social bonds and 

contributing to social learning.4 While instances of reciprocal vocaliza-

tions and duets are commonly observed among nonhuman primates (for 

example gibbons), recent findings indicate that the new-world marmoset 

monkeys could best resemble the vocal behavior of our direct ancestors. 

These tiny monkeys live in highly cohesive groups where they cooperate 

for breeding and intensely exchange reciprocal vocalizations that can last 

for several minutes, between adults but also between adults and infants. 

In these species, youngsters gradually develop their adult calls through lis-

tening to elders and are socially reinforced by them. Likewise, marmosets 

are able to combine different vocalizations, making up short “phrases,” 
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and exchange distinct utterances in different social and environmental 

contexts. However, marmosets are trapped in their ecological settings, 

while Hominins had the whole African savanna to develop new innova-

tions and behavior.5

Making Voices

The Voice Organs

Before going on with the neural mechanisms of Hominin vocal evolution, 

a brief description of how speech is produced may be needed. Being highly 

vocal animals, primates display an increased morphological and functional 

diversification of the larynx compared to other mammals. Yet, the human 

larynx goes a step further in morphological innovation, attaining a lower 

position than in other primates, which increases the length of the vocal 

tract. This condition was initially hypothesized to amplify vowel sound 

production by increasing the cavity of the upper vocal tract. However, find-

ings indicate that laryngeal descent is used by several species (like deer) 

to produce the impression of a larger body size with their moo, especially 

during male-male competition when mating. However, if this is the expla-

nation, it is not clear why human females would have developed this con-

dition too. Whatever the reasons for laryngeal descent, early humans may 

have taken advantage of this to diversify vocal communication.6

Additional studies showed that despite having a shorter vocal tract, 

monkeys and apes may be mechanically able to produce some speech-

like movements and sounds. However, their vocal repertoire is much more 

limited than predicted by these findings, presumably due to neural limi-

tations. Nonetheless, monkeys, and especially apes, have highly mov-

able lips and tongues and use a variety of consonant sounds like “clicks,” 

“smacks,” “kisses,” and even “whistles” to communicate. Lip-smacking is 

a common affiliative behavior used by monkeys and apes, whose rhyth-

micity and development match those of human lips during speech. For 

instance, labial consonants like the /p/ sound may be rooted in such 

behaviors. Some monkeys like the gelada baboons are able to generate 

speech-like sounds termed “wobbles” by coordinating vocal and lip move-

ments. Likewise, orangutans have impressively movable lips and produce 

consonant-like and also vowel-like sounds which they can combine, even 

mimicking the human voice. 7
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Vocal Learning

But more than having a proper vocal tract, the capacity to produce learned 

vocalizations (like a parrot imitating speech) is the main requirement for 

speech evolution. Vocal learning is a complex trait found in several species 

like parrots, songbirds, bats, marine mammals, and a growing list including 

as said some nonhuman primates. Yet, vocal learning is not an all-or-none 

trait but is a continuous variable across species, and probably different spe-

cies may have specialized in different vocal skills. A basic element of vocal 

learning is the plasticity of vocal development in early life, which presum-

ably depends on a critical period for learning and has been related to the 

domestication syndrome in social animals. For instance, in marmosets and 

in bats, vocal behavior develops in pups with an initial babbling-like period 

that is modified through exposure to adults, similar in a way to the early 

stages of human speech development.8

Vocal Neurons

Vocal learning capacity has been related to the development of specific 

neuronal circuits. There are two main systems controlling vocalizations 

in the mammalian brain, one involuntary and the other voluntary that is 

associated with vocal plasticity in some species. Involuntary vocalizations 

are stereotyped utterances like human laughter or animal grunts and barks, 

some of which are highly contagious and may have been used as a strong 

social binding mechanism. On the other hand, voluntary vocalization cir

cuits depend on the vocal motor cortex, the prefrontal regions and the 

auditory areas of the cerebral cortex (see figure 12.1). These circuits enable 

the animal to decide when or not to vocalize, and also permit to modulate 

some aspects of the vocalization. In a further step, vocal learners (includ-

ing humans and marmosets) display a direct control from the motor and 

premotor cortices to the brainstem motor neurons controlling vocal mus-

culature, as opposed to an indirect or polysynaptic control of these motor 

neurons in vocal nonlearning species.9 This situation resembles the direct 

cortical innervation of spinal forelimb motor neurons for hand dexterity 

(see chapter 11). Like humans, marmoset monkeys deviate from the typi-

cal primate pattern, being able to modify their early vocalizations through 

exposure to adults’ voices, and they have enhanced projections from vocal 

premotor areas in the cerebral cortex to the brainstem, perhaps represent-

ing an incipient step in the evolution of vocal plasticity. Humans further 
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Figure 12.1
Some elements of the neural control of speech. A: The involuntary circuit (depicted 

in the right hemisphere, RH, but this is bilateral) comprises the anterior cingulate 

cortex (ACC), the periaqueductal gray (PAG), and other structures (not shown). The 

voluntary vocalization circuit (depicted in the left hemisphere [LH]) includes the 

dorsal laryngeal cortex (LCd) involved in pitch processing, the ventral laryngeal cor-

tex involved in syllabic processing (LCv), and their direct projections to the nucleus 

ambiguus controlling the larynx (NA). B: Connections between the laryngeal cortices 

(LCd and LCv) with the thalamus (T) and the basal ganglia (BG) are shown in the 

LH. There are also contributing cortico-cerebellar circuits involved in speech control 

that are not shown.
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diverge from other primates as the laryngeal cortex (controlling the mus-

cles of the larynx) moves from premotor areas to the motor cortex and 

becomes subdivided into two components: a dorsal one involved in pitch 

and melody production, and a ventral one involved in vocal sequencing of 

phonemes and syllables as well as speech articulation. (This is in line with 

the recently published new version of the cortical motor “homunculus,” 

with a duplicated map of the face and limbs.)10

Voice, Ear, and Sight

Given the anatomical and neural elements underlying voice making, 

another issue is how these systems coordinate to produce a comprehen-

sive acoustic signal. Speech is not just exhalation but is a highly rhythmic 

process, largely due to the activity of oscillatory generators located in the 

brainstem controlling the lower and upper vocal tracts. This is observed at 

all levels and across species, from monkey lip-smacking to the “wobbles” of 

geladas to the phonemic-syllabic structure of marmoset vocalizations and 

human speech. Notably, vocal learning species are also able to “sense” non-

vocal rhythmic sounds and to synchronize their motor outputs, even their 

body movements, according to a perceived beat, which possibly makes the 

foundations of dancing behavior. This observation led to the hypothesis 

that rhythmic synchronization evolved in association with vocal learning, 

providing a temporal frame to predict the incoming inputs and to establish 

turn-taking conversations. However, there is recent evidence of non-vocal 

learner animals following rhythmic beats (I remember as a kid a documen-

tary by Jacques Cousteau where pelicans moved their heads synchronizing 

with a musical beat). As mentioned in the previous chapter, human tool-

making is also a highly rhythmic behavior, and the percussion provided by 

stone hammering may have synchronized with a rhythmic proto-speech 

stage in our ancestors.11

On the sensory side, speech perception is also a rhythmic process that 

relies on a complex oscillatory dynamics in the auditory cortex that matches 

the speech input at different rates, from phonemes (25–35  Hz, Gamma 

activity) to syllables (4–7 Hz; theta frequency) and words and phrases at 

increasingly lower frequencies, providing a framework for prosodic and 

grammatical processing. (Syllable-selective neuronal ensembles are also 

found in the marmoset auditory cortex.) Musical instruments are played 

at a range of frequencies peaking around 1 or 2 Hz, close to the level of 
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syllable frequencies. Many authors now consider that brain oscillatory pat-

terns are somehow related to the hierarchical structure of grammar, but the 

details on how this takes place are still debated. In speech perception, this 

cyclic activity engages with rhythmic visual input conveying face and lip 

movements, and with the activity of motor cortices that code for the hear-

er’s own speech production. Thus, visual networks connect with auditory 

areas and vocal systems at different rhythms, making a triangle connecting 

phonemes, visemes (the visual correlates of phonemes, especially in vocal 

and labial consonant production), and “articulemes,” the hypothetical 

motor engrams of phonemes (this term was coined by Maëva Michon, then 

a postdoc at my lab). However, although adults and children may benefit 

from motor mechanisms and visual input to learn and process speech, they 

are not strictly necessary for speech development, as seen from early blind 

people that have normal speech. In the same line, domestic animals like 

dogs can understand human words, despite being totally unable to produce 

them. This suggests that the capacity to perceive words may rely on the 

deployment of general sensory categorization mechanisms partly shared 

with other species.12

Melody

Another unique feature of the human voice is the capacity to sing. Darwin 

and many recent authors proposed that speech evolved first as primitive 

melodies, a hypothesis that now is known as the musical protolanguage, 

including melodic and body rhythmic signals that may have been collec-

tively expressed as dance behavior, and was used for social cohesion and 

behavioral coordination. The melodic contours of our early vocalizations 

probably emerged as a form of prosody, modulating pitch and intensity to 

convey emotional signals or simply to capture the attention of the listener. 

In modern speech, prosody (which is also cyclical) contributes to parse the 

speech signal, helping to segment different components in a phrase, and 

is associated to slow-wave oscillatory activity in the auditory cortex. Nota-

bly, although they may share a common origin, music and speech neu-

ral circuits seem to have diverged in evolution, as there is a segregation 

of song-selective and speech-selective neural populations in the human 

auditory cortex (remember also that the laryngeal motor cortex contains 

a pitch-related component and an articulatory component). In fact, a 

premotor region (area 55b) has recently reported to be a hub for musical 
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processing. In most humans, music and prosody are more associated to 

the right cerebral hemisphere and speech production is biased to the left 

hemisphere. In a way, the hemispheric separation of pitch and structure 

may resemble the hand coordination for toolmaking, where both hands 

specialize in different subtasks to yield a final product. Note however that 

this lateralization of functions is more a bias rather than an absolute separa-

tion. Speech and music perception are largely bilateral processes at least 

at the lower levels of phoneme and pitch perception. Hemispheric lateral-

ization seems to amplify both at high-level networks that involve working 

memory and other functions (see the next section), or at the motor level 

when generating speech structure.13

Speech Genes?

Several years ago, a gene called FOXP2 was found to be associated with 

inherited speech impairments, particularly involving vocal articulation (see 

chapter 11). FOXP2 and related genes participate in cortico-basal ganglia cir

cuits that contribute to vocal motor learning and perhaps other behaviors. 

Furthermore, the gene is involved in vocal behavior in other vocal learning 

species including mice, bats, and songbirds. In humans, beside the non-

coding accelerated regions described in chapter 11, FOXP2 has accumulated 

two point-mutations that are not present in the same gene of monkeys and 

apes, an event that according to recent evidence may have taken place quite 

early in Hominin evolution. Thus, increasing hand dexterity and an incipient 

vocal plasticity could have evolved together in our ancestors, partly driven 

by selected mutations in genes controlling the development of descending 

cortical projections.14 Nonetheless, apart from these punctual findings, the 

genetic substrate for speech remains elusive. A recent study identified several 

regulatory genes in mammalian vocal learning species, some of which have 

been also associated with human speech disability.15 Hopefully this will pro-

vide more insight into the evolution of our most cherished capacity.

Birds Again

Finally in this section, I will make a brief digression to speak about birds 

again, this time rivalling or excelling mammals in vocal behavior. Vocal 

learning is particularly noticeable in some species of birds, particularly par-

rots, songbirds including ravens (oscine birds), and hummingbirds. These 
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three groups are distantly related, and probably evolved this capacity sepa-

rately. Just like in the evolution of the brain, the vocal organs of birds rely 

on structures that are not homologous to those in mammals. Instead of a 

larynx, birds display a syrinx located at the base of the trachea, which is 

innervated by the hypoglossal nerve and nucleus, instead of the vagal nerve 

and the ambiguous nucleus as in mammals.16

Noteworthy, birdsong and parrot vocal learning develop through stages 

not unlike infants’ speech, where the young first develops a “subsong” (com-

parable to infant babbling) consisting of a wide repertoire of sounds. This 

is subsequently refined by narrowing the range vocalizations according to 

the template provided by the parents, yielding the adult vocal pattern as it 

happens in marmosets and humans. Together with these behavioral skills, 

the birdsong brain contains a circuitry intriguingly similar in design (but 

not homologous) to the human speech networks, consisting of separate 

but interconnected components involved in song perception and learning, 

and an output component located in the avian amygdala. As in vocal learn-

ing mammals, the latter sends direct projections to the brainstem motor 

nucleus that controls the syrinx (this projection has not been found in in 

vocal nonlearning birds). Notably, this circuit is strongly lateralized to one 

hemisphere, in some species to the left and in others to the right, which 

points to the possibility that speech lateralization may respond to mecha-

nisms intrinsic to vocal control.17

Moreover, birdsong is not only learned but also shows some internal 

structure that some authors have likened to a rudimentary syntax. Simi-

lar to speech, birdsongs are composed of sequences of syllables composed 

by “motifs,” but these are usually arranged in a fixed order, with little 

signs of combining syllables in different orders. However, some studies 

have reported the capacity of songbirds to change syllable ordering dur-

ing song learning and in adulthood, making controversial parallels with 

early human grammar acquisition (see next chapter).18 Finally, since bird-

song is socially learned, different populations have developed song dia-

lects in different territories (group dialects have been reported in mammals 

too, particularly in cetaceans). Therefore, Darwin’s intuition of convergent 

mechanisms underlying early human speech and birdsong learning turned 

out to be largely correct not only at the behavioral but also at the genetic 

and neuronal levels.
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A Brain for Speech

Broca, Wernicke, and Beyond

Human speech substantially diverges from the previously mentioned forms 

of animal communication by virtue of a much more complex structure that 

conveys equally complex meanings, enabling us to talk about the world, the 

future, the past, and ourselves. Besides the auditory and the vocal motor cor-

tices, speech (and language) relies on a large-scale cortical network involv-

ing higher-order areas and their long-range connections. The language 

circuits are typically depicted as a motor-controlling region (Broca’s area) 

in the ventrolateral prefrontal cortex, usually in the left hemisphere, and 

an auditory component in the left superior temporal lobe (Wernicke’s area), 

both connected via a tract called the arcuate fasciculus (see figure 12.2). 

However, these regions are not well delimitated anatomically, which has 

Parietal

TPJ

STS

W

LCv
AF

B

Temporal

Ventral Vis

Dorsal

Figure 12.2
Circuits involved in speech production and perception. The so-called “language cir

cuit” encompasses an anterior, predominantly motor component (B: Broca’s area, 

located in the ventrolateral prefrontal cortex) and an auditory-related perceptive 

region (W: Wernicke’s area). Both regions are connected through a ventral stream 

along the temporal lobe (light gray arrow between B and W), and through a dorsal 

stream (black arrows), via the parietal lobe. Note that the dorsal stream includes direct 

projections via the arcuate fasciculus (AF) and indirect projections between W, TPJ, and 

B. Also shown are the connections between B, the laryngeal cortex (dark gray arrows; 

for clarity, only LCv is shown), and the somatosensory cortex. The ventral and dorsal 

visual streams (and the third visual stream to the STS) are shown for comparison.
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led to many discussions about their functions and localization practically 

since they were first discovered. Furthermore, these areas are not strictly 

speech-dedicated areas but may contribute to several other functions besides 

speech. Some studies suggest that these brain areas work by coordinating 

whole-brain distributions of networks for processing language. On the other 

hand, other authors emphasize the difference between being active during 

a specific behavior (as seen in brain activation studies, which may display 

large-scale organizations), and being strictly necessary for that behavior (as 

evidenced for lesion studies, that show a more restricted set of brain regions). 

In any case, the “language-related circuit” has served as an extremely useful 

reference for neuro-linguistic research. Furthermore, some recent analyses 

have shown an expansion of the areas corresponding to the classical Broca’s 

region in humans compared to other apes, which fits the evidence of Broca’s 

area differentiation from early Homo to modern humans (see chapter 10). 19

More recent findings, largely based on modern brain imaging techniques, 

have shown that the network connecting both areas is far more complex 

than was originally envisaged. First of all, early comparative studies had 

shown that the arcuate fasciculus is not the only tract connecting these 

areas through the parietal lobe, there being contributions of neighboring 

tracts as well. Particularly, the temporo-parietal junction (TPJ) is a multi-

modal region connected to both Wernicke’s and Broca’s areas, contributing 

to verbal working memory and other language-relevant functions. Sec-

ondly, Broca’s region also receives auditory projections (that mix up with 

visual projections) from the anterior temporal lobe. Thus, similarly to the 

two-streams organization of visual areas, a double-route has been depicted 

for language processing, with a dorsal stream via the arcuate fasciculus and 

related tracts that is related to phonological and auditory-vocal transforma-

tions, and a ventral stream that processes words and their meaning. There 

are also contributions of other neural tracts, particularly from the visual 

cortex, that will be reviewed in the next chapter.20

Before we go on, we have to recall that like all other cortical circuits, these 

are strongly bidirectional with top-down multimodal contextual influences 

and bottom-up inputs conveying sensory novelty. This large-scale, bottom-

up, and top-down dynamics provides a multimodal context to predict the 

other’s speech during a conversation, which enables not only anticipating 

the following phonemes or words but also contributing to extract meaning 

out of the unfolding sentence. Finally, it never hurts to insist that these 
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cortical networks are embedded in large-scale circuits comprising thalamic, 

basal ganglia, and also cerebellar components besides cross-dialoguing with 

other cortical areas. Subcortical components like the cerebellum and basal 

ganglia not only work in learning and coordinating vocal motoric acts but 

also participate in higher-level processes involving syntactic and concep-

tual mechanisms. We still do not know the details of how these overall 

engrams become executed, but these questions promise to become a highly 

exciting area for future research.

The Speech Loop

The existence of relatively localized brain regions and their connections 

supporting speech planted a critical but largely ignored question about 

the evolutionary origin of these areas, and the possibility of corresponding 

networks in the nonhuman primate brain. In 1997, together with Ricardo 

García, we proposed an anatomical framework for homology between the 

human language circuits and auditory-prefrontal circuits of the monkey 

brain, highlighting a strong similarity of the areas involved and their con-

nections. This circuitry would be characteristic of the primate brain, predat-

ing the origin of our species. Furthermore, we postulated that the dorsal 

auditory stream referred to (see figure  12.2) had critically expanded in 

human evolution, partly as a result of the allometric expansion of tempo-

roparietal and prefrontal areas but also due to mechanisms that promoted 

brain lateralization and the anatomical asymmetry of these tracts. This view 

gained strong support from a series of subsequent comparative studies that 

evidenced a highly conserved but progressively amplifying pattern of dor-

sal stream auditory-prefrontal connections from monkey to chimpanzee to 

human. In addition, these studies have highlighted the strong convergence 

of ventral visual and auditory streams into the ventrolateral prefrontal cor-

tex (where Broca’s area is located) both in monkeys and humans. This may 

enable animals to associate faces and gestures with vocal sounds, and may 

also have served as a feedstock for the early emergence of speech and the 

production of early referential meanings, like associating a word with an 

object category (i.e., “stone,” meaning a piece of rock).21

But the striking similarity in connectivity between apes, monkeys, and 

humans (leaving aside the obvious difference in brain size) does not pro-

vide a clue of how these circuits became involved in human speech. In our 

articles, we proposed that the expanding dorsal stream to Broca’s area was 

relevant for auditory-vocal working memory capacity, just like the dorsal 
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visual stream contributes to visuospatial working memory in monkeys and 

humans. Particularly, phonological working memory (also referred to as 

the phonological loop) enables us to maintain phonological information 

“in mind” for a brief time, as when recalling a sequence of meaningless 

syllables or a telephone number before dialing it (see chapter 10). This 

capacity may not be strictly relevant in everyday language when we usu-

ally rely on stereotyped speech, but is required for understanding complex 

sentences and especially for speech learning. Considering this, we hypoth-

esized that increasing auditory-vocal working memory capacity contrib-

uted fundamentally to amplify the learned vocal repertoire of our species 

and was a key acquisition, before the origin of speech. Also supporting this 

notion, behavioral studies indicate that while monkeys are quite proficient 

in visual working memory tasks, unlike humans, their auditory short-term 

memory is quite poor, being unable to recall physical or vocal sounds after 

a few seconds.22

A Left Bias

One of the most striking features of the language network is the strong lat-

eralization of these areas, where most people tend to have left-hemisphere 

language dominance. Moreover, modern anatomical studies show that the 

dorsal auditory stream, especially the arcuate fasciculus, involves a larger and 

more robust tract in the left hemisphere than in the right, a feature that is 

present since birth. Many authors have related language lateralization to the 

development of handedness and toolmaking in our ancestors. In this line, 

there could have been a confluence of hand and vocal brain asymmetries, 

associated with the development of toolmaking. Yet, the lateralization of song 

in the songbird brain does not fit this scheme as there is no clear instance of 

“handedness” (“footed-ness”) in these species. This points to mechanisms 

intrinsic to vocal communication that drive lateralization in songbirds, 

mechanisms that might have also contributed to lateralization in humans.23

Voice and Gestures

Body Language

As said earlier, there is a long-standing hypothesis that proposes that lan-

guage first arose as manual gestures and that speech is only a recent product 

of human evolution. This view was reinforced in the 1970s by the finding 

that apes could be trained (after years of painstaking training) to use hand 
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sign language, being able to utter two-word combinations similar to two-

year-old children, but were never able to learn any word order or gram-

mar. Moreover, the discovery of mirror neurons in the monkey, some of 

which were located in a premotor area called F4, assumed (wrongly in my 

view) to be homologous to Broca’s region, further supported this view. In 

this perspective, rather than deriving from monkey vocalizations, the neu-

ral substrate for human speech would have emerged from mechanisms of 

hand control that had somehow migrated to the vocal system. Nonethe-

less, this view contrasts with the extensive recent evidence of homology 

of vocal control between humans and nonhuman primates that I outlined 

previously.24

In this context, a recent hypothesis proposes that there is a tradeoff 

between motor dexterity and vocal plasticity in different species (for 

instance, most nonhuman vocal learners swim or fly), to which humans 

(and marmosets) are the main exception in which dexterity and vocal 

learning evolved together.25 An alternative explanation to this hypothesis 

is that there are social or ecological drivers for vocal plasticity in fliers and 

swimmers (like birdsong and echolocation). Besides, despite not having 

hands, songbirds and parrots can be extremely skilled with their foot and 

beak when it comes to manipulating objects (“footed-ness” is observed in 

some species of parrots, but this is not as clear as in humans). In my view, 

there may not be fundamental neuronal constraints to the evolution of 

vocal plasticity as the gestural theory or the tradeoff hypothesis imply.

To insist, there is probably a significant cortical and subcortical cross-

over of the neural circuits involved in manual control and speech. My 

point is that vocal plasticity in hominins could be a more ancient character 

than posed by the gestural hypothesis, and that it contributed to recipro-

cal, socializing behavior both in mother-infant and in adult-to-adult com-

munication before it had any linguistic or proto-linguistic features. Rather 

than a strict hand-to-mouth sequence as prescribed by the gestural theory, 

prelinguistic gestural and vocal communication mechanisms may have 

coevolved from very early in Hominins, yielding increasingly skilled motor 

control of both mouth and hands, all associated to enhanced sociality and 

an emerging toolmaking culture. The origin of complex, structured lan-

guage conveying complex meanings is another story, which I will discuss 

in the next chapter.
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Early Babblers

Supporting the above view, infant development points to a very early onset 

of vocalizations, starting in the fetus and followed by babbling soon after 

birth. Babbling represents a first stage in the development of speech and 

vocal learning, evolving from crying and cooing at birth, simple speech 

sounds at three months, and the first syllables by five months. Moreover, 

while speech perception may largely rely on general perceptual mecha-

nisms, infants rapidly develop a robust word recognition system by four 

to six months of age. Vocal imitation starts at about ten months of age, 

together with conversational babbling that precedes the first words that 

appear by one year old. On the other hand, manual gestural development 

starts at about nine months with simple expressions like give, reach, and 

so on. Pointing, a critical communicative gesture, appears between seven 

and fifteen months of age (see the next chapter).26 This evidence is again 

consistent with an early development of vocal plasticity in our lineage, as 

it seems unlikely that the preverbal babbling phase of infants, where they 

naturally reciprocate prelinguistic vocal utterances with adults, appeared 

only recently in our history like the gestural hypothesis seems to imply. 

Finally, in my opinion, the gestural hypothesis fails to account for the evo-

lution of musicality, especially prosody and melody, which may largely 

derive from the vocal system and, like I have mentioned, may have a long 

history in Hominins. This pattern of multimodal, prelinguistic communi-

cation probably lasted for long in hominin evolution, while the origin of 

modern symbolic language may be a much more recent event, to which 

gestural communication may have significantly contributed (to be dis-

cussed in the next chapter).

Perspective

Language is probably one of the main innovations that set Homo sapi­

ens far apart from the rest of the primates and other animals. There is an 

instinctive drive to learn to speak in infants, which indicates that together 

with imitation, social reward is a key factor in communication and was an 

important driver for the origin of human speech. In early Homo, vocal com-

munication was used as a “social glue” between adults and between mother 

and child that served as a cohesive force within groups and distinguished 

these groups from others as it happens in other vocalizing primates and 
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mammals. Particularly relevant in this context may be the reciprocal vocal 

exchanges that presage the development of conversational duets between 

infants and adult humans, and are also observed in marmoset monkeys. 

Several authors have suggested that these early vocalizations were a mixture 

of rhythmic and melodic-prosodic vocal sequences, a sort of “musical pro-

tolanguage” from which both language and music emerged.

A prerequisite for speech is vocal learning capacity, a character found not 

only in humans but in other species like songbirds, bats, marine mammals, 

and to some degree marmoset monkeys, which is supported by enhanced 

cortical control of the larynx (and its bird equivalent). In addition, humans 

have recruited a long-range cortical circuitry encompassing higher-order 

auditory areas (Wernicke’s area) and prefrontal regions (Broca’s area), espe-

cially in the left hemisphere. These areas are connected through dorsal 

and ventral streams, emulating the organization of the visual system, a cir

cuit that is also found in other primates. In humans, the dorsal stream 

has expanded noticeably compared to other primates, contributing to the 

expansion of the human’s vocal repertoire by the generation of a phono-

logical loop.

However, the evolution of human communication has been (and still is) 

a largely multimodal process where manual, face, and body gestures make 

an important component. Many authors have argued that human com-

munication emerged first as body and hand signs, with speech appearing 

as a late acquisition. Among other things, this perspective disregards the 

evolution of prosody and melody, which are fundamental components 

of human vocal communication. Alternatively, our view is that gestural 

and vocal communication have strongly cooperated since very early in 

hominin evolution, and that they share neuronal mechanisms that have 

evolved together. In the next chapter, I will go beyond the articulatory and 

behavioral mechanisms of speech and will try to deepen into the neural 

mechanisms that enable us to share our minds and knowledge through 

symbolic language and social life.
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In the previous chapter, we discussed the evolution of vocal communi-

cation in Hominins, which was largely used for increasing social bonds 

among members of the group. However, more than a complex vocal sys-

tem, what makes us different from other animals is that we are able to 

transmit symbolic contents, or meaning to others. Like Descartes said, only 

humans can communicate their thoughts. In fact, language enables us to 

describe the world, to plan complex actions, envision the future, teach to 

others more efficiently and ultimately, organize in cohesive groups that last 

through time, constrained by shared oral and written traditions. It even 

boosts our minds, enabling us to higher levels of consciousness and to con-

struct an autobiographical memory. Thus, language is inextricably bound 

to our humanity, joining us in a shared reality that emerges through the 

social transmission of symbols, meanings, and beliefs that are all connected 

through our brains.1 How we started to develop a world common to all of 

us, and how this might take place within and between our brains will be 

the subject of this chapter.

Look Me in the Eye

Social Life

Many animals share a living. They often cooperate in reproductive tasks, 

respond to predators together, and hunt and eat in group. Lions, wolves, 

and chimps hunt in packs, but their cooperative behavior may stem from 

individual agencies rather than from an agreed plan. When lions ambush 

zebras that run from another lion, they have not specified what each 

lion does during the hunt, but given that one is already stalking at the 
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prey, the others simply predict the escape direction of the animals and 

wait for them there. However, our ancestors gradually evolved to a stage 

beyond this, in which they became able to consent simple behaviors like 

toolmaking and planning for the near future. The development of learned 

cooperation and reciprocity contributed to consolidate shared interests 

among individuals and helped the emergence of a culture (for example, 

fire control and toolmaking) that constructed a common niche for living. 

They implicitly shared a reality, although they were very limited in their 

ability to communicate about it. The emergence of language provided 

this, the possibility of making an agreeable universe to all the members 

of the group. Firstly, language allowed us to give names to things and to 

other individuals, that is, creating symbols representing specific things 

or events. Secondly, by generating a grammar, we were able to depict the 

details of complex actions or events.2 Thirdly, language spread through 

social learning mechanisms, where linguistic items (and their meanings) 

became replicated across individuals and generations, generating power

ful cognitive tools that catapulted culture evolution to make us the unique 

species we now are.

“We” Intentions

Before we became able to manipulate symbols, there is perhaps a basic 

mechanism that provided a starting point for this vertiginous sequence 

of events: unlike other animals, our ancestors became able to partici-

pate in communal events like dancing and toolmaking, probably aided 

by vocal and gestural exchanges. We developed what is called a shared 

intentionality, implying not only that two or more individuals attend to 

the same thing, like lions hunting a zebra, but also that they know they 

are all attending to the same thing, so they may cooperate to achieve 

a common goal. An early stage in the evolution of this capacity was 

to detect what others were looking at since this provided information 

about relevant events or things. Actually, apes are able to follow anoth-

er’s gaze for this purpose, indicating that they have a sense of others’ 

perspective. However, similar abilities have been observed in birds and 

even in fishes  (chapters  8 and 10), which suggests that this may not 

involve high-level neural mechanisms but rather represents a skilled pre-

diction mechanism based on experience. Some reports have proposed 

Downloaded from http://direct.mit.edu/books/book-pdf/2470124/book_9780262379342.pdf by guest on 26 September 2024



Sharing the World	 221

that the white sclera in humans’ eyes (which is less visible in apes’ eyes) 

evolved to signal an individual’s gaze, but other studies have disputed 

this proposal.

Furthermore, following another’s sight does not necessarily mean that 

both subjects are sharing their perceptions but simply that one may be 

taking advantage of the other’s point of view. Perhaps more than track-

ing another’s gaze, mutual eye contact became important to hominins 

for “seeing each other.” Among primates and in some human cultures, 

eye-to-eye contact is an intense social signal that may trigger aggressive 

responses and tends to be avoided. But in highly social primates and espe-

cially infants, eye contact works in an opposite way, favoring playful and 

prosocial behaviors. Our ancestors may have reinforced eye-to-eye contact 

with each other (perhaps an instance of retaining juvenile traits), associ-

ated with a decrease in aggressive behaviors and an increase in mutual 

engagement between group members. The relevance of eye contact is evi-

dent in certain clinical conditions like autism, where mutual gazing tends 

to be avoided.3

There is a third stage following gaze tracking and mutual eye contact 

that is even more suggestive of the capacity of two individuals to know-

ingly share their attention to some external object or event. Hand-pointing 

is a human-specific behavior, probably deriving from a hand-grasping 

action, where two individuals explicitly agree on what they are looking at 

(see the previous chapter). Some captive apes have learned to understand 

and sometimes use pointing when interacting with humans, but they do 

not do it spontaneously among themselves. In contrast, at seven to fifteen 

months, human babies actively try to direct others’ attention to objects in 

their surroundings by hand-pointing to things that are of their interest, 

many times together with babbling. Interestingly, eye contact, babbling, 

and pointing contribute to the development of the first words in children. 

As I said in the previous chapter, hand pointing develops at about the same 

time as babbling, and the coordination of these two features is important 

for subsequent language and social development. In early Hominins, recip-

rocal vocalizations, mutual eyesight, and hand pointing may have con-

tributed to establish a common space where two (or more) subjects shared 

emotional states and the presence of external events. They started to have 

a world in common.4
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Minding Others

Many authors have related shared intentionality with the notion of the-

ory of mind (usually termed ToM, also called mentalization), or the capac-

ity to infer mental states in others. It is said that we take for granted that 

other people have minds like each of us, although we cannot observe their 

mental states. Thus, we just assume that others have intentions, desires, 

beliefs, thoughts, and knowledge about things. This capacity is related to a 

set of components of the “social brain” including the Default Mode Network 

(DMN) mentioned in chapter 10. The mirror neuron system (chapter 11) 

has been proposed to be involved in mechanisms of empathy and mind 

attribution by establishing a link between the observed behaviors (like cry-

ing) and our inner states (sorrow). Again, autistic subjects have been claimed 

to be deficient in their ToM, which would be a consequence of a dysfunc-

tional mirror neuron system, but this is a contentious issue. ToM develops 

gradually in children; from eighteen months of age (in the two-word stage), 

toddlers can understand that others may have different taste from theirs, 

offering others the foods the latter may prefer instead of those they them-

selves like. At about four years old (when they already understand some 

grammatical rules) children are able to infer the knowledge of others about 

more complex situations. In a classic experiment, children are told that two 

characters, Sally and Ann, put together a toy in a box (box A). When Sally 

leaves the scene, Ann moves the toy to another box (box B). Then, Sally 

comes back into the play. The child is asked where will Sally search for the 

toy, in box A or in box B? Children under four years of age choose box B 

(where the toy is now), but children over four correctly choose box A, evi-

dencing that they know that Sally has a false belief about the toy’s position.

Nonhuman primates are considered to lack a ToM, although some clever 

experiments have shown that chimpanzees and even crows are able to 

assess what another subject knows or does not know about certain events, 

perhaps in a stage comparable to one- or two-year-old children. This indi-

cates that they have subtle observational and predictive capacities, but they 

may not be actually assuming that others have a mind of their own as we 

do while using language. As I will argue, while these predictive capacities 

may have provided the necessary background for the origin of mentalizing, 

in my view the ToM unfolded together with language and social knowl-

edge, when it became explicit that others may know things one doesn’t 

know, or they may not know things one does.5
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Words

What’s in a Name?

Besides mutual recognition and sharing their attention to external events, 

at some point our ancestors started to refer to events or things by using 

vocal or gestural signals that represented these situations, rather than point-

ing or forcing the other’s attention into something. Communicative signals 

to external events like alarm calls are common among animals, but these 

behaviors are mostly innate mechanisms produced by natural selection.

There are some examples of learned, referential signals in wild animals, 

most of these using vocal signals. Vervet monkeys living in the African 

savanna employ distinct alarm calls for different predators, to which spe-

cific escape responses apply. Thus, the best escape from leopards is running 

to the height of trees, to small branches that can’t sustain the predator; 

while if there is an eagle it is more convenient to hide inside bushes, and 

when there are snakes the whole group stands on two legs to watch around. 

Each of these predators is signaled by a different alarm call, whose structure 

is innate, but young monkeys learn to use them in the correct circumstances. 

At least in birds, alarm calls have been found to trigger visual search mecha-

nisms for predators, which suggests that the signals may induce visual rec-

ognition mechanisms despite being innate in their structure. Additional 

species with related abilities are marine mammals. Dolphins develop a 

uniquely personal vocal sequence from early life, which serves as a sig-

nature of its identity and contributes to form social alliances and group 

organization. Other animals like elephants and parrots display vocal signa-

tures as well. Both kinds of signals, vervet calls and individual signatures, 

are quite different from human words, but they are instances of vocaliza-

tions referring to individuals or external events, a capacity that may have 

been co-opted for the emergence of early proto-words by Hominins.6 As I 

said in the previous chapter, our ancestors may have also used hand and 

body gestures to convey meanings. However, I do not know of instances 

of gestural referential signals in wild primates that may be comparable to 

vervet monkeys’ or dolphins’ calls. Rather, the gestural repertoire of non-

human primates is largely restricted to behaviors like begging for food or 

waving to others to follow them.

In our ancestors, a more complex kind of reference signal took place 

when the vocalization or the gesture resembles the meaning they intend, 
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either by vocal mimicry (the sound of the wind, water running, animal 

sounds) or by making gestural pantomimes depicting animals, trees, small, 

big, close, far, and so on. Notably, many kinds of human vocal utterances 

can be understood across cultures as they bear a sound-object association 

that may be acquired very early in life, like “r” signaling roughness in 

many languages. Likewise, individual or group names are likely to have 

been conveyed by vocal signals with which each subject identified herself 

or himself, perhaps similarly to what dolphins do. Yet, in humans, gestures 

can be quite eloquent to transmit simple meanings, and some studies sug-

gest that across cultures, they can be more efficient for this than nonverbal 

vocalizations. Again, it is most likely that our ancestors used a mixture of 

gestures and vocal utterances to convey their messages about the world and 

about different members of the group. In a way, they used their gestures 

and voices opportunistically, just selecting those signals that better fulfilled 

the communicative goal in each instance.

A further step was when words (gestural or vocal) acquired meanings 

whose sound (or gesture) was unrelated, or very distantly related to the 

meaning they intend, as in “cat” depicting a small felid carnivore. At this 

point, communication became truly symbolic, where the sign does not 

resemble the meaning it intends. Notably, hand stencils painted in caves, 

perhaps made by Neanderthals, sometimes appear missing digits like as if 

the subject was making a hand-sign by retracting some of her/his fingers, 

which could represent the earliest form of writing as well.7

A fundamental feature of naming objects or events is that we can 

imagine together things or situations that are not present, sharing only 

our thoughts about them. In addition, names also implied a social order, 

where each individual had a role and an identity. In a way, we started what 

Descartes called the process of communicating thoughts, where objects, 

individuals, and the relations between them were represented by common 

signals.

Names in the Brain

One hypothesis for the origin of names is that humans have amplified 

direct cortical links between different sensory modalities, while nonhuman 

primates needed to establish these links via connections with the amygdala. 

This enabled our hominin ancestors to name objects by associating them 

with sounds or gestures. Furthermore, the superior temporal sulcus (STS, the 
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“third visual stream” referred to in chapter 10) and neighboring areas work 

as an interface where socially relevant visual and auditory signals converge 

and could have worked as a link between the auditory cortex and the visual 

cortex in the translation from sound to visual meaning (see figure 13.1). Still, 

enculturated animals are able to understand human words, be them spoken 

or by signs, indicating that they are able to perform cross-modal associations 

to some degree. However, they are much slower than humans in learning 

this skill, who do it spontaneously without need of training.

Another region that has been associated with semantic processing is the 

inferior parietal lobe, especially the temporo-parietal junction (TPJ) that 

represents another multimodal region where auditory, visual, and somato-

sensory modalities converge. Yet, while the STS and the TPJ may represent 

interfaces between the speech or language regions and visual contents (and 

STS

ToM

Biol
motion
(faces)Au

Voices

VWFA
Stories

Objects

Faces

Vis

Figure 13.1
Connections of the superior temporal sulcus (STS). The STS (in dark gray) makes a link 

between auditory (A) and parietal areas with visual regions in the inferior temporal lobe 

processing faces, objects, and written words (VWFA). The STS is a multimodal region 

where several socially relevant stimuli like theory of mind (ToM), biological motion 

of bodies, and faces, voices, and words, including narratives, are being processed.
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other modalities too), semantic networks are not restricted to the temporal 

and parietal lobes but are widespread through the brain including frontal 

areas, the Default Mode Network (DMN), and also subcortical components 

involved in emotional and procedural memory.8

As the child grows, she learns to associate words with distinct concepts 

she is building in her mind. Some words may help disentangling some 

overlapping concepts like “vapor” and “gas,” although whether the lan-

guage system makes a difference in how we internally perceive or catego-

rize the world is a matter of debate. A recent study found that color word 

learning affects color categorization in children. Other studies indicate that 

the number of color words in different cultures reflects the use of colors 

in the culture (like Inuits having about forty words for white), rather than 

the perceptual ability. Perhaps there are large color categories that remain 

invariant across cultures, but at a finer level, different idioms may make a 

difference (sometimes even two people cannot agree what color they are 

seeing!).9 But at more abstract levels, language may make a fundamental 

relevance of how we categorize and interpret the world, from the early cre-

ation myths to the scientific classification of the world, including the con-

troversies in animal classification we have discussed in this book.

Who Did What to Whom?

Word Strings

Names establish a constellation of relevant events and concepts that we 

share with others, which correspond to relatively similar neural represen

tations inside each of our brains, engaging significant and signified. The 

next step toward language is to depict complex events and situations, for 

example, actions executed by an agent that causes an effect on something 

or someone, that is, establishing “who did what to whom,” which to some 

linguists is a central feature of language. For this, words have to be arranged 

in a hierarchical order (a grammar) that identifies the agent, the object, and 

the action being performed. This can be viewed as an algorithm that permits 

the bidirectional translation between a working memory of (usually) visual 

scenes, on the one hand, and a working memory of word sequences on the 

other, making up a comprehensible sentence that describes these events. 

Said another way, word order and the intercalation of connective words 
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specifying roles to each of the elements of a sentence provide the sufficient 

details to reconstruct a scene. Thus, we can talk and refer to practically 

everything we see around us.

A fundamental question is whether grammar results from arbitrary con-

vened social rules or is innately embedded in our minds. Supporting the 

latter view, many linguists assert that children learn grammar with mini-

mal exposure to it. However, children are hearing adults speaking a lot 

of their time, and it is possible that they make generalizations of some 

learned rules by using basic cognitive and social learning mechanisms, not 

requiring an inborn grammar circuit to do so. While there is no discus-

sion as to grammar being the result of human genetics, what are genes 

precisely doing to achieve our grammatical competence we do not know. 

Unfortunately, there is no evidence for genes specific for grammar, nor for 

a discrete language circuitry unique to the human brain (Broca’s and Wer-

nicke’s areas are highly multimodal regions, with homologues in nonhu-

man primates). Another approach could be that this capacity depends on 

general learning and memory capacities that our big brains have acquired 

through evolution, which have been canalized through cultural devel-

opment. Again, perhaps a critical factor involved in the acquisition of 

grammar has been the amplification of associative and working memory 

systems to maintain active linguistic and cognitive patterns while they are 

being learned.10

Not surprisingly, the processing of distinct grammatical components at 

different hierarchical levels encompasses the language circuits (especially 

Broca’s area and the auditory-visual ventral streams) and surrounding 

regions, together with basal ganglia circuits that contribute to sequen-

tial programming. Yet, the details of the neural mechanisms for grammar 

remain a mystery. Following computational models of language produc-

tion, there may be at least two main operations involved in grammatical 

processing: first, extracting structural regularities through statistical asso-

ciations of those sequences that are more commonly presented; and sec-

ondly, using top-down contextual information to anticipate and process 

the incoming words. Notably, recent brain-computer interfaces have been 

able not only to decode and reproduce both visual images and short phrases 

from brain activity but also to translate these images or phrases into phrases 

or images, respectively.11
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Grammar versus Meaning

Besides claiming that grammar was present only in humans, the great lin-

guist Noam Chomsky separated the syntactical organization of language 

from the meaning or semantics it conveys. In fact, there can be syntactic 

organization without explicit semantics. Music has a structure that may 

be similar in several aspects to that of language, despite not conveying a 

linguistic meaning but producing a harmonic organization that impinges 

onto emotion. Similarly, some authors have used so-called artificial gram-

mars, that is, organized sequences of abstract items, to assess syntactic 

competences in humans and other animals. Using this approach, early 

experiments reported a limited or simply no capacity to learn grammati-

cal rules in monkeys, which supported Chomsky’s view. However, more 

recent studies found that songbirds, marmosets, whales, and even chimps 

can use simple rules of vocal sequencing to transmit meaningful messages 

(like discriminating an alarm call from a gathering call, or chimps using 

distinct vocal sequences in relation to past events). Other reports indicate 

that monkeys, apes, and songbirds are able to understand relatively com-

plex sequences of sounds to which they are exposed, and human infants 

recognize these relations before developing any grammatical competence. 

Similar findings have been obtained in songbirds and whales, who learn 

hierarchically organized songs with one or two notes.12

In this context, an important property of grammar is combinatoriality. 

Simply, this refers to the capacity to combine a finite number of syllables 

into a practically infinite number of meaningful names and sentences. As 

mentioned, there are reports suggesting combinatoriality in songbirds, and 

other species including chimpanzees. One possibility is that this function 

derives from a cognitive process known as “chunking,” whereby different 

elements can be decomposed into basic units and bound again to generate 

new, organized combinations, as in a Lego game. From a functional perspec-

tive, combinatoriality may have emerged as a solution to the constraints of 

sound (or gesture)-to-meaning translation, where a limited set of motor 

production mechanisms had to fit increasingly complex semantic represen

tations with minimal ambiguity. Assembling ever longer strings of elements 

could become highly inefficient for communicating messages, and means 

to compact and recombine them may have provided great benefit.13 After 

all, grammar has evolved in humans by virtue of its explicit communica-

tive properties (it has no other use). In the next section, I will refer to the 
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evolution of a meaningful grammar that permits to depict scenes, actions, 

and events that are fundamental for complex communication.

Action Observation (and Description)

As children mature, they acquire the concepts and categories not only of 

objects but also of actions and their consequences, as well as recognizing 

the agents producing those actions. In other words, they develop a basic 

understanding of how the world works including cause-and-effect relation-

ships, actions composed of agents and patients, and so on. Some authors 

have proposed the term “event cognition” for these mechanisms and refer 

to “mentalese” to refer to the nonlinguistic understanding of world phe-

nomena, which might contain rules similar to those of language but differ-

ing in some aspects. Like the conceptual system, this mental organization 

pattern becomes impregnated with language as the child becomes exposed 

to speaking adults. As I said earlier, the child learns from adults to translate 

cognitive categories into distinct names for each class (cups, cars, jumping, 

walking, and so on) and subsequently learns to order these words in phrases 

to depict events according to regularities they hear from their parents’ talk-

ing. The specific grammar or word order used to describe an event may 

depend on consented to but functionally constrained rules established by 

the adult speakers and learned through statistical associations (some combi-

nations are more frequent than others), which, as said, can vary enormously 

across idioms as long as it becomes clear who did what to whom. Thus, the 

intricacies of grammars in different idioms could result in large part from 

cultural mechanisms that promote diversification but at the same time are 

constrained to efficiently transmit coherent meanings.14

In my view, provided sufficient learning and memory capacity, cumulative 

cultural development may have worked to progressively increase the diver-

sity and complexity of communication in our species, establishing binding 

rules between items (be they syllables, words, or sentences) that emerged 

from preexisting cognitive mechanisms. In this sense, the linguistic univer-

sals referred to by many as reflecting the innateness of grammar might reflect 

the functional requirements for achieving efficient communication based on 

conceptual knowledge about things and events. Therefore, learning and mas-

tering complex grammatical rules implies a tight neural organization, but 

this relies on plastic neural networks that have become more robust and have 

been coordinated through social exposure to generate coherent behavior.
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The Power of Language

We have seen that language evokes mental representations of events and 

things that we share even if they are not present and may not even exist 

like in a fable. How do our brains become coupled with each other to do 

this fantastic feat? As mentioned in the previous chapter, during speech 

perception, the activity of the auditory-vocal brain circuits matches the 

acoustic vibrations produced by speech. Furthermore, the fluctuations of 

long-ranging multimodal networks in the cerebral cortex may contribute 

not only to process the speech signal but also to generate large-scale seman-

tic representations of the contents of the message, all through a hierarchi-

cal organization provided by grammatical structure (as said in the previous 

chapter, there are intense discussions among scholars on the details of these 

mechanisms). This creates a symphony of neural activities where distinct 

networks couple and uncouple their oscillations at different frequencies and 

in different brain regions. In this way, the language system becomes attached 

to widespread neuronal networks permeating our perceptions, feelings, 

intentions, and memories.

This extended networking consolidates our minds into a social narra-

tive, organizing our cognitive mechanisms and enhancing the coherence 

and temporal continuity of our minds. Through language we can refer not 

only to past and future events, but we may use it to recollect memories and 

make up a history of ourselves and of our behaviors, basically narrating our 

own history. Moreover, we can refer to ourselves and to our own thoughts, 

contributing to our sense of self provided by a history of recollected events 

and feelings, all framed in the social environment where we are immersed. In 

this process, a fundamental component is inner speech, that is, when we talk 

to ourselves and make up stories of recent or long-past events. This process, 

which involves the sustained activation not only of the language circuits 

but also of other systems, particularly the Default Mode Network (DMN; see 

chapter 10), may be especially relevant for decision-making mechanisms 

and for consolidating some memories that make our life history.

Synchronous Brains

Furthermore, these complex and nested oscillatory processes inside our 

brains connect to other brains. The brain activities of two persons (or animals 

like marmosets and bats) can synchronize at certain frequencies when they 

participate in a conversation, listen to a story or music, in a psychotherapy 
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session, in political discussions when sharing the same views, and when 

they engage in some collaborative social interactions. This is reminiscent of 

the body synchronies during ritualized dances, in which music and rhythm 

shape collective behaviors. Therefore, large-scale intersubject neuronal syn-

chronization may underlie our shared perceptions, contributing through 

language to construct our social world. In a way, inter-individual syn-

chrony can be viewed as the extension of our brain activities into others, 

which together may generate a dynamic beyond our own bodies. In this 

line, the neuroscientist Christof Koch has toyed with the idea of fusing two 

minds through a brain−computer−brain interface, just like the two cerebral 

hemispheres engage to generate a single mental experience. Yet, I am skep-

tical about the notion of a higher-order mind emerging from our brain 

couplings. We keep most of our brain’s neural dynamics to ourselves, and 

so to speak, only a surface of these activities becomes coupled with other 

brains. This may be sufficient to coordinate our behaviors and to share a 

semantic world of general meanings and beliefs, but it may not give rise to 

an extended or shared mind.15

Homo Loquens

Building Babel’s Tower

Modern languages probably appeared shortly before the onset of agricul-

ture. Some authors claim that the mastering of fire and gatherings around 

it made a perfect setting for the transmission of the early oral traditions, 

when stories about what happened during the day or more mystical tales 

about origins and death were told and transmitted from generation to gen-

eration. Likewise, melodies and rhythms have served to keep words and 

verbal strings in cultural memory, but they also have their own function to 

attract the members of a group.

Furthermore, language quickly diversified into all extant idioms in the 

world. Like Darwin asserted, the evolution of modern languages has mim-

icked the divergences and fusions of human groups throughout prehistory. 

Scientists have established a correlation between the genetic divergences 

and the separation of languages and folk music across cultures, where both 

suffer “mutations” in their structure that produce small alterations in the 

sequences that accumulate over time and can be similarly traced through 

history.16
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Writing and Maths

Another crucial cultural invention was writing, whose earliest evidence is a 

set of clay tokens dating from some 9.5 KYA from Syria (if we exclude the 

about 40 KYA hand stencils mentioned earlier), with distinct shapes that 

were apparently used for accounting purposes. A great advance took place 

when signs came to represent vocal sounds (phonograms), some 5 KYA, 

and when personal names or authorities such as “Queen” were depicted in 

the rudimentary texts. Soon after, writing became used to record prayers, 

legal issues, poetry, and even scholarly texts. Writing provided a strong 

stability to oral traditions and became an external, solid memory of stories, 

laws, and meanings that traversed time. However, unlike speech, it was 

used by a small minority of educated people for a long time until educa-

tion became institutionalized by the emergence of the modern state. Even 

today, there are about 780 MM illiterate adults around the world, about 

10 percent of the total population. Notably, the advent of writing was taken 

by skepticism at least by the ancient Greeks, who considered that relying 

on texts was detrimental for memory capacities and gave the appearance of 

wisdom without any deep knowledge. Yet, through writing, knowledge has 

become available to many more people and more in depth than in ancient 

times, where it was only a privilege of few elites.17

The capacity for reading and writing cannot have evolved from natu

ral selection (it was acquired in too short a span for this), and is definitely 

the result of neural plasticity. In the human inferior temporal cortex, adja-

cent to the fusiform face area and the object-selective areas lies the visual 

word form area (VWFA) that is selective for the perception of letter strings. 

Recent experiments have shown that the VWFA emerges during school-

ing, as children learn to read and write. In the absence of schooling, the 

regions that would form the VWFA mature to become face-selective or 

object-selective patches. In addition, Exner’s area is located in the premotor 

cortex, involved in the manual control for handwriting.18

Finally, mathematics is another important product of writing. While sev-

eral animals have a sense of numerosity and some rudimentary ability to 

count small numbers (including bees, fish, birds, and monkeys; see chap-

ter 6), humans have uniquely become able to use arithmetical operations 

and developed a highly complex mathematics. Like in music, the neural 

populations involved in arithmetic processing are partially segregate to those 
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of language, involving the inferior temporal lobe and importantly parietal 

areas, possibly associated with visuospatial processing mechanisms.19

Language Is Viral

In the 1970s, Richard Dawkins proposed the revolutionary idea that evolu-

tion was driven by the replicative properties of genes and extended this 

view to social behavior, proposing “memes” as units of cultural learning 

that replicated among societies like genes do for biology. Neither of these 

views was devoid of controversy, but time has passed, and, like Daniel 

Dennett said, both ideas remain “alive and well” among many respected 

scholars. Another approach to describe cultural transmission has been to 

consider it as a case of Lamarckian, or pseudo-Lamarckian inheritance, where 

the learned cultural trait is transmitted to other individuals, especially the 

descendants. However, this differs from Lamarck’s theory as the acquired 

character never becomes heritable by itself, it must be learned generation 

after generation. In any case, language became a sort of “bug” inside our 

brains, providing us with what have been called “thinking tools” that 

enabled us to manipulate the world, organize societies, make artworks, and 

do science to discover the ultra-microscopic, the ultra-macroscopic, the 

remote history, and the distant future.20 In other words, we created a huge 

and limitless collective world.

Perspective

The common life of our Hominin ancestors included signals like eye gaz-

ing, mutual eye-to-eye contact, and hand-pointing that is characteristic 

of our species, enabling them to knowingly share perceptions and some 

features of the world. Together with these adaptations, the capacity to 

predict or anticipate others’ conducts and knowledge served as a feedstock 

for the emergence of a referential communication system where objects or 

events acquired names. Names for things may have emerged using calls and 

gestures through multimodal associative mechanisms that evolved in the 

human brain. The acquisition of meaning or a semantic system possibly 

evolved through an interface between word or gesture sensorimotor systems 

and other brain regions, that was executed at least by the STS and the TPJ. 

An important aspect of naming was that things could be referred to even if 
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they were not present, by producing similar representations in the brains 

of different individuals.

At some point, communication transitioned from the one- or two-word 

stage typical of toddlers into coherent strings depicting complex events, 

for which grammar was required to avoid ambiguity. While a long tradi-

tion has considered that grammar is the result of an innate, species-specific 

module of H. sapiens, a more recent perspective considers that it is the result 

of cultural learning in which our genetic endowment provides the neces-

sary brain plasticity to acquire it. Grammar facilitated behavioral coordina-

tion and especially paved the way to sharing stories that made up part of 

common knowledge in the forms of oral traditions, fables, or myths that 

were transmitted across generations. Through language, we are able to con-

struct a social reality where we all agree on the basic composition of the 

world. Another important event is the invention of writing, which permit-

ted us to solidify language, making it an external and enduring memory. 

Finally, language has spread through our culture, contributing to shaping 

our minds and giving us conceptual tools that facilitate our cooperation 

and the generation and further transmission of knowledge across genera-

tions. In the next chapter, I will refer to those aspects of our minds that we 

do not share with others, particularly consciousness and the solitary realm 

of our perceptions, feelings, and thoughts.
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While language provides a shared reality to which we all can refer to and 

agree about what we are observing, it also enables us to refer to our inner 

states, which, although we can name them, we cannot point to them so 

that the other observes them too. We may say “I feel happy,” and others 

may perceive our facial expression and tone of voice, but they cannot 

directly perceive our feeling of happiness. Rather, this triggers a happy feel-

ing in the others that they identify with ours. Likewise, when referring 

to perceptual processes, for example, optical illusions like the well-known 

“what color is this dress test,” we agree that there is a dress, but we cannot 

observe the other’s color perceptions and we have to trust them when they 

say they see a gold or a brown dress. Theoretically, we could monitor the 

subject’s brain activity to predict which color he or she will report, but we 

will have no access to his or her subjective perception of the color. In other 

words, we are positively certain of our internal states including perceptions, 

feelings, and thoughts, and language has enabled us to make reference to 

them although these remain in our private realm, unobservable by others. 

In this chapter, I will first discuss the neural and cognitive aspects of con-

scious processing, on the understanding that these result from biological 

evolution. Secondly, the question about whether other animals have con-

sciousness, and whether or when there was a moment in which we acquired 

consciousness, will be addressed at the end of the chapter.

The Scala Conscientia

What Is Consciousness?

Currently, there are more than twenty theories of consciousness that by 

themselves show that we are not close to an agreed account for this process. 
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A common definition is that consciousness is an awareness of internal and 

external existence. However, this does not allow us to get much deeper as 

awareness implies conscious knowledge, which puts us in a circular situa-

tion. Moreover, there are two perspectives under which we may study con-

sciousness: as the internal experience each of us have, or by attributing it to 

someone else (remember the ToM). As we will see, different theories address 

these two perspectives in distinct ways.

According to most neuroscientists, consciousness is intimately bound to 

the workings of the brain. However, according to some views, consciousness 

is not just inside the brain but is embodied in the organism’s functions and 

is produced through the enactive interaction between the individual and the 

world. In fact, consciousness is embodied as long as there is always someone 

experiencing these events, which are largely sensory (including propriocep-

tive and interoceptive mechanisms). Moreover, sensorimotor interactions 

with the environment and with others build up the contents of consciousness 

along the subject’s life (see later in this chapter). Still, practically all conscious 

states have been experimentally correlated with brain activity, particularly 

in the cerebral cortex, and disorders of consciousness are mostly attribut-

able to brain conditions. (Some structures like the cerebellum or the basal 

ganglia may not contribute directly to consciousness, whereas cortical net-

works [connected with the thalamus and other structures], are required for 

the maintenance of a unified and continuous mental representation of our-

selves and the world around us.) Furthermore, in conditions where the brain 

is largely disconnected to its sensory-motor systems as in locked-in patients or 

while dreaming during sleep, people may report vivid conscious experiences.1 

In my view, if we want to understand consciousness, the brain is the first 

place in which we should focus, which does not undermine the fact that it is 

grounded in a self-producing body with a long evolutionary history.

There are three issues that are critical for human consciousness, which I 

will try to keep separate in this chapter. First, consciousness is a subjective 

phenomenon in which we experience sensations, probably derived from 

basic perceptual and homeostatic mechanisms. Secondly, is the primary 

consciousness, which refers to the capacity to form raw representations of 

oneself and the world. Thirdly, extended consciousness is understood as 

the set of cognitive and neural mechanisms associated with the capacity to 

form autobiographical memories, plans for the future, and so on, where we 

can think about our own thoughts.2
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The Existential Iceberg

Perhaps Sigmund Freud was the first to make an explicit difference between 

the conscious and the unconscious, in which the former was only the tip 

of the iceberg of mental processes. Somehow in line with Freud’s insights, 

Antonio Damasio and others have proposed a hierarchical organization of 

consciousness (see figure 14.1), starting with the existence of an uncon-

scious “proto-self” involved in regulatory and homeostatic functions. In 

vertebrates, the proto-self relies on hypothalamic and brainstem circuits 

that in mammals map into a body scheme in the insular and sensory cor-

tices. According to Damasio, emotions represent complex physiological 

reactions to external events, triggering reflex homeostatic mechanisms of 

survival, feeding, and reproduction, which may provide the feedstock for 

the emergence of sentience. On the other hand, feelings are more elabo-

rate processes consisting of a conscious perception of the changes produced 

during emotional states. As I mentioned in chapter 6, other authors claim 

that emotions and feelings are privative of humans, while animals’ reac-

tions are in last instance survival-related reflexes.3

According to Damasio, feelings are a basic expression of consciousness, 

that is, the ability to make an image of ourselves and our surroundings. This 

emerges when signals from the body’s interior (visceral or motor-driven) 

converge with external sensory signals (likely in the cerebral cortex), gener-

ating a boundary between self and environment. This way, we can define 

a core or primary consciousness, which is the capacity to construct inte-

grated, allocentric models of the world including ourselves in it. Primary 

consciousness refers to our immediate experience of being here and now, 

and its contents relates to perceptions and predictions of incoming stimuli 

(internal and external) and activated memories of past situations. According 

to one view, primary consciousness is largely determined by these predict-

ing, top-down mechanisms that enable us to anticipate forthcoming events 

(see chapter 10). Similarly, visual imagery (like imagining an elephant or 

remembering a situation) is an example where images from memory are 

vividly retrieved through top-down processes, despite us knowing they 

are not real. On the other hand, hallucinations occur when this boundary 

becomes blurred and the subject confounds illusion and reality. The point 

is that illusion and perception are experiential phenomena of the same 

kind, and we usually distinguish them just by further testing our senses 

and behavior.
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Figure 14.1
The Pyramid of Human Consciousness. Note that at the base are the fundamental 

mechanisms of molecular self-replication, cellular self-production, and homeostasis. 

At a higher level, behavior generates new stimuli that contribute to the system’s 

dynamics and to conscious content. Primary consciousness refers to the capacity 

to generate unified, allocentric representations, while extended consciousness refers 

to self-reflection and metacognition, especially through language. Sentience, or the 

subjective experience of perceptions, remains as the most enigmatic aspect of con-

sciousness and permeates our mental experiences at all levels.
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Interestingly, we may not always be aware of the events that make up 

primary consciousness, but they appear in our minds when we refer to 

them, a phenomenon called metacognition. For many authors, a second-

ary, higher-level, or extended consciousness is achieved when we reflect 

about our experiences, becoming acquainted not only with things and our-

selves but also with our own thoughts (“I think, therefore I am”). Extended 

consciousness also implies a sense of continuity of our minds over time, 

giving rise to autobiographical consciousness, in which our life becomes 

threaded in a personal history. In my view, extended consciousness is 

largely a result of us having language, while a limited degree of nonlin-

guistic metacognition may be present in primary consciousness, as it may 

happen in infants or some non-human animals. When language is intro-

duced in our lives, it significantly amplifies the primary consciousness by 

giving names to things, external and internal (including our emotions and 

thoughts), facilitating the retrieval of memories, giving rise to an expanded 

notion of our self, feelings, and perceptions, and we ask ourselves why we 

are conscious. Together with helping articulate our past, language enables 

us to classify the world beyond basic cognitive mechanisms, to think about 

the distant future, and to plan projects that provide us a sense of being 

across time. Without language, it is most likely that consciousness and 

many other things would not be an issue at all. However, the most myste-

rious component of consciousness to me is the primary experience of our 

vivid sensations, from which higher-order mental phenomena are built. 

Metacognition and language enable us to set outside and think of our per-

ceptions, sensations, and feelings, but this does not address their subjective 

essence (Why is there a mental experience at all?) nor does it explain why 

we experience them the way we do, that is, the blueness of the sky and 

the sense of pain. In other words, metacognition and language allow us to 

refer to our internal states, but their elusive first-person phenomenology 

remains indescribable to us. Thus, despite appearing at relatively low levels 

of consciousness development, the subjective experiences provided by sen-

tience deeply permeate our existence, making us to feel what is being alive 4

Bricks to Build a Mind

Consciousness is associated with a series of cognitive mechanisms that, 

although each by itself may not account for the features of our minds, all 

together may contribute to generate the unified feature that characterizes 
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our subjective experiences. Two basic and closely interrelated neural pro

cesses involved in consciousness are attention and working memory. A cru-

cial characteristic of both attention and working memory is that they are 

limited-capacity processes, being able to handle only a few items online. 

This is consistent with conscious phenomenology, as we are only aware of 

a few events at a time. In addition, the insular cortex that monitors internal 

states providing us with a bodily sensation can be essential for our daily 

self-awareness. Notably, Cotard syndrome is an extremely rare condition 

in which patients feel that they are dead or zombie-like beings, which has 

been attributed to lesions in the insula.

In addition, the Default Mode Network (DMN) participates in daydream-

ing and introspective attention, which makes up most of our mental lives. 

We spend long hours every day just thinking, even when we are performing 

rutinary tasks. Studies have reported that he DMN participates in metacog-

nition and mentalization (thinking of others’ thoughts). These functions 

might derive from the replay function involved in memory consolidation 

(see chapter  10). I mentioned how the language system contributes to 

higher-order consciousness, but besides speaking to others, a fundamental 

aspect of our mental existence is provided by inner speech, which operates 

in concert with the DMN organizing our thoughts and ideas. Recent stud-

ies indicate that there are dynamic interactions between the DMN and the 

language and executive cortical networks that feed onto each other, gener-

ating an alternating flux of introspection and outward-directed attention 

phenomena that makes up our daily existence. In this line, the temporo-

parietal component of the DMN (recall figure 10.3) may partly reflect the 

activation of language-related working memory mechanisms at rest. Beside 

the cerebral cortex, the hippocampal and limbic components involved in 

episodic memory and emotional processing provide critical elements to 

conscious experience and are connected to executive areas of the prefron-

tal cortex through the temporal pole cortex and orbitofrontal cortex. In 

addition, some authors have called attention to the reciprocal connectivity 

between the neocortex and the thalamus as a fundamental aspect for the 

generation of awareness and consciousness, but in this sense, the neocortex 

is also reciprocally connected with other structures like the basal ganglia 

and the cerebellum, which may contribute to the generation of conscious 

states even if they may not be strictly required for them. Finally, brainstem 
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and basal forebrain nuclei involved in generating an aware state are also 

fundamental for our neocortex to maintain itself vigil and attentive.5,6

Importantly, of all the elements I depicted here, none of them is unique 

to our species with the exception of language and inner speech. Likewise, 

we may distinguish different levels or states of consciousness in our daily 

cycles, neurological patients, anesthesia, under the use of psychedelics, 

near-death experiences, and mindfulness meditation. Again, notwithstand-

ing these descriptions of conscious and nonconscious states, we find that 

excepting meditative practices that result from extensive training, the brain 

states referred to in these cases may also develop in other animals. While 

their neural activities and their behavioral consequences may be equiva-

lent in animals and in humans, the question remains of whether other 

animals experience these states in the way we do. Possibly, we share a state 

of primary consciousness with many animals in which we generate a uni-

fied representation of our environment and ourselves, which can be of 

undoubted adaptive significance. However, we are the only ones that can 

routinely make reference to them by using language.

Models of the Mind

The Hard Problem and the Hard Question

Now we approach the toughest problem of all: the generation of conscious 

content. How the materialistic skein of neuronal connections, neurotrans-

mitters, and membrane excitation mechanisms conflate to generate an 

immaterial subjective experience is in my view still unexplained. David 

Chalmers has referred to this as the “hard problem” of neuroscience, claim-

ing that qualitative sensations of percepts like the blueness of the sky or 

the unpleasant sensation of itch (termed qualia) are unexplainable to neu-

roscience. Colors may produce biological emotions, yet the intimate sen-

sation of colors, and any other percepts, is indescribable to others. There 

have been attempts to characterize the phenomenology of qualia, but in 

my view, they are inaccessible to rational analysis—you cannot use terms to 

describe them. Of course, this view is not without contestants, particularly 

those who advocate that scientific materialism accounts for all kinds of 

explanations and deny any kind of Cartesian dualism. Some philosophers 

like Daniel Dennett have claimed that consciousness is only an illusion 
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deriving from metacognition, where we attribute our perceptions to some 

kind of immaterial substance in conditions that these are in fact the result 

of complex mechanisms taking place in the brain, capturing the informa-

tion provided by the senses. According to Dennett, consciousness has no 

relation to subjective sensations but rather with cognitive control about our 

actions and decision-making capacities. Thus, free will is the capacity to select 

among competing courses of actions in the brain. For Dennett, the real “hard 

question” is another: “Once some item or content ‘enters consciousness,’ 

what does it cause or enable or modify?” This question may be understood 

from two different perspectives: firstly, it is clear that the cognitive functions 

that entail consciousness are useful to us. But secondly, it is not totally clear 

that having a subjective experience will have an impact on our behavior. 

Could we live as unconscious automata, performing the same behaviors, 

engaging in language and using metacognition without being sentient? 7

This problem was addressed by the famous (but flawed) experiment 

by Benjamin Libet in the 1980s, where an EEG wave called the readiness 

potential was elicited before the subjects reported to decide making a move. 

There are several problems with the experiment’s design including the delay 

between the onset of an intention and the execution of a task, the unreli-

ability of the person’s report and the inaccuracy of the moment in which 

he or she actually made the decision, and finally the fact that the readiness 

potential seems to be a nonspecific indicator of attention rather than on the 

decision to move. Nonetheless, more recent experiments indicate that brain 

activity prior to a conscious decision can predict the specific decision the 

subject will make, ruling out nonspecific attentional effects. Additional stud-

ies, mostly performed during neurosurgical procedures, have yielded much 

insight on the neural mechanisms of voluntary decision-making, which 

point to good neuronal predictors of conscious decisions. Still, when we 

come to planned decisions, for example about whether marrying or not, our 

internal experience seems to be determinant in our choices. However, some 

might argue that this an illusion, that our choices are taken by unconscious 

mechanisms and do not strictly depend on our experiential subjectivity. 

For instance, the replay of past experiences or possible outcomes may be 

conscious but the final decision-making mechanisms could be driven by 

unconscious processes.8

Even considering the relevance of Dennett’s hard question, in my opin-

ion, his arguments are not sufficient to me to ignore Chalmer’s hard prob

lem, that is, the existence of subjective experiences and their relevance to 
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our lives, which are ontologically evident for all of us. In this line, one 

approach to the hard problem has been to consider the identity of mental 

states with brain mechanisms, just like gravity or energy are properties of 

matter (remember the vitalistic arguments in chapter  2). In one under-

standing of the identity hypothesis, neural mechanisms and mental expe-

riences are two sides of the same coin depending on from where you are 

looking at. Optical illusions, like the transparent Necker’s cube where the 

front and back surfaces alternate successively or the “duck-rabbit” that may 

alternatively be interpreted as a rabbit or as a duck, have been used as analo-

gies for this mechanism. Thus, you are in the realm of describing neuronal 

mechanisms, and as if by flipping a coin, you find yourself in a subjective 

experience of the same mechanisms. However, what kind of phenomena 

accounts for this coin-flipping, and why it works only for me but will not 

work if I am observing the brains of others is not explained at all. You might 

say that this is so because your own mind is the result of a very specific neu-

ral mechanism, but what if we could perfectly mimic it? Would this have 

a mind? Others say that you would have to “be” the other machine—or 

animal—to see its mind, but the sensation of “being” something is about 

the same as having a mind embodied in this something, which does not 

add to the explanation.

More generally, in science, different people have to agree on the phe-

nomena they observe. When dealing with the mind, only the bearer has 

access to his or her subjective states, while others are blind to them (they 

can observe their physical correlates). In this way, it may be impossible to 

verify if some physical mechanism generates consciousness as we will not 

be able to verify it excepting for personal reports. One theoretical proposal is 

neurophenomenology, in which subjects keep reporting their experiential 

states while their neural activity is being recorded. Nonetheless, even if we 

established a good neuronal correlate of conscious states (called NCC), we 

may never know if these mechanisms are sufficient to make consciousness 

(correlation is not causation), nor how the physical mechanism is “flip-

flopped” into a subjective sensation. This is particularly relevant when we 

come to the possibility of nonhuman consciousness, including other ani-

mals and machines. Particularly, machines could simulate conscious behav-

ior including metacognition (some of them already do), but there is no way 

to verify whether they experience anything. Some authors have argued 

that in other branches of science like particle physics, researchers are used 

to working with phenomena that cannot be directly observed. However, 
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theories in this field make specific predictions about widely agreed on and 

precise observations that can be confirmed or rejected, thus validating or 

discarding alternative hypotheses. At this point, there is no agreement on 

what consciousness is, and there are only a few (and vague) predictions 

made by the different theories of consciousness that have been proposed, 

which up to date have yielded uncertain results. Moreover, I think the 

epistemological situation is different between physics and consciousness. 

We are not speaking of unobservable particles or of principles like inertia 

that serve to account for agreed-on observations made by a community of 

researchers; we are speaking of a phenomenon that is 100 percent observ-

able for the one who experiences it, while others are blind to it.

Summarizing, while consciousness is most likely linked with brain 

activity (especially cortical activity), we have no cues about the phenomena 

involved in its generation, particularly regarding our subjective experiences. 

In view of this, some decide to consider subjectivity as totally irrelevant, 

while others propose that our minds are existentially valid but inaccessible 

to scientific research. Personally, I am biased to the second opinion since, 

after all, everything starts and ends in our minds, which is to me a suffi-

ciently valid argument for an ontology of sentience. In any case, there is 

more agreement among scientists in that neural correlates of consciousness 

(NCC) can theoretically be found, that is, that distinct patterns of brain activ-

ity relate to our mental states and that different mental events are associated 

with specific neural activities. Yet, an NCC first requires an agreed-on defini-

tion of consciousness and a way to identify conscious states. Furthermore, an 

NCC could be a wide variety of things, from the activation of a single cell in 

the cerebral cortex to a hemodynamic pattern observed with magnetic reso-

nance imaging. Determining which of these correlates is the best and most 

complete predictor of consciousness remains a daunting challenge.

Calculating Consciousness

There are also some computational and modeling theories about conscious-

ness, which nonetheless remain unfalsifiable in my view, and at best can 

contribute to establishing NCCs. One of these theories is the Integrated 

Information Theory (IIT), which points to a sort of primary consciousness 

(and hence of subjective experience) that appears as an emergent property 

of complex networks, increasing sharply as reentrant or reciprocal inter-

actions are a robust component of the network. The IIT is based on the 
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assumption that conscious states are highly unified and indissoluble, and 

features models where the different components are tightly interacting with 

each other, generating an indivisible but dynamic whole where changes in 

one component have strong influence on the rest. The IIT claims that the 

primary conscious experience relates to the activity of sensory-related areas 

in the temporal, parietal, and occipital areas, which is supported by findings 

that brain stimulation produces conscious effects in sensory-related areas. 

However, and this is crucial, according to this theory, sensory or intero-

ceptive stimuli are not required for consciousness to occur; it is just that 

sensory networks are more tightly organized than other brain networks. 

Furthermore, the IIT can be used to calculate Φ (phi), a unidimensional 

measure (that is, a number) that describes the system’s interconnectedness, 

and its value has been proposed as a possible NCC, which would enable us 

to make comparative studies of consciousness. According to this view, nei-

ther the cerebellum nor currently designed computers display this degree of 

interrelatedness, which gives them a very low Φ value and cannot qualify 

them as conscious systems. However, presumably lab-cultured neuronal 

organoids might eventually develop recursive connections, raising their Φ 

to conscious levels (see the next chapter). Personally, I am not convinced 

that consciousness may be built devoid of a sensorimotor organization and 

an interaction with the world. The philosopher John Searle claims that con-

sciousness is a referential phenomenon, in the sense that it always refers to 

something or is about something, that is, it has a content (be it interocep-

tive or sensorimotor). However, we may concur with the IIT that the net-

work requires a tight causal organization for consciousness to take place.9

Another theory is the Global Workspace Theory (GWS), positing a neu-

ral system that gathers partial information from many subsystems includ-

ing sensory, mnemonic, and interoceptive signals, and binds them into a 

coherent model of internal or external reality, generating different layers 

of representations (meta-representations) that develop through life. In this 

view, multimodal coalitions between sensory systems, memories, emo-

tions, and verbal reports can be maintained in working memory to support 

the mechanisms of cognitive branching and predictive coding described 

in previous chapters. This could enable us to plan future events and to 

construct a continuous thread from the distant past to the present and 

imagined future. The GWS attempts to explain complex thought and plan-

ning, a hierarchy of goals, and the implementation of long-term strategies 
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that characterize our conscious life. Contrary to the IIT, the GWS puts more 

emphasis on the top-down regulation from the prefrontal cortex to sen-

sory cortices and refers to the executive aspects of consciousness, those that 

allow us to model the world and ourselves. Still, a problem I see with the 

GWS, and in general with meta-representation or higher-order theories of 

consciousness, is that they somehow imply an observer inside our brains 

that becomes acquainted with all these stimuli and manages this informa-

tion to organize behavior. Perhaps language, by enabling us to point and 

name our own thought mechanisms, somehow allows us to reach these 

higher levels of self-reflection by expressing them in a social, semantic 

dimension.10

Natural Minds

The Birth of Consciousness

When did consciousness emerge in evolution? Which species can be con-

sidered to be conscious? When do babies acquire consciousness? Although 

neuroscience has developed without the need to address these questions, 

an increasing number of neuroscientists and other scientists are now ask-

ing themselves how and when consciousness arises in the natural world.10

Perhaps a first insight into these problems can be attained by address-

ing the development of consciousness in human development, in order to 

envision a sequence of stages leading to the capacity of conscious report. 

As said, according to the IIT, consciousness might not require exposure 

to external stimuli and might be present already in the fetus. Being opti-

mistic, a measure of consciousness like the Φ value of the IIT might yield 

some clarity as to when the brain network acquires properties that can yield 

consciousness in human prenatal development (there could even be sev-

eral thresholds indicating different degrees of integration). Some authors 

have suggested that human consciousness arises at about 35 weeks of 

gestation, when the thalamus starts driving cortical activity and the EEG 

becomes patterned by continuous waves. Another possibility (which I con-

sider more likely) is that while the human fetus might have a basic inter-

nal organization as specified by the IIT, consciousness may develop after 

birth, when the subject engages in interactions with the surroundings and 

with others. According to some researchers, the postnatal development of 

consciousness is a process of continuous learning throughout our lifetime, 

in which, guided by sensorimotor experience, the brain networks feed 
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their activity patterns into other networks as well as into themselves in 

an expanding spiral, where again interactions with the environment are 

crucial. As I said, language may provide a mechanism to amplify these phe-

nomena by enabling us to produce increasingly abstract mental events.11

Animal Minds?

Another critical and current problem refers to animal sentience or con-

sciousness. Anyone who has had a dog or a cat as a pet can witness their 

expressions signaling what one could call at least emotions. Furthermore, 

experiments described in chapter 9 suggest that animals might be able to 

make “mental maps” of space. This issue has strong implications in the 

domain of bioethics, where increasing regulations are being imposed about 

the welfare conditions, not only of animals commonly used as food and in 

research laboratories but also among pets that by the way have given rise to 

a profitable industry around them. In its strongest expression, some activ-

ists claim for animal (and even nature’s) rights, which poses great problems 

about the limits of these rights in conditions that they cannot be obliged 

to any responsibilities, and of determining which animals will qualify for 

which kinds of rights. It may become illegal to boil living lobsters, but will 

it come a point where we cannot eat them, together with mollusks, fish, 

chicken, cattle, and even insects? Where do we draw the line?12

Again, the key issue is how to detect sentience or consciousness in other 

animals. The IIT has provided a criterion for basic consciousness (perhaps a 

form of sentience), but this is experimentally very difficult at this point. 

Another approach could be to assess behavior, but then the interpretations of 

the results are usually being contested. The experiments of self-recognition 

in a mirror were initially used to verify self-consciousness, but it was found 

that some fishes can pass the mirror test, suggesting that this ability is based 

on simple brain mechanisms (see chapter 8). Many studies have addressed 

metacognition in nonhuman animals, like assessing one’s chances to solve 

a task or having a sense of body size, but again there may be simpler expla-

nations for these findings. A more subtle experiment took advantage of 

a well-described “double dissociation visual awareness” task where people 

perform in totally opposite ways whether they have consciously processed 

a stimulus or when they have unconsciously processed it (this is differ

ent from not perceiving the event, as there is a stimulus-related response). 

When applying a version of this task to macaques, these animals devel-

oped double-dissociation responses much akin to those in humans, which 
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suggests that there is a difference between conscious and unconscious pro

cessing in this species. Yet, the difference between unconscious and conscious 

perception could rely on different neuronal activities, with consciousness 

being only an epiphenomenon.13

Rather than finding an absolute indicator of nonhuman consciousness, 

perhaps a more fruitful approach to a comparative study of the mind is to 

recognize different indicators of consciousness and determine how these 

parameters are distributed among animals. This implies that consciousness 

and subjective experiences may not be equivalent for different species, as for 

example in an echolocating animal versus a highly visual animal like us. 

Nonetheless, some general mechanisms may be associated with increasing 

degrees of consciousness. Using a sort of Scala conscientia, as indicated in 

figure 14.1, may work as a good reference guide for these processes.14

All in all, research in animal consciousness faces the same challenges as 

the study of human consciousness. First, Chalmer’s hard problem, which 

recognizes the ontology of mind but claims the incapacity to explain it 

in materialistic terms, leaves the issue of animal subjectivity as an eternal 

unknown. Secondly, Dennett’s hard question (then what?) could be stated as 

whether consciousness itself confers any selective advantage or rather if it is 

the material complexity of the brain and the consequent cognitive capacity 

that provide evolutionary benefit. Some authors argue that consciousness 

promotes survival in the face of contingencies and facilitates the evolution 

of culture and societies, but again this would be very hard to show.

Mind and Matter

In the end, the dualistic dilemma between subjective experience and 

mechanistic explanations seems to me inescapable. Denying its existence 

as an illusion appears unsatisfactory to me. Some scholars argue that as 

with the conception of life, which was once considered to be a spiritual 

phenomenon and was explained by science, the problem of consciousness 

will also be resolved with scientific research. However, life is a scientifically 

observable phenomenon, while our subjective experiences are not acces-

sible to third parties. Furthermore, for conscious subjects, their own life is 

an experiential phenomenon as well. One alternative to get away from the 

mind-body conundrum has been pan-psychism, which is an extension of 

the identity hypothesis, proposing that some degree of consciousness is a 

feature of the universe like energy or gravity are. As prescribed by the IIT, 

Downloaded from http://direct.mit.edu/books/book-pdf/2470124/book_9780262379342.pdf by guest on 26 September 2024



Consciousness Unexplained	 249

the subjective experience may be a widespread phenomenon among living 

beings that amplifies with the increase in complexity, and in particular may 

have exploded like a “big bang” with the origin of large brains, giving rise 

to fully subjective consciousness. Some other researchers, particularly phys-

icists, have moved much farther, proposing that the source of conscious-

ness relies on quantum mechanics. In this view, quantal superpositions of 

states in elementary particles would collapse wave functions into (proto-) 

moments of experience composed of basic qualia, the fundamental “par-

ticles” of consciousness. Many prestigious authors have endorsed this view 

in one way or another. While quantal panpsychism is highly controver-

sial and not accepted by many scholars, it makes some predictions, one of 

which is that quantum computers might eventually gain consciousness by 

this process (but again, how would we know?). Finally, while panpsychism 

may be an intriguing possibility, this perspective runs the substantial risk of 

anthropomorphizing nature, projecting human experiences into much sim-

pler beings whose subjectivity, if it exists, might be radically different from 

ours. We need to keep present that our mind is practically unique (at least 

on earth), and results from having an extremely complex brain endowed 

with language. Other kinds of subjective experiences are probably much 

simpler, or different, or many times simply negligible to be considered as 

relevant.15

Perspective

Consciousness is perhaps the most difficult to define of all biological and 

cognitive categories, yet it is at the same time essential to our existence. It 

refers primarily to the qualitative experience of being the protagonists of 

a world independent from us, which includes the capacity to observe our 

own bodies and to sense our internal selves. Here I adhere to a sort of scala 

conscientia with different stages of increasing complexity that might give 

rise to human consciousness, which is vastly amplified with the acquisition 

of language. However, despite the apparent relation between conscious-

ness and complexity, how material mechanisms become transformed into 

a first-person qualitative experience poses a major problem for neurosci-

entific research, which is conceived to deal with second-person observable 

phenomena. Since the unobservable nature of subjective states by second 

parties severely limits their scientific study, some have decided to downplay 
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them as an irrelevant illusion generated by our complex brain networks. 

Whether consciousness is or is not relevant for our decisions and behavior 

is a debatable issue, but the illusion argument does not really explain to me 

how subjectivity is in fact produced.

Perhaps acknowledging these difficulties, neuroscientists have started to 

search for the neural correlates of consciousness (NCCs), which imply pat-

terns of neural activity that fit reported conscious states. Yet, a correlation 

does not imply causation and is even less an explanation. In this line, two 

main theories have been proposed to account for the NCCs: the IIT and the 

GWS. The IIT, on the one hand, prescribes a tightly encapsulated dynamical 

network that works as an indivisible whole, providing the unified property 

of conscious states. On the other hand, the GWS refers to a “central execu-

tive” system that receives multimodal signals from the body, the exterior, 

and from memory, and organizes these inputs to generate a simple working 

model. It is likely that both theories are in fact addressing conscious phe-

nomena at different levels: the IIT refers more to a primary consciousness, 

while the GWS refers to the executive aspects of extended consciousness.

Finally, another major question is whether consciousness can be found 

beyond human existence. The claims for animal sentience and conscious-

ness have recently increased, even among scientists. The application of 

indicators of a scala conscientia in the tree of life, considering an impor

tant degree of diversity, may provide a useful tool to examine at least the 

cognitive elements that are associated with conscious states. However, in 

my opinion, the hard problem of subjectivity remains inescapable. Some 

authors propose pan-psychism, the notion that consciousness is an every-

where byproduct of matter, which elaborates with material complexity. For 

some physicists, psychism could be somehow related to quantum uncer-

tainties. In the next and final chapter, I will discuss where evolution may 

lead our species, our brains, and our minds.

Downloaded from http://direct.mit.edu/books/book-pdf/2470124/book_9780262379342.pdf by guest on 26 September 2024



15  Quo Vadis?

Contrary to popular belief, the biological evolution of our species has not 

halted. However, cultural and technological development are producing 

much more relevant changes in our life, affecting our epigenetic and plas-

ticity mechanisms, and we may even start altering our genetic makeup. 

Furthermore, we are living in an increasingly collective realm where we 

communicate instantly with people all around the world, and many of us 

already live in a virtual-reality world that is growing faster than we may 

think. In addition, our species has managed to change the earth more rap-

idly than any other species has. Our population is rising without signs of 

slowing down yet (in the last fifty years, it more than doubled from about 

3.6 billion to 8 billion), and we are producing a tremendous amount of 

damage through pollution and environmental destruction. Finally, there 

is growing fear of possible catastrophes like a nuclear war, a major asteroid 

impact, and microbial infections that we have seen may spread at rates 

never heard of. Thus, we are not exempt from the risk of disappearing. The 

immense majority of species in the history of life have gone extinct, and 

many presently living ones are likely to become so largely due to us. An 

average mammal species exists for about one million years (with a wide 

variability). With some 300 KY of existence, Homo sapiens is a young spe-

cies, and it is difficult to know if we will outlast other species in survival 

time or if we will become extinct according to other mammals’ expecta-

tions. If we survive in the long term (which I believe we will), what kind of 

species will we become in the future? In this last chapter, I will offer some 

reflections about our future and the explosive rise of technology, and how 

this is affecting our biology and our evolutionary fate.
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Ongoing Evolution

Milk, Vitamins, and Wisdom Tooth

Like any other species, we keep evolving through differences in the repro-

ductive capacities of some individuals over others. In fact, there is a lot 

of evidence for subtle but relevant genetic changes in our recent history, 

including lactose tolerance genes in milk-feeding peoples; the evolution 

of paler skin and increasing production of vitamin D in Britons, a strong 

selection for the immune response to resist infection; metabolic and respi-

ratory adaptations in populations that live from diving or at high altitudes; 

and the decreasing frequency of the wisdom tooth, which may increase 

risk of oral infection. But there are other recent changes like increasing 

frequency of the median artery in the forearm in the last three centuries, 

whose selective benefit is not clear and may result from other factors like 

genetic drift, driven by statistical fluctuations rather than by adaptive 

reasons.1

Nonetheless, natural selection could be very weak in our species com-

pared to others, at least in regard to the adaptation to the environment. We 

have become largely free of predators and many parasites, we generate our 

own food supplies, and our technology protects us very well from climatic 

adversity. Furthermore, in recent years, we have made an astounding pro

gress in the control of emerging infectious diseases (HIV treatments and 

COVID-19 vaccines are examples of this), and genetic and chronic condi-

tions are being increasingly controlled by modern medicine. It is often said 

that people with “nonadaptive” characters are now reproducing success-

fully in conditions in which they would not in the wild, promoting the 

accumulation of undesirable traits like genetic diseases that will be a burden 

to our species. Nonetheless, these statements have not been confirmed sci-

entifically, and there is simply no evidence that our genomes are in any way 

degrading or increasing the species’ extinction risk. Instead, what may be 

happening is an increase of genetic diversity, providing more robustness for 

variability and adaptive capacity.

Anyhow, none of the genetical changes observed in recent humans seem 

to forecast a radical transformation of our species. It seems more likely that 

we have reached a status of evolutionary stasis in our anatomy and physiol-

ogy as many other species have, like the coelacanth or the platypus, which 

have survived largely unchanged for several million years. We usually tend 
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to think that our robust cultural and technological endowment may protect 

us from extinction, but there is a “B” side to our triumph over nature. First, 

our recently accelerated evolution may not have been without biological 

side effects and may make us prone to different conditions like cancer and 

especially brain diseases. Furthermore, technological development is driv-

ing environmental destruction and even changing our biology, perhaps 

transforming our species in completely novel and unexpected ways.

The Price of Success

As we saw in chapter 11, our brains were subject to strong selection in our 

recent history. Several noncoding genes only found in modern humans 

are associated with creativity, prosocial behavior, and healthy longevity, sug-

gesting that they reflect a recent selective sweep in our modern lineage. 

But what has dramatically changed our lives recently is not so much natu

ral selection but the exponential growth of culture and language. Possibly, 

the recently accelerated cultural development may feed on more plastic 

rather than on larger brains, while in return cultural improvements might 

put pressure on increasing brain plasticity. An eloquent example of culture-

driven brain plasticity is the recruitment of cortical regions for reading, 

writing (including musical notations), and mathematics (see chapter 12). 

In this line, epigenetic mechanisms may have contributed to increase brain 

plasticity in our recent evolution (note that these epigenetic mechanisms 

may be genetically driven as well). In fact, there are significant epigene

tic differences between modern humans and Neanderthals, many of them 

associated with vulnerability to brain disease.2

This also reveals a dark side of brain evolution and cultural devel-

opment, where susceptibility to neuropsychiatric conditions including 

ADHD, dyslexia, autism, psychosis, mood disorders and brain aging may 

have significantly increased in our recent history due to genetic selection 

or to increasing epigenetic modifications associated with plasticity and cul-

tural development (see chapter 11). In fact, many of the genes that have 

shown signs of positive selection in human evolution are also risk factors 

for neuropsychiatric conditions like micro- and macrocephaly, dyslexia, 

schizophrenia, autism, and attentional disorders. An example is a variant of 

the DRD4 gene that codes for a dopaminergic receptor and has been associ-

ated with ADHD. According to some authors, this allele favored migratory 

behavior and enhanced peripheral attention capacities that were useful for 
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hunter-gathering and migratory behavior. Yet, more focused attentional 

strategies became favored with the advent of civilization, a trend that cul-

minated with the rise of institutional education in the last century, yielding 

a disadvantage of this gene’s bearers when having to stay still and attend to 

long-lasting classes. A similar situation may happen with dyslexia, which 

was not a disorder until the educational system massified and required all 

children to learn to read.3

The evolutionary psychiatrist Timothy Crow once asserted that schizo-

phrenia is the price humans pay for acquiring language. Extending on this 

comment, one could say that mental disorders are the price we pay for 

having a more complex and plastic brain, being the subject of cultural evo-

lution. According to recent studies, the increasing complexity of human 

cortical networks implies a tradeoff between circuit efficiency and network 

stability, which may result in increasing risk of neuropsychiatric condi-

tions. Thus, while our brains have developed a more fine-grained neural 

circuitry, this makes them more unstable compared to the more redundant 

networks of the nonhuman primate. Another factor that may be crucial for 

the development of mental diseases is the stress response at all ages, which 

affects brain development at multiple levels and is becoming increasingly 

prevalent, affecting especially the poor populations.4

The Rise of Technology

Welcome to the Machines

In early hominins, the brain-culture coevolution resulted in the develop-

ment of rudimentary technologies that rapidly increased our capacities 

with the earliest stone tools, sticks, and twigs, including the mastery of fire, 

which were used as bodily extensions to crack bones, deter predators, hunt 

prey, dig for edible roots, and cook food. The development of enhancing 

body protheses is in the essence of our species, extending our phenotypes 

to acquire skills that our ancestors could not have dreamed of. Many other 

species have evolved phenotypic extensions, some produced by their own 

bodies like spiders’ webs, mollusk shells, and coral skeletons, but others use 

objects from their surroundings like hermit crabs’ seashells, birds’ nests, 

beavers’ dams, and the tools used by some birds and primates. Extended 

phenotypes are usually coded in the genes (like the spider’s net and the 

bird’s nest), but especially humans have done so by amplifying social 
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learning (which is also genetically driven), therefore transmitting knowl-

edge and skills across generations to assemble increasingly powerful tools, 

and constructing their own niche for living, including the domestication 

of other species.5

The use of technology gave rise to civilizations, and we were able to 

conquer the earth. More recently, we have started a new era of phenotypic 

extensions with the development of artificial automata, computers, and 

digital processing, which have undergone an exponential explosion in 

the last seventy years. This industry has generated powerful innovations 

in medicine, science, and probably most human activities, contributing to 

increase our well-being. Brain−computer interfaces (BCIs) that allow us to 

write or drive vehicles without even using our voice may become a reality 

in the next decades. Some people argue that technology is slowing down 

our mental development, which has been supported by evidence that the 

Flynn effect, which indicates a continuous rise of IQ across generations in 

developed countries, has been reversed in the last fifteen to twenty years, 

with younger generations scoring lower than previous ones. This is not 

due to “dumber” people having more children but from environmental 

factors that some attribute to the reliance on external memories and other 

devices, others to educational policies, and others to environmental pollu-

tion.6 In my view, it is not clear what the reversal of the Flynn effect means, 

and before that, it is difficult to jump to conclusions. Furthermore, the 

use of external memories is not so new and dates at least from the origin 

of writing. Recall that the early Greek philosophers considered that stu-

dents should entrain their memory and not use written texts or write notes 

(see chapter 13). Yet, we are here and feel pretty good about our capacities, 

which admittedly are largely inherited through culture.

Besides these advances, BCIs promise to help physically impaired people 

live normal lives. Now, if these devices are successful in enhancing the 

capacities of the disabled, normal people might also want to use them 

for the same purposes. Suppose there are BCIs that increase our biological 

memory capacities or our IQ, or just make us physically stronger. Would 

some people want to use them for their kids to become skilled musicians or 

great athletes? Will everybody have equal access to these improvements?

In addition, AI can manage a million times more information than 

humans and much more rapidly, and even learn from its experience. Recent 

AIs like ChatGPT and others have been able to generate quite good texts, 
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make scientific papers, write music and poetry, engage in conversations, 

and do fairly well on IQ tests. There is every reason to think that with 

time, AIs will surpass average human performance in practically all these 

items. However, AIs still perform poorly in common sense tasks like manag-

ing expectations, thinking of others’ intentions or desires, understanding 

social circumstances, peeling oranges, and so on. They lack the capacity to 

behave in changing contexts and need large amounts of information for 

doing things that we do effortlessly. But many of these feats will probably 

be overcome in the following years. AIs that are programmed to learn using 

basic physics rules like a baby or learn to move emulating cognitive and 

sensorimotor human development are a matter of intense research these 

days.7 Every day we see improvements in this field, and every comment we 

make becomes soon outdated.

Artificial Minds?

“Robots of the world! The power of man has fallen! A new world has arisen: 

the Rule of the Robots! March!” Perhaps emulating the Communist Manifesto 

by Marx and Engels, Karel Capek wrote this epigraph to his play “Rossum’s 

Universal Robots” in 1920. In relation to this concern, Isaac Asimov first 

proposed in the 1940s the three main laws for the regulation of robotics, 

which are: (i) not hurting or allowing any human to become hurt; (ii) obey 

human orders except when asked to hurt other humans; (iii) protect them-

selves except if this contradicts any of the first two laws. Still, if we could 

make machines that intelligent, it is not clear if they could be effectively 

programmed to follow these three rules; our own species has bypassed many 

basic instincts that are “hardwired” in the genes, by the influence of culture.8 

In any case, the dystopic notion that machines may control us is highly 

unlikely to me, at least in the short- and midterm. For one reason, computers 

are highly inefficient, they easily overheat, and require an enormous energy 

supply. For instance, the AI AlphaGo, which defeated the world champion in 

the Chinese play Go, used about nine thousand times more energy in that 

game than its human contestant. Moreover, the computer industry requires 

increasing amounts of commodities, which implies enormous economic 

and working capacity to be extracted. Machines would have to generate 

their own resources and self-reproduce in order to dispense with humans.

Another issue is whether machines could ever become conscious. 

According to the Integrated Information Theory (IIT) (chapter  14), no 
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matter how smart computers become, they will never gain consciousness or 

sentience, as their design is profoundly different than the brain’s. In other 

words, they lack robust re-entrant connectivity at many different levels 

that make neural ensembles work as indivisible wholes (which according to 

the theory is the critical feature of consciousness).9 The alternative theory, 

Global Workspace (GWS), is more permissive on this point, granting the 

possibility that robots might reach consciousness. Likewise, some physicists 

claim that quantum computers might eventually acquire human-like con-

sciousness. Personally, on this my bet is on the IIT. Computers may man-

age language, logical operations, and even refer to themselves, but they 

lack the biological foundations of consciousness, that is, complex homeo-

static mechanisms that are at the basis of sentience (figure 14.1). There is no 

evidence that AIs could develop a will of their own and feel any sensations, 

even less daydream, feel remorse, or take their own initiative to get benefit 

from something. In my opinion, while consciousness is deeply bound to 

physical brain activity so that in principle a conscious mechanism could be 

designed, we are now simply too far to emulate the intricate self-organizing 

and recursive complexity of the brain that generates human-like sentience. 

Moreover, even if we were able to produce such systems, we would never 

know if we were talking to a “philosophical zombie” or to a sentient being 

(but on the other hand, would that matter?).

Social Networks

Another dimension of technology is human communication with the 

recent development of social networks through the internet. Digital media 

are increasingly impregnating our lives, affecting our privacy, sense of iden-

tity, and free will (here I refer to the social interpretation of free will, when 

there is an external agent that may curb our intentions or forcing us to do 

something we may not want). People massively follow influencers’ ideas 

and are afraid of having different opinions for fear of being attacked in the 

same media. Many of us are diving into a collective network where people 

become anonymous and behave more like a herd than as deliberating and 

opinion-taking individuals. Furthermore, social media are progressively 

immersing us into a massive pseudo-reality where the fake news and the 

unreal beliefs (like the flat earth and anti-vaccine movements) gain support 

and spread in ways not seen before in our history. The prospect of virtual 

realities like the Metaverse may only contribute to further detaching some 
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people from the physical world, living in avatars that may be more com-

fortable than real life.

More worrisome, there is the danger of the misuse of these technologies 

by big corporations or by the state. If the development of AI is not properly 

regulated, our thoughts and preferences might be fed into algorithmic pro

cesses that direct our lives in order to maximize consumption or some other 

behavior for the sake of someone else’s benefit (or, like Yuval Noah Harari 

says, perhaps for nobody’s benefit in particular, which would be worse). 

More specifically, recent advances on internal brain protheses and devices 

that can monitor our inner brain states could put us in increasing danger of 

losing these basic rights. We have already witnessed the effects of big data 

manipulation and the vulnerability to filtration of these gigantic databases 

containing information from all of us. In the Western world, giant tech-

nological companies are outpacing traditional institutions in research on 

robotics and brain−computer interfaces, and social networks already con-

tain just too much information about each of us. In other countries, the 

state itself is concerned with monitoring people’s life and behavior through 

increasingly sophisticated devices. Regulating AI development by law is a 

challenging issue, first because law-making is too slow and may become 

quickly outdated and also because all countries should agree with the leg-

islation. Besides, this would not prevent the emergence of black markets. 

An initiative promoting the validity of individual rights in the face of rising 

technologies, including privacy, determinacy, identity, and nondiscrimina-

tion, has been issued in many countries, led by the neuroscientist Rafael 

Yuste. Recently, Florencia Álamos, Leonie Kausel, Yuste, and others have 

proposed the requirement of a technocratic oath, similar to the Hippocratic 

oath submitted by doctors, to help limit the misuse of these technologies 

for non-ethical purposes. At least in France, the necessity for such a vow is 

under current discussion for young scientists.10

Beyond Humanity

Defeating Death

Enthusiasts of AI and robotics, self-called transhumanists, have generated 

a movement where they prophesize that AI development will reach a Sin-

gularity point where it will surpass our human capabilities, starting an 

unprecedented evolutionary process of bodies together with machines. As 
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crazy as this looks for some people, this group includes many highly skilled 

computer scientists, physicists, doctors, and biologists that cannot be sim-

ply ignored here. According to transhumanists, the fusion with machines 

would free us from our biological yoke, and we (rather, some of us) would 

become free of disease and especially of aging.

Furthermore, some futurists have proposed the prospect of “mind 

uploading,” aiming to transfer one’s mind into a digital code. However, 

even if we granted that machines like we know them could gain conscious-

ness (which I strongly doubt), mind uploading poses many unanswered 

issues. How would the mind be transferred to a digital machine, as if exe-

cuting a money transference? Or consider if it was possible to make a digital 

duplicate of ourselves and our sentience. Would you eliminate your biologi-

cal self? Which would be our needs, feelings, and motivations if there were 

no biological constraints? Would we be really free of disease or be threat-

ened by the proliferation of informatic viruses?11

Editing Life

Another more biologically based revolution is taking place after the devel-

opment of biotechnologies, including cloning procedures (a great mile-

stone was the famous sheep Dolly in 1996), the sequencing of the whole 

human genome in the early 2000s, and the more recent development of 

gene-editing technologies. We have been modifying the genetic makeup 

of plants and animals since the beginning of domestication by the use of 

artificial selection. Now, this process can be in a way hacked through direct 

gene manipulation technology. Genetic engineering is widely used in agri-

culture, promoting pest-resistant, more nutritive, and cheaper products 

that, although they have been highly criticized, may heavily contribute 

to solve the world’s famine epidemic (hunger affects about 10 percent of 

people globally, and this may increase in the following years), saving pro-

duction costs, generating more nutritious strains, and so on. Furthermore, 

genetically modified organisms (GMOs) have proven to be safe for human 

consumption (although care must always be taken to detect any possible 

damaging effects). Still, there is an ecological concern about GMOs, which 

could crossbreed with wild varieties or escape and compete with them, an 

issue that needs to be tightly controlled. Notably, there is significant over-

production of food in developed countries (at least in the United States, 

about 30–40 percent of the food supply is wasted). Finding more efficient 
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ways to produce and deliver food across the world could be a major advance 

in our well-being as a species.

Furthermore, biotechnology is being increasingly used to improve human 

life, developing gene-based therapies to ameliorate a diversity of condi-

tions. Perhaps the most discussed technological innovation in this line 

concerns the CRISP-R technology (see chapter 3), which has been used to 

insert or delete genes in different organisms for research and other pur-

poses. This was first applied to human embryos by the Chinese researcher 

He Jiankui in 2018, who claimed to have created two HIV-resistant babies. 

In the US, the world’s first CRISP-R therapy recently became avaliable to 

treat sickle cell anemia and beta-thalassemia. Importantly, if gene editing 

is performed early enough, it may access the germline and the modifica-

tion may become heritable, which would end up transforming our spe-

cies’ genotypes. If genetic upgrading is accessible to only some of us, this 

might lead to the dangerous possibility that our species becomes sepa-

rated in different populations, or even in the reproductive isolation of 

some groups, leading in an extreme situation to the separation into dif

ferent species.12

Likewise, transhumanists have closely followed research oriented to 

retard or even revert aging. For instance, a set of proteins called Yamanaka 

factors are involved in stem cell formation during early embryonic devel-

opment. These genes can be applied to differentiated adult cells, like skin 

cells, and induce their re-conversion into pluripotential stem cells. This 

technique could provide a means to prevent and even revert aging. In addi-

tion, future couples may not even need to use their germ cells to reproduce. 

De-differentiated stem cells (extracted from, say, the skin by manipulating 

the Yamanaka factors) could be used for human reproduction when trans-

formed into eggs or sperm. This may allow homosexual couples to have 

children of their own, which could be a very good thing, but also only 

one person might be able to generate both types of gametes and become a 

biological single parent. Likewise, parthenogenesis is a mechanism where 

embryos develop solely from eggs, not requiring sperm-induced fertiliza-

tion, which naturally takes place in some vertebrate and invertebrate spe-

cies. In principle, this process might be engineered in humans to generate 

all-female lineages without the need of males, which would all be clones 

of their mothers. Needless to say, this would minimize genetic recombina-

tion, hampering our evolutionary potential. The idea of how life would be 
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without men has been the subject of several dystopic novels, some envisag-

ing that the world’s problems would finally be solved while others claiming 

that women would rapidly take the lead of the extinguished men. Another 

issue is that sex determination may become not only manipulated as to 

preferring which sex your kid will be, but intermediate sex forms could be 

produced, not fitting the binary male-female notion. Associated to this, the 

industry of sex robots may find a growing market for increasingly sophis-

ticated products, fulfilling all kinds of customers’ fantasies. An extremely 

delicate issue is the case of virtual pedophilia, in which digital models of 

children may be used for sexual purposes. In this case, there is nobody 

being harmed, yet for most of us it is a highly reprehensible behavior.13

Other trending topics in biotechnology are synthetic biology, in which 

cells are designed by the insertion of different genes into a cellular cyto-

plasmatic device (see chapter 3), and the neuronal organoid cultures, where 

organs, neural networks, and even rudimentary embryos can develop in in 

vitro assays. But more than this, it might be possible to design not only cells 

but also complex organisms to serve our needs. Again, according to the IIT, 

neuronal organoids might eventually gain consciousness if they assemble the 

proper organization. Provided with bodies and sensory systems and becoming 

able to reproduce, these organisms might start an evolution of their own.14

The Anthropocene

Covering the Land

From a planetary perspective, our extended phenotypes not only concern 

our own life but we are also making a major impact on the planet we live 

on. At this point, between a third and a half of earth’s land surface has been 

deeply transformed by humans, and about 97 percent of the land has some 

signs of human activity, only remaining 3 percent that is still untouched. 

But we can go even further. Our extended phenotype also includes all the 

species that are coevolving with us, from cows to the bacteria in our guts. 

Domesticated animals make about 60 percent of the biomass of all terrestrial 

vertebrates. Humans sum about 35 percent to this value, which leaves wild 

vertebrates with only about 5  percent of all the land vertebrate biomass. 

Terrestrial wild mammals have decreased to one-seventh of what existed 

in pre-human times, but never reached the numbers raised by domestic 

animals today.15
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The Human Age

Besides using space, the environmental alterations of recent human activity 

are hard to minimize. Since the industrial revolution, we have increased by 

50 percent the CO2 concentrations in the atmosphere by using fossil fuels 

(a value that keeps on quickly rising). Additional factors are the production 

of fluorocarbons used for refrigeration, of methane produced by domestic 

bovids and wetland microbes, and of other compounds that all contrib-

ute to the greenhouse effect. Altogether, these events are dramatically pro-

moting global warming. Average temperatures have shown an increase of 

more than 1ºC since preindustrial times that keeps on growing. If the trend 

continues, world temperatures might have increased by 2ºC by 2050 (the 

average global temperature today is about 14ºC and rising). Furthermore, 

microplastics are spreading all over the planet. Considering these events, 

Paul Crutzen coined the term Anthropocene to refer to this new geological 

period that shows unmistakable signs of human activity. Associated to the 

Anthropocene, we may be witnessing the beginnings of the sixth-largest 

extinction event of the planet. Previously, there have been five massive 

life-extinctions in earth’s history, including the great Permian extinction 

and the most recent one being the asteroid impact that wiped out the 

dinosaurs. Today, the combined effect of climate change, environmental 

contamination, and habitat destruction has produced a sharp decrease in 

biodiversity including massive deforestation and the decline of insects, soil 

organisms, corals, amphibians, and large mammals among other groups. 

On the other hand, besides domestic and human commensal species like 

cockroaches, there are many species that have benefited from human inter-

vention, invading different ecosystems and contributing to destroy native 

species. In today’s globalized world, it is easy for fungi, bacteria, plants, 

and small animals to disperse all around the planet by hitchhiking human 

transportation.16

But let us take some perspective considering earth’s history. As said, the 

largest massive extinction of all times took place at the end of the Perm-

ian period, killing about 95 percent of all life. In this event, temperature 

rose about 5–13 ºC (depending on the estimate) in tens of thousands of 

years, reaching a global average of about 28 ºC. (Current global warming 

is far from those levels but is rising more rapidly and shows no signs of 

slowing down.) Nonetheless, despite these apparently hostile conditions, 
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biodiversity rapidly increased again throughout the Mesozoic, with pro-

liferating dinosaurs, early mammals, and flowering plants, at average tem-

peratures of about 25º C, and CO2 levels more than ten times as today. Since 

the early ice ages (a million years ago) until preindustrial times, temperature 

and CO2 levels have been close to the lowest ever in life’s history.17 We are 

still way below the temperature and CO2 levels of the Mesozoic and most 

of the Cenozoic, but this does not mean we should not be concerned. Most 

living animals and plants are adapted to a rather cool earth and may suffer 

heavily from relatively small but very quick changes that do not give them 

a chance to adapt. Yet, in the long term, global warming may generate new 

forms of warm-adapted species, just like it happened before. We must not 

forget that modern mammals, and ourselves, are largely the products of the 

dinosaur-killing mass extinction event, and dinosaurs themselves are the 

result of the Permian extinction.

All in all, my perspective is that the human impact on earth will not 

destroy life on earth, and our species may not become extinct by these adver-

sities either. However, it may severely affect the world as we have known 

it and the way we live, especially those already living at risk, which may 

generate profound human tragedies. There is a major challenge to produce 

sustainable economies and new technologies that optimize energy produc-

tion with minimal environmental impact, contributing to making a more 

friendly planet for us. In the end, this is the only time in earth’s history 

where a single species may do something about keeping the planet within 

range (even if it has also caused much damage), ultimately for its own well-

being. As I have mentioned, many measures are being proposed to prevent 

these trends from continuing, but they seem to have only a limited effect yet.

Still, even surviving the Anthropocene, we are by no means eternal and 

there may be other possibilities of a fatal strike to our species, whether from 

an asteroid, a nuclear war, or microbial infections. If our species disappears, 

who would be left? Possibly, microscopic life, together with many plants, 

may well survive us and will survive many other catastrophes. Among 

animals, arthropods in the sea and insects on land are likely inheritors of 

a post-human earth. Considering vertebrates, bony fish in the seas, and 

small amphibians, reptiles, birds, and mammals (especially rodents) on the 

ground, are probably those that will rapidly fill the place. How these groups 

would evolve in the long-distance future is just for speculation.
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Perspective

This last chapter of the book concerns the present and future of our spe-

cies, especially considering how culture and technology are affecting our 

biology. Cultural and technological evolution have eclipsed biological evo-

lution, putting pressure on neural plasticity as the main mechanism for 

behavioral innovations. While we develop culture and new technologies, 

our plastic brain networks must adapt to these innovations. However, this 

may not come free of charge as we may be also becoming more vulnerable 

to mental disorders and brain aging.

Very recently, the technological revolution of the last few decades has 

added a new dimension to cultural evolution, modulating our biology by 

means of body and brain protheses that have increased our mental and 

physical capacities. The recent explosion of AI has changed our daily life 

in ways that few people predicted many years ago. The rise of the internet 

and digital social media poses concerns about our own individuality, our 

privacy, and our free will. Associated with this is the recent development 

of biotechnology driven by gene-editing procedures. While again, this may 

significantly improve our lives, it may also produce major changes in our 

genetic endowment, especially if gene manipulation is used to enhance the 

capabilities of only a few people.

Perhaps the most relevant challenges of the technological revolution 

for the next decades will have to do with the social domain: reinforcing 

the access of scientific developments to all the population and preventing 

the misuse of technology by a few groups to control the rise of inequality. 

Inequality has increased steadily throughout human evolution if we measure 

the differences between the very rich and the very poor, which may be per-

haps inevitable, but we have already seen that it is a major source of social 

conflict. Furthermore, this may relegate many of us to live worthless lives. 

One way to ameliorate these possibilities may be through strict legal controls 

and strong ethical education, including the possibility of making an ethi-

cal oath by professionals and researchers working in the field of technology. 

Finally, the impact we have made on the planet with our technology has 

become increasingly evident in the last fifty years or so. There is an urgent 

need to moderate the consumption of resources from the planet and find 

new energy sources, as they are not eternal and we are severely limiting the 

existence of wildlife and biodiversity as we know them.

Downloaded from http://direct.mit.edu/books/book-pdf/2470124/book_9780262379342.pdf by guest on 26 September 2024



Final Thoughts

Cosmic Life

In this book, I have attempted to provide a succinct history of life on earth, 

from its beginnings on this planet to the generation of human conscious-

ness and the possible outcomes of our species. In the present perspective, 

our minds are inextricably bound to our living condition and have some-

how emerged through the history of life in this planet. Critical elements 

in the beginning of life were heredity and self-production, while common 

themes through all levels of life are self-maintenance and homeostasis, and 

the mechanisms to anticipate external perturbations. Thus, the nature of life 

itself, and how it has evolved and diversified through time, can provide crit-

ical insight into our self-knowledge and our vision of the future as a species.

However, we could amplify our perspective to conceive life as a cosmic 

phenomenon. There are the fundamental questions of whether we could 

live outside earth, which would definitely be the most radical transition of 

life’s history, and whether there are other worlds with life or inhabited by 

intelligent beings. In the last twenty years, the discovery of more than five 

thousand exoplanets just in the Milky Way has fueled people with out-of-

earth fantasies. However, extraterrestrial human life will bring many hard 

challenges to our health, and we will probably need to develop new medi-

cal technologies to overcome these difficulties. Perhaps gene-editing tech-

nology and AI may make a significant contribution there. In any case, for 

the time being, space exploration may be largely confined to robots, and 

likewise, we might expect to get in touch first with alien machines rather 

than with intelligent aliens themselves.

On the other hand, how likely is it that we will find life outside of earth? 

Recent research on Mars indicates that it had liquid water and rivers about 
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3 BYA (other reports suggest about 700 MYA), and the different rovers that 

have been sent to this planet have been intensely looking for signs of life, 

still without results. Saturn’s and Jupiter’s water-containing moons are also 

candidates for bearing simple life forms. In a cosmological scale, Drake’s 

equation is an optimistic mathematical formula to calculate the probabil-

ity of life elsewhere in the universe, containing a large set of assumptions 

that have not been confirmed. Frank Drake founded SETI, an organization 

devoted to the search of extraterrestrial intelligence that after spending mil-

lions of dollars has not yielded any positive findings. These results fit what 

has been known as Fermi’s paradox: If life is a likely physical event and 

thrives here on earth, how come we have never observed any signs of it 

in the universe besides ourselves? In principle, highly intelligent life could 

be detected from much farther away than microscopic life, especially if it 

is organized in large-scale civilizations like ours, or even at more advanced 

levels. The Kardashev scale is a hypothetical classification of cosmic civili-

zations in terms of the amount of energy they consume. On a first level, 

civilizations use their original planet’s resources like we are doing right 

now. Second-level civilizations profit from the energy provided by their star 

(we do so but minimally, mostly indirectly from plants or fossil fuels, also 

derived from ancient photosynthetic activity). A Dyson sphere is a hypo

thetical megastructure in space that could capture a high fraction of the 

sun’s energy. A large, elongated asteroid termed Oumuamua, which crosses 

our solar system, was proposed to be a second-level civilization megastruc-

ture, but most astronomers disagree. Finally, third-level civilizations are 

able to capture the energy of many stars, even from a whole galaxy.1

More generally, the question of why there is life and even consciousness 

in the universe at all is simply mind boggling, which has prompted many 

to argument the need of God. Said the other way, we may ask why the uni-

verse is understandable to us. One attempted solution to this is the Anthropic 

principle, which in simple terms says that the only universe in which we 

could exist is this, one that allows for the existence of life, consciousness, and 

the knowledge of it. This notion is compatible with the multiverse theory 

and with the view of the finely tuned universe, in which there are many 

possible universes, but only those in which the fundamental physical con-

straints (like a precise value of Planck’s constant) acquire a given value will 

be able to generate atoms, molecules, life, and consciousness.2
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Now, given that we live in a life-compatible universe, another intriguing 

issue is how would life evolve on a different planet. The famous Stephen 

Jay Gould once asserted that if the tape of life was run again on earth, it 

would develop different forms but there would be some common themes 

that would not change. Likewise, there may be many things in common 

between earthlings and extraterrestrial aliens. Perhaps they would be 

carbon-based, although silicon-based life has also been hypothesized. A 

requisite for evolution would be a mechanism or inheritance that could be 

brought by nucleotide-like molecules, as all the key components of nucleic 

acids have been found in extraterrestrial meteorites. Likewise, energy might 

be generated through electron transfer reactions, and photosynthesis or 

a similar mechanism, possibly deriving from a star’s radiation, would be 

required for ecological relations to develop, promoting the evolution of 

organismal complexity. Self-producing cells, multicellularity, and animals 

feeding on others, with sense organs and brains, could evolve, and intel-

ligence and consciousness might emerge but not necessarily in the bio-

logical form that we know it. The onset of a civilization would require the 

capacity to manipulate materials in some way, generate a robust extended 

phenotype, and amplify communicational skills. Yet, each level higher in 

complexity would be much more unlikely to achieve, so in the universe 

there might be perhaps some instances of cellular life but many fewer cases 

of intelligent life. Intriguingly, we are the only example we know where not 

only has life become possible but intelligent and conscious life has taken 

place. Thus, we must accept that in practical terms, we are heavily isolated 

in a vast universe. The next extraterrestrial civilization could be so far from 

us in time and space that we may never be able to contact it given what 

we know about physics today.3 Still, there is always the hope of finding 

life elsewhere, which could definitely be the most exciting discovery of all 

human history.

In any case, all life on earth will probably disappear in some 7–8 BY from 

now, when the sun consumes itself if there are no other life-threatening 

cosmical events. If there are still intelligent beings on this planet by that 

time (it is very unlikely that we, as we know ourselves now, will be present 

then), they will need to have worked a way out of here. Perhaps life will be so 

complex then that our difference from these intelligent beings will be even 

greater than that between us and the earliest cells that appeared on earth 
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some 3 or 4 BYA. Alternatively, all life could have become extinct or exist 

only at the cellular level.

To end this book, I do hope we can work hard to develop a sustainable 

planet where we coexist with the wilderness and make this world a good 

place for many generations to come. This will imply much sacrifice and a 

strong determination, but in my view, this is not an impossible task. Like-

wise, we might be able to control the use of technology for the good of all 

mankind instead of privileging only a few. In the end, it is much better to 

live trying to make a better world than otherwise.
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metacognition and language, 239, 

247

mind-body conundrum, 248

mirror test, 247

natural world, 246

neural correlates of consciousness 

(NCC), 243, 244

neurophenomenology, 243

no agreement on what consciousness 

is, 244

100 percent observable/others are 

blind to it, 244
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Consciousness (continued)

optical illusions, 235, 243

panpsychism, 248, 249

Φ value, 245, 246

postnatal development, 246

primary, 236, 237, 238f

proto-self, 236

psychism/quantum uncertainties, 250

pyramid of human consciousness, 238f

quantum mechanics, 249

reciprocal connectivity between  

neocortex and thalamus, 240

referential phenomenon, 245

scalia conscientia, 248–250

sentience, 238f, 239, 244

subjective experiences, 248, 249

uniqueness of the mind/complex 

brain endowed with language, 249

visual imagery/hallucinations, 237

what color is this dress? test, 235

Consolidation of cells in assemblies, 68. 

See also Sticking together

Convergence, 16, 118, 135

Cooking, 190, 193

Corpus striatum, 199

Cortical areas, 160

Cortical columns, 155, 156f, 158

Cortical hem, 136f, 141f, 142, 152, 162

Cortical insula, 142

Cortical lamination, 155

Cortical map, 158

Cortical motor “homunculus,” 208

Cortical plate, 156f

Corticobulbar tract, 162

Corticospinal tract, 162

Corvids, 179, 180

Cosmic life, 265–268

all life on Earth disappearing (sun 

consuming itself), 267

Anthropic principle, 266

Drake’s equation, 266

Dyson sphere, 266

Fermi’s paradox, 266

Kardashev scale, 266

multiverse theory, 266

Cotard syndrome, 240

Cousteau, Jacques, 208

Crawling fish, 9, 13

CRISP-R technology, 47, 260

Crocodiles, 124

Cross-talk, 37

Crow, Timothy, 254

Crows, 143, 144, 163, 222

Crustaceans, 97

Crutzen, Paul, 262

Ctenophores, 60f, 66–68, 73

Cultural transmission, 198–199, 233

Culture-driven brain plasticity, 253

Cuttlefish, 103

Cyanobacteria, 52

Cyclomedusa, 61, 62f

Cyclostomata, 119

Cynodonts, 124, 147, 148, 150

Damasio, Antonio, 175, 237

DAN. See Dorsal attentional network 

(DAN)

Danuvius, 187

Darwin, Charles

convergent mechanism underlying 

early human speech and birdsong 

learning, 211

descent with modification, 8

divergences and fusions of human 

groups throughout prehistory,  

231

human emotions being derived from 

animal emotions, 101

innate tendency to learn to speak, 

204

language as product of biological 

evolution, 203

musical protolanguage, 209

natural selection, 8, 20

nested classification system, 15

neural Darwinism, 83
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slow accumulation of small variations, 

19

warm little pond, 40

Darwinism-Wallacism, 8

Daughter cells, 34, 56, 78, 135

Dawkins, Richard, 33, 192, 233

Daydreaming, 175, 176

De-differentiated stem cells, 260

Deep brain nuclei, 180

Deep homology, 16, 17

Deep sleep, 179

Deer, 205

Default mode network (DMN), 176–177, 

177f

daydreaming and introspective  

attention, 240

decision-making mechanisms, 230

higher-order association area, 179

language-related working memory 

mechanisms, 241

organizing thoughts and ideas, 240

semantic networks, 226

sleep stages, 179

Dendrites, 71, 72f

Denisovans, 190–191, 192, 196

Dennett, Daniel, 233, 241–242

Dennett’s “hard question,” 242, 248

Dentate gyrus, 78

Dermal bone, 121

Descartes, René, 22, 219, 224

Descartes’s rationalism, 22

Descent with modification, 8

Deuterostomes, 94, 105, 107, 108f,  

109f

Developmental constraints, 19

Devonian period, 122, 123

Dexterity, 162

Diapsids, 124, 127

Dickinsonia, 62f

Dicynodonts, 124

Digestive duck, 22

Digit formation, 123

Dimetrodan, 124

Dinosaur-killing mass extinction event, 

126, 262

Dinosaurs, 124, 125f, 126, 263

Diogenes, 15

Direct visual pathway, 139f, 150

Diversity, 15

DMN. See Default mode network (DMN)

DNA

double-helix structure, 10

eukaryotic cells, 45f

faithful inheritance, 26

inheritance, 20

junk, 47

material from which genes are made 

of, 9

presence on other planets, 41

transcription, 10

Dogs, 209

Dolphin, 143, 223

Domestication syndrome, 200–202, 206

Dopamine, 84–85, 137, 173, 199–200

Dopaminergic innervation, 180, 200

Dorsal attentional network (DAN), 173, 

174f, 176

Dorsal auditory stream, 208, 212f, 213, 

214, 218

Dorsal laryngeal cortex, 207f

Dorsal pallium, 141f

Dorsal prefrontal cortex, 173

Dorsal ventricular ridge (DVR), 138–139, 

140, 141f, 142

Dorsal visual stream, 169, 180, 215

Dorsolateral prefrontal cortex, 174f

Dorsomedial prefrontal cortex, 175

Dorso-ventral axis, 91f, 94, 130, 131f

Double dissociation visual awareness, 247

Double-helix structure, 10

Drake, Frank, 266

Drake’s equation, 266

DRD4 gene, 253

Dreams, 179

Driving-a-car example, 30–31

Dry-nosed primates, 185–186
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Dualism, 22

Duck-rabbit, 242

Dunbar, Robin, 204

Dunkelosteus, 122

DVR. See Dorsal ventricular ridge (DVR)

Dyslexia, 254

Dyson sphere, 266

Early Greek philosophers, 255

Early mammals. See Mesozoic eden

Early responses, 31, 35

Ears, 151

Earthworms, 95, 97

Ecdysozoans, 97

Echidnas, 148

Ectoderm, 63f, 64, 70

Ectodermal epithelium, 79

Edaphosaurus, 124

Edelman, Gerald, 80, 83

Ediacaran-Cambrian transition, 89.  

See also Heads, mouths, and anuses

Ediacaran fossils, 61, 62f

Ediacaran geological period, 61

EEG. See Electroencephalogram (EEG)

Egg-laying monotremes, 148

Eigen, Manfred, 41

Electrical synapse, 73

Electroencephalogram (EEG), 72, 177, 

178

Elephants, 143, 148, 223

Elpistostegalians, 123

Embryology, 19

Embryonic gastrulation, 63f

Embryonic hotspots, 162

Embryonic neural progenitor cells, 78

Emotions, 137–138, 168, 237

Empathy, 222

Enceladus, 39

Encephalization quotient (EQ), 143

Endocasts, 194

Endocytosis, 50

Endoderm, 63f, 64, 70

Endoplasmic reticulum, 44

Energy storage/liberation cycle, 42

Engrams, 214

Entorhinal cortex, 153, 154

Entropy, 23, 24

Epigenetic inheritance, 14–15

Epigenetic modifications, 14

Epigenetics, 13

Epilepsy, 82

Episodic memory, 101

EQ. See Encephalization quotient (EQ)

Eukaryotes, 44–46, 45f, 49, 52

Euplotes, 50–51

Europa, 39

Eutherians, 148

Event cognition, 229

Evo-devo, 18

Evolutionary convergence, 16, 135

Evolutionary theory, 7–20

bichirs, 9–10

biogenetic law, 17

convergence, 16

cooperation between genetically  

dissimilar species, 12

Darwinism-Wallacism, 8

diversity, 15

early embryos resembling early 

embryonic stages of ancestral 

lineages, 17

early fishes, 9

epigenetic inheritance, 14–15

evo-devo, 18

evolutionary history/embryology of a 

species, 20

eye formation, 16–17

gene expression, 10, 11f, 13

from general to specific, 17–18

genes, 5, 10

genetic drift, 8, 19

genetic makeup, 14

genotype vs. phenotype, 10

heredity, 10–15

histones, 13

homology, 16, 18, 20
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inheritance, 20

Lamarckism, 8

mutations, 8

natural selection (see Natural 

selection)

nested classification system, 15, 20

neutral mutations, 19

nonadaptive forms of evolution, 19

ontogeny, 17, 18, 20

phylogeny, 17, 18, 20

regulatory genes, epigenetic  

mechanisms, and environmental 

conditions, 13–14

saltation, 18–19

saltatory or punctuated mechanisms, 

18

selfish gene theory, 11–13

timeline of complex life, 4f

timeline of life on earth, 4f

tree of life, 15–17, 20

Evolution of embryonic mechanisms 

(evo-devo), 18

Evolution of regulatory networks, 35

Evolution of vocal communication, 

203. See also Voices from the past

Excitation-inhibition oscillatory  

balance, 75

Excitatory neuron, 76f, 136f

Excitatory neurotransmitter, 74

Executive functions, 173, 180

Exner’s area, 232

Exocytosis, 50, 75

Exoplanets, 265

Explicit memory, 101

Exploratory behavior, 151

Extended consciousness, 236, 238f, 239

Extended phenotype, 192

Extinction events, 262

Extraterrestrial human life. See Cosmic 

life

Eye. See also Vision

arthropods, 19

evolution of, 16–17

Eye gazing, 220, 233

Eye-to-eye contact, 221

F4, 216

Face perception, 170

Face-responsive area, 170

Faithful inheritance, 26

Fast synchronic ensembles, 178

Feedback, 29, 30

Feelings, 172, 237

Fermentation, 27

Fermi’s paradox, 266

Fingerprints, 28

Fire, 33

Fire control, 190, 193

First-level civilizations, 266

Fishes, 87, 119–1222

armored, 120f, 121

basal ganglia, 137

bony, 122, 126

brain, 138

cerebellum, 133

cleaner, 138

cognitive skills, 138, 154

conodonts, 119, 120f

counting small numbers, 232

gaze tracking, 220

hagfish, 119, 120f

jaws, 121–122

lamprey, 119, 120f

lobe-finned, 122, 126

mirror test, 247

paired fins, 121

ray-finned, 126

recognizing themselves in mirror, 138

timeline, 120f

Flame, 33

Flatworms, 97

Flies, 102, 117f, 118

Fluorocarbons, 262

Flynn effect, 255

Food-caching birds, 180

Forebrain, 129, 131, 131f
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Fossil amphibians, 123

Fossil fuels, 262

FOXP2, 195, 210

Fractofusus, 61, 62f

Frequency bands, 178

Freud, Sigmund, 237

Frog, 118

Frontal cortex, 172–173

Frontal eye fields, 174f

Frontal lobe, 168

Frontal pole, 175

Fruit flies, 101

Fungi

absorbing from organisms they grow 

on, 61

cross-talk, 37

hyphae, 58

opisthokonta, 44

Future directions. See Quo vadis?

GABA receptors, 74

Gage, Phineas, 175

Galagos, 185

Ganglion cells, 117f

Gap junction, 73

Garcià, Ricardo, 214

Gastraea theory, 91, 92f

Gastrulation, 63–64, 63f, 70

Gaze tracking, 220

Gelada baboons, 205, 208

Gene-editing technologies, 259

Gene expression, 10, 11f, 13

Gene proliferation, 49

Gene propagators, 46–47

Genes, 5, 10

Genetically modified organisms 

(GMOs), 259

Genetic assimilation, 14

Genetic drift, 8, 19, 252

Genetic engineering, 259

Genetic homology, 16, 17

Genetic upgrading, 260

Genotype, 10

Geochemical erosion, 49

Germline, 57

Gestural hypothesis, 216, 217

Gestural pantomimes, 224

Gestural referential signals, 223

Ghost fish, 122

Gibbon, 187, 204

Gill-bearing ancestors, 107–108

Glia, 77

Glial cells, 195

Global workspace theory (GWS), 

245–246, 257

Glutamate receptors, 74

Glycolysis, 27

GMOs. See Genetically modified  

organisms (GMOs)

Goal attainment, 85

Goldilocks or habitable zone, 39

Goldilocks Universe, 41

Gorgonopsians, 124

Gorilla, 187

Gossip, 204

Gould, Stephen Jay, 18, 267

GPCR. See G protein-coupled receptor 

(GPCR)

G protein-coupled receptor (GPCR), 49

Grammar, 226–230, 234

Grasping, 75, 152, 162, 169, 185

Great oxidation event, 44

Greenhouse effect, 262

Grid cells, 153

Guts, 63–68

Guyju, 120f, 122

GWS. See Global workspace theory 

(GWS)

Habitable zone, 39

Habituation, 83–84

Hadean stromatolites, 44

Haeckel, Ernst, 17

Hagfish, 119, 120f, 133

Haikouella, 119, 120f

Haldane, J. B. S., 40
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Hallucigenia, 89, 90f

Hallucinating reality, 172

Hallucinations, 237

Hand dexterity, 104, 107, 206, 210

Hand-grasping, 197, 198f

Hand muscles, 162

Hand pointing, 221

Hands, 196–197

Hand stencils (caves), 224

H. antecessor, 190

Haplorrhines, 186

Harari, Yuvah Noah, 258

Hard problem (Chalmers), 241, 248

Hard question (Dennett), 242, 248

H. denisova, 190

Head, 114–115

Head-direction cells, 153

Heads, mouths, and anuses, 89–105

arthropods (see Arthropods)

axes and segments, 94–97

body elongation, 90–94

body patterns, 94–97

central states, 101–102

cephalopods (see Cephalopods)

chemo-sensation, 99

deuterostomes, 94, 105

ecdysozoans, 97

exploring the world, 97–99

gastraea theory, 91, 92f

homeobox genes, 95, 97, 105

insects (see Insects)

invertebrates (see Invertebrates)

limb-shaped heads, 102–103

locomotory and feeding appendages, 

97

math, 101

morphogenetic centers, 94, 105

nerve cord, 96–97

octopuses, 102–103

pain, 101

philosophical bugs, 97–104

phylotypic stage, 95, 96, 105

planula theory, 91–92, 92f

play, 101

protostomes, 94, 97, 105

segmentation, 95

social cognition, 101

spiralians, 97

through-gut, 90–94

tiny brains, 99–100

unusual evolution, 103–104

Urbilateria, 90, 91f

vision, 97–99 (see also Vision)

xenacoelomorphs, 92–94, 93f

Hearing, 119

Heart, four-chambered, 148

Hebb, Donald, 81

He Jiankui, 260

Hem. See Cortical hem

Hemichordates, 109, 109f, 110

Heredity, 10–15

Heterostracans, 121

H. floresiensis, 191

H. habilis, 190

H. heanderthalensis, 190

H. heidelbergenesis, 190

Higher-order areas, 160, 161f, 200

Highway system analogy, 79–80

Hindbrain, 129, 131

Hippocampus, 116, 133, 137, 145, 

152–153, 164

Histones, 13

History of Bodies, Brains, and Minds, A 

(Aboitiz)

aim of book, 1, 2

caveat, 2

focus of book, 2

organization of book (chapter map), 

2–3

relatively short narrative, 2

target audience, 2

unified perspective on biological and 

brain evolution, 1

H. luzonensis, 191

H. naledi, 190, 191, 193

Holobionts, 46
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Holozoans, 44, 45f, 59, 60f

Homeobox genes, 95, 97, 105, 123

Homeostasis maintenance, 29–30

Homeostatic responses, 30

Homeothermy, 124, 143

Hominini, 187, 188

Hominins, 188, 189f, 190

Hominoidea, 187

Homology, 16, 18, 20

Homoplasy, 16

Homo sapiens, 185–202, 251. See also 

Origin of Homo sapiens

Homunculus, 208

Horizontal gene transfer, 46

Hotspots

embryonic, 162

morphogenetic, 142

Hox gene, 147

H. rudolfensis, 190

H. sapiens, 191, 251. See also Origin of 

Homo sapiens

H. sapiens denisova, 190

H. sapiens heanderthalensis, 190

Hubel, David, 81, 168, 169

Human consciousness. See 

Consciousness

Hummingbirds, 210

Hydra, 76, 76f

Hypercomplex cell, 169

Hypercomplex responses, 169

Hyphae, 58

Hypophysis, 114

Hypothalamus, 30, 129, 130f, 133

Ichthyostega, 123

Identity hypothesis, 243, 248

Idioms, 229

Idle brain, 175–177

IIT. See Integrated information theory 

(IIT)

Illiteracy, 232

Illusion argument, 250

Incus, 151

Indirect neurogenesis, 134f, 135

Infant “conversations” with adults, 204

Infundibular organ, 112f

Inheritance, 20, 33

Inhibitory neuron, 76f, 136f

Inhibitory neurotransmitter, 74

Inner speech, 230, 240

Input-output circuit organization, 159

Insects

brain, 99, 100

color vision, 118

complex behaviors, 105

depressive-like behavior, 102

elaborate conducts, 100

emotions, 102

math, 101

medullar cells, 117f

ON/OFF neurons, 118

opsin photoreceptor, 118

pain, 101

post-human Earth, 263

social behavior, 100

Inside-out gradient, 155, 157, 157f, 158

Inside-out migration, 155–158

Instrumental conditioning, 85

Insula, 142, 172

Insular cortex, 172

Integrated information theory (IIT), 

244–246, 256–257, 261

Intelligence, 143, 144

Interhemispheric connections, 163, 178

Intraparietal sulcus, 174f

Intratelencephalic neurons, 157f, 158

Inuits, 226

Invertebrates

brains and nerve cords, 105

cognitive skills, 154

emotions, 101

peripheral nervous system, 97

photoreceptors, 97–98

Involuntary vocalizations, 206, 207f

Ion channels, 48

Isthmic organizer, 112f, 131f
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Jaws, 121–122, 151

Jeffery, Kate, 24

Jelly bodies, 66–67

Jellyfish

auto-propagated action potential, 73

embryonic neural progenitor cells, 78

gut and nervous system having com-

mon origin, 66

internal, gastrovascular cavity, 63f

learning by association, 74

neurogenesis, 77–78

neurons, 67

primitive neuronal network, 70

radial symmetry, 66

reticulate nervous system, 69f

sleep, 178

Jumping gene, 18, 77, 187

Junk DNA, 47

Jupiter, 266

Jurassic period, 147

Kandel, Eric, 84

Kant, Immanuel, 32

Kardashev scale, 266

Kausel, Leonie, 258

Kenyanthropus, 188

Kimberella, 61, 62f

Koch, Christof, 231

Krebs, Hans, 23

Krebs cycle, 23, 24f, 27, 28, 42

Labial consonants (/p/ sound), 205

Laboratory rats. See Rats

Labyrinthic turbinal bones, 150

Lamarck, Jean-Baptiste, 8, 9, 10, 233

Lamarckism, 8, 233

Lamprey, 119, 120f, 133

Lancelet, 109

Lane, Nick, 42

Language acquisition, 82, 183. See also 

Sharing the world; Voices from the 

past

Language circuit, 212f, 213, 227

Large-distance, widespread neural  

processing, 178

Laryngeal cortex, 207f, 208, 212f

Laryngeal descent, 205

Last universal common ancestor 

(LUCA), 43, 45, 50, 52, 73

Lateral pallium, 141f

Learned helplessness, 102

Learning, 83–84

activity-dependent synapse  

stabilization, 85

associative, 84–85, 86

bees, 101

capacity to remember events and use 

them in future behavior, 85

habituation, 83–84

sensitization, 84

social, 254–255

spatial, 85

Left-hemisphere language dominance, 

215

Lego game, 228

Lemur, 185

Leopard’s spots, 28

Libet’s flawed experiment, 242

Life, 21–35

Aristotle’s notion of the soul, 22

autocatalytic network, 29f

autocatalytic reactions, 28, 30

autopoiesis, 25, 26, 26f

beginnings of knowledge, 30–31

Calvin-Benson’s cycle, 28

cell able to faithfully reproduce its 

offspring, 34

cellular theory, 23, 34

constructing the world, 31–32

cosmic phenomenon, 265 (see also 

Cosmic life)

daughter cells, 34

Descartes’s rationalism, 22

driving-a-car example, 30–31

dualism, 22

early responses, 31, 35
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Life (continued)

experiential phenomenon, 248

feedback, 29, 30

fire, 33

four faculties of living beings, 25

homeostasis maintenance, 29–30

homeostatic responses, 30

Krebs cycle, 23, 24f, 27, 28

Lamarck’s mechanistic definition of 

life as self-producing process, 25

living systems as systems storing 

energy to be released for their own 

maintenance, 25

major categories, 43, 44, 45f

memory of past events, 35

metabolism, 27, 28

minimal unit, 34

molecular self-replication, 34

NASA’s commonly cited definition, 21

natural drift, 33

nervous system, 31, 35

organic molecules, 22

Oxford Dictionary definition, 21

predictive coding, 31

representation, 32

reproduction of self-production, 

33–34

Schrödinger’s thermodynamic 

approach, 23–24

scientifically observable phenom-

enon, 248

self-producing lineages, 33–34

self-production, 25–28, 30, 33–34

sensory-nerve-muscle network, 31

separate state (“ordered”)/mixed state 

(“disordered”), 24

spiritual phenomenon, 21

staying alive (and perpetuating one’s 

genes), 31

synthetic cells, 34

vitalistic theory, 22–23

Ligand-gated receptors, 48

Limbic lobe, 168

Limb-shaped heads, 102–103

Linguistic universals, 229

Linnaeus, Carolus, 15

Lions, 219–220

Lips, 151

Liquid water, 39, 40

Lithic technology, 198

Lizard, 124

Lobe-finned fish, 122, 126, 138

Local neural processing, 178

Lomekwian tools, 190

Long-term depression (LTD), 82

Long-term potentiation (LTP), 82

Lorises, 185

LTD. See Long-term depression (LTD)

LTP. See Long-term potentiation (LTP)

Lungfish, 122

Macaques, 187, 198f, 247

Machiavellian intelligence, 104

Machine consciousness, 254–257

Malleus, 151

Mammals

development of cerebral hemispheres, 

141f

indirect neurogenesis, 134f

lateral views of brains, 161f

Mesozoic (see Mesozoic eden)

neocortex, 140, 146 (see also Cerebral 

cortex [neocortex])

phylogeny, 149f

visual pathways, 139f

Mandible, 151

Mantis shrimp, 99

“Map” of the world, 32

Marginal zone, 155, 156f

Margulis, Lynn, 46

Marine fossils, 61

Marine sponges. See Sponges

Marmosets

babbling-like period, 206

coevolution of dexterity and vocal 

learning, 216
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complex communal lives, 187

meaningful messages, 228

short “phrases,” 204

syllable-selective neuronal ensembles, 

208

synchronous brains, 230–231

trapped in their ecological settings, 

205

Marrella, 90f

Mars, 39, 40, 265–266

Massive life-extinctions, 262

Math, 101

Mathematics, 232–233

Maturana, Humberto, 25, 26f, 28, 33, 

83, 118

Meaning, 228, 233

Mechanically gated channels, 48

Medial pallium, 141f

Megasites, 192

Melatonin, 178

Melody, 209–210, 218

Membrane-bound compartment, 42

Membrane-bound proteins, 48, 52

Membrane ion channels, 48

Memory

episodic, 101

explicit, 101

Mesozoic mammals, 152–154

“persistent” memory activity, 175

semantic, 154

spatial, 174

three wh’s (what, where, and when 

something happened), 100–101

vertebrate brain, 137, 145

working, 173–174, 174f

Memory of objects, 174

Memory of past events, 35

Mendelian genetics, 9

Mental diseases, 253–254

Mentalese, 229

Mentalization, 222

Mesencephalon, 131f

Mesoderm, 90

Mesoglea, 62, 63f

Mesozoic eden, 147–164

afferents, 156f, 158

assembling the neocortex, 155–160, 

164

association areas, 160, 161, 161f

binocularity, 150

callosal connections, 163

canonical circuit, 157f, 159–160

Cartesian reference system, 153

cellular organization of mammalian 

cortex, 156–157f

clades of placental mammals, 148

cognitive map, 154

color vision, 150

columns and layers, 155, 156f

commissures, 162

cortical areas, 160

cortical map, 158

corticobulbar tract, 162

corticospinal tract, 162

cynodonts, 147, 148, 150

direct visual pathway, 150

ears, 151

egg-laying monotremes, 148

embryonic hotspots, 162

emergence of neocortex, 153–154, 

164

exploratory behavior, 151

flurry beginnings, 147–148

four-chambered heart, 148

grid cells, 153

growth of cortical sheet, 160–162

head-direction cells, 153

higher-order areas, 160, 161f

hippocampus, 152–153, 164

input segregation/areal parcellation, 

160–161

inside-out migration, 155–158

interhemispheric connections, 163

intratelencephalic neurons, 157f, 158

jaws, 151

labyrinthic turbinal bones, 150
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Mesozoic eden (continued)

lateral views of brains of different 

mammals, 161f

lips, 151

long-distance connections, 162–163, 

164

mandible, 151

mentally accessing places previously 

visited, 153

milk production, 148

modular input-output organization, 

159, 160

multimodal memories, 152–154

nasal cavity, 150

nocturnal vision, 150

nose, 151

opsin molecular pigments, 150

oral cavity, 148, 150

parcellation, 161–163

phylogeny of mammals, 149f

place cells, 152–153

primitive cortices, 157

radial columns, 164

REM sleep, 153

replaying experiences, 152–153

representations of external world, 154

sensorimotor amalgam, 160

sensorimotor areas, 161, 161f

smell, 151

soft tissue innovations, 148–149

subplate, 156f, 158

from tangential to radial entry, 

158–159

throat, 150

tongue, 150

topographic organization/topo-

graphic map, 159, 163

transition from therapsid-like articu-

lation to mammalian one, 151

whiskers, 151, 164

Mesozoic period, 124, 126, 127, 263

Metabolism, 27, 28, 42

Metacognition, 239, 247

Metatherians, 148

Metaverse, 257

Metazoans, 59

Methane, 262

Mice, 153, 210

Michon, Maëva, 208

Microglia, 77

Microscope, 23

Microtubule, 71

Midbrain, 129, 131f

Middle ear, 151

Milk production, 148

Miller, Stanley, 40

Mimosa leaves, 58

Mind uploading, 259

Miocene period, 187

Mirror neurons, 197–198, 198f, 201, 

216, 222

Mirror test, 247

Mobile genes, 47

Modular input-output organization, 

159, 160

Molecular self-replication, 34, 42

Mollusks, 19, 97, 104

Monkeys

“clicks,” “kisses,” “whistles,” 186, 205

counting small numbers, 232

early visual areas (V1 and V2), 170

emergence of, in Asia, 187

grammatical rules, 228

lip-smacking, 205, 208

mirror neurons, 216

similarity in connectivity between 

apes, monkeys and humans, 214

understanding relatively complex 

sequences of sounds, 228

visual working memory tasks, 215

Monoamines, 74

Monotremes, 148, 173

Montiel, Juan, 140

Morphogenetic centers, 94, 105

Morphogenetic hotspots, 142

Morphogens, 94
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Morphological homology, 16

Mosasaur, 124

Motor cortex, 168

Mouth, 113f

Msx2 gene, 148

Multicellularity, 55. See also Sticking 

together

Multituberculates, 148

Multiverse theory, 266

Music, 228, 232

Musical instruments, 191

Musical protolanguage, 209

Mutations, 8

Mutual eye contact, 221

Myelin, 72f, 77

Myxinoidea, 119

Naming objects or events, 224

Nasal cavity, 150

Natural drift, 33

Natural selection

adaptation to environment, 252

change taking place only if some vari-

ants reproduce more than others, 8

communicative signals to external 

events, 223

criticism of, 18–19

developmental constraints, 19

diversity being intrinsic to the  

species, 8

embryology, 19

faithful copying/differential repro-

duction, 5

favoring phenotypes that developed 

better anatomy, 10

first living cells/astounding diversity 

of early life forms, 37

gradual evolution of complex organs, 

19

jumping gene, 18

key mechanism of evolution, 9

malfunctioning intermediate  

phenotypes, 117

more ancient process than life itself, 7

quasispecies, 41

saltatory or punctuated mechanisms, 

18

self-production process, 35

slow process, 18

synthetic organisms, 34

Nautilus, 104

NCC. See Neural correlates of conscious-

ness (NCC)

Neanderthals, 190–191, 192, 196, 224

Necker’s cube, 242

Negative entropy, 23

Nematode worms, 97

Neocortex, 139, 180. See also Cerebral 

cortex (neocortex)

Neolithic period, 192

Nephrozoa, 93

Nerve cord, 96–97, 105

Nervous system, 31, 35

apical, 68, 69f

blastoporal, 68, 69f

ctenophores and cnidarians, 68

feeding behavior, 61, 62

free life/feeding on other multicellu-

lar beings, 56

glia, 77

gut-regulatory function, 67

jellyfish, 69f

myelin, 77

neurons (see Neurons)

octopus, 102

organizing animal’s behavior to catch 

food, 61, 62

Nested classification system, 15, 20

Neural correlates of consciousness 

(NCC), 243, 244

Neural crest, 110, 111f, 114, 115, 115f, 

200–201

Neural Darwinism, 83

Neural tube, 110, 111f

Neurogenesis, 77–78, 134f

Neuroid cells, 62
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Neuronal migration, 79, 135

Neuronal organoid cultures, 261

Neuronal plasticity, 81, 82, 144

Neurons. See also Butterflies of mind

axon, 72–73, 72f, 79, 80f

basic characteristics, 71

basic neuronal circuits, 76f

binary devices transmitting signal to 

next neuron, 71

butterflies of the soul, 71

dendritic level, 71–72

differentiated neurons being unable 

to divide anymore, 78

excitatory/inhibitory, 76f, 136f

fundamental components, 72f

increasing intensity of signal by  

producing rapid bursts of impulses, 

73

intratelencephalic, 157f, 158

massive regressive periods, 81

migration, 79

mirror, 197–198, 198f, 201

neurogenesis, 77–78

ON/OFF, 118, 150

plasticity, 81, 82

recruiting separate postsynaptic com-

ponents several times, 75

synapse, 72f, 73–74

vertebrate brain, 144

vocal, 206–208

Neuropeptide, 74, 200

Neurophenomenology, 243

Neuropsychiatric conditions, 253–254

Neuropsychiatric disorders, 82

Neurotransmitter receptors, 74

Neurotransmitters, 74

Neurulation, 110, 111f

Neutral genetic changes, 20

Neutral mutations, 19

New-world monkeys, 187

Niche construction, 192

NKx3.2 gene, 121

NMDA receptors, 74, 82

Nocturnal vision, 150

Nonadaptive forms of evolution, 19

Noncoding genes, 253

Norepinephrine, 74, 199

Nose, 151

Notochord, 109, 109f, 110, 111f, 126

Nucleic acids, 41, 52

Numerosity, 232

Nutritive soul, 22

Obstetric problems, 193

Occipital lobe, 166

Octopuses, 99, 102–103

Odontodes, 121

Oldowan handaxe, 190

Oldowan tools, 190

Old-world monkeys, 187

Olfaction, 99, 116, 133, 151

Olfactory bulbs, 133

Olfactory epithelium, 114

Oligodendrocyte, 77

One-handedness, 196

ON/OFF visual system, 118, 150

Ontogeny, 17, 18, 20

Opabinia, 89, 90f

Oparin, Alexander, 40

Operant or instrumental conditioning, 

85

Opisthokonta, 44

Opsin molecular pigments, 150

Opsin photoreceptors, 98, 118

Optical illusions, 235, 243

Optic tectum, 130f, 132, 159

Oral cavity, 148, 150

Oral traditions, fables, myths, 234

Orangutan, 187, 205

Orbitofrontal prefrontal cortex, 175, 

200

“Ordered”/“disordered,” 24

Orexin, 178

Organic molecules, 22, 40, 41

Organismal multicellularity, 55

Orientation, 152
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Origin of Homo sapiens, 185–202

African savanna, 183, 188–200, 193

artwork, 191

bimanual coordination, 196–197

bipedality, 187

brain asymmetries, 193, 196

brain lateralization, 193, 195–196

brain size, 192–194, 196, 201

Broca’s area, 193–194

cooking, 190, 193

cultural transmission, 198–199

domestication of other species, 192

domestication syndrome, 200–201, 

202

dopaminergic innervation, 200

evolution of Hominins, 189f

extended phenotype, 192

extinguishing of close relatives, 196

fire control, 190, 193

first stone tools, 190

glial cells, 195

hand-grasping, 197, 198f

hands, 196–197

heat (savanna’s sun), 193

lithic technology, 198

love thy neighbor, 199–201

megasites, 192

mirror neurons, 197–198, 198f, 201

musical instruments, 191

Neanderthals and Denisovans, 

190–191, 192, 196

niche construction, 192

obstetric problems, 193

one-handedness, 196

pastoral-farmer way of living, 192

plasticity, 194, 195

population density, 192, 196

primates, 185, 186f

RNA-editing process, 194

runaway culture, 191–192

self-domestication (decreasing  

aggressiveness), 200–201, 202

social behavior, 199–200

social brain, 200, 202

speech-related genes, 194

tail loss, 187–188

toolmaking, 190, 196–197

transmitting knowledge, 198–199

tree-dwellers, 185–186

wet-nosed primates/dry-nosed  

primates, 185–186

Origin of language. See Sharing the 

world

Orrorin, 188

Oscillatory reaction-diffusion chemical 

reactions, 28

Oscine birds, 179, 210

Osculum, 62

Ossicles, 151

Osteichthyes, 122

Osteolepiforms, 122

Osteostracans, 121

Oumuamua, 266

Outside-in gradient, 155

Oxytocin, 150, 199

Pain, 101, 172

Paired eyes, 98

Paired fins, 121

Paleobranchiostoma, 109

Paleolithic period, 201

Pallium, 135, 136f

Panpsychism, 248, 249

Paramecium, 50, 51f

Parcellation, 161–163

Parietal lobe, 166, 212f

Parrots

behavioral and memory skills, 179

brain size, 143

cognitive abilities, 163

manipulation of objects, 216

neuron numbers per unit of brain 

volume, 216

vocal learning, 206, 210

vocal signature, 223

Parthenogenesis, 260
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Particle physics, 242

Passeriformes, 179

Pasteur, Louis, 40

Pastoral-farmer way of living, 192

Pavlov’s dogs, 84

Pax6, 16–17, 134, 141f

Pelycosaurs, 124

Perception, 168–172

Perception-action cycle, 175

Periaqueductal gray, 207f

Peripheral vision, 98

Permian extinction, 126, 262

Permian period, 123–125

Phanerozoic eon, 89

Phenotype, 10

Philosophical bugs, 97–104

Φ value, 245, 246

Phonogram, 232

Phonological loop, 215

Phonological working memory, 215

Photoreceptors, 97–98

Photosynthesis, 44, 49, 52

Phylogeny, 17, 18, 20

animals, 60f

bilaterians, 93f

deuterostomes, 108f

mammals, 149f

primates, 186f

terrestrial vertebrates, 125f

Phylotypic stage, 95, 96, 105

Physarum, 51

Phytoplankton, 46

Pigmentation patterns, 28

Pikaia, 108f, 109

Pilot whale, 144

Pinocytosis, 50

Place cells, 152–153

Placoderms, 120f, 121, 122

Placodes, 114–115

Placozoans, 60f, 64–65, 67

Plants

absorbing nutrients from substrate, 61

cross-talk, 37

developing roots by establishing close 

association with fungi, 46

fast behavior, 58

formed by fusion between  

photosynthetic bacteria and  

protists, 45f

making and perceiving sounds, 58

mechanical stimulus, 30

photosynthetic bacteria, 52

slow behaviors, 58

Planula theory, 91–92, 92f

Plasticity, 81–83, 82, 194, 195

Plato, 15

Platypus, 148, 162, 252

Platyrrhines, 187

Play, 101

Pointing, 221

Point-to-point map, 158

Pomatrum, 108f, 109

Population density, 192, 196

Poriferans, 60f, 62

Posterior parietal lobe, 174f

Post-human Earth, 263

Potassium, 48

Pouched animals, 63–65

Poverty, 82

Precambrian age, 40, 55, 61

Prediction, 171–172

Predictive coding, 31

Prefrontal cortex, 75, 168, 173, 200

Premotor region, 209

Present and future of Homo sapiens.  

See Quo vadis?

Prigogine, Ilya, 28

Primary consciousness, 236, 237, 238f

Primary repertoire, 80, 81

Primates, 185, 186f. See also Origin of 

Homo sapiens

Primitive cortices, 157

Primitive gut, 59, 64, 70

Primitive neuronal network, 70

Primitive oscillatory neural network, 76

Primitive skin, 70
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Process of communicating thoughts, 224

Prokaryotes, 43–44, 49

Pro-neural gene, 77

Prosody, 209, 210, 217, 218

Prosomeres, 131, 131f

Prosopagnosia, 170

Protists, 44, 50, 56, 61, 73

Protocadherins, 103

Protoplasm, 23

Proto-self, 236

Protostomes, 94, 97, 105

Pseudo-Lamarckian inheritance, 233

Psittaciformes, 179

Psychism, 250

Pterosaurs, 124

Purgatoriids, 185

Pyramid of human consciousness, 238f

Quadrate bone, 151

Quail, 180

Qualia, 241, 249

Quantal panpsychism, 249

Quantum evolution, 18

Quantum mechanics, 249

Quasispecies, 41

Quo vadis?, 251–264

Anthropocene, 262

artificial intelligence (AI), 255–256, 258

biotechnology, 259–261

brain-computer interface (BCI), 255

climate change, 262–263

CRISP-R technology, 260

de-differentiated stem cells, 260

enhancing body protheses, 254

ethical oath, 264

evolutionary stasis, 252

exponential growth of culture and 

language, 253

Flynn effect, 255

gene-editing technologies, 259

genetically modified organisms 

(GMOs), 259

genetic changes, 252

genetic engineering, 259

genetic upgrading, 260

global workspace theory (GWS), 257

impact on planet we live on (cover-

ing the land), 261

increasing complexity of human 

cortical networks, 254

integrated information theory (IIT), 

256–257, 261

machines (computers), 254–257

massive life-extinctions, 262

Metaverse, 257

mind uploading, 259

neuronal organoid cultures, 261

neuropsychiatric conditions, 253–254

parthenogenesis, 260

philosophical zombie/sentient being, 

247

post-human Earth, 263

robotics, 256

sex determination, 261

sex robots, 261

social learning, 254–255

social networks, 257–258

strict legal controls/strong ethical 

education, 264

synthetic biology, 261

technocratic oath, 258

transhumanists, 258–259, 260

virtual pedophilia, 261

Yamanaka factors, 260

“r,” 224

Radial columns, 164

Radial glia, 77–79, 133, 134f, 135

Radial migration, 135, 136f

Raichle, Marcus, 176

Ramón y Cajal, Santiago, 71

Rationalistic thinking, 22

Rational soul, 22

Rats

labyrinth, 32, 83

maze, 85
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Raven, 210

Ray-finned fish, 126, 138

Readiness potential, 242

Reciprocal conversations, 204

Reelin, 156f

Regulatory genes, 13

Reissner’s fiber, 110, 112f

REM sleep, 153, 179

Representation, 32

“Representation” of the world, 154

Reptiles

brain, 139

dorsal ventricular ridge (DVR), 

138–139, 140, 142

input-output circuit organization, 159

limbs oriented sideward from body, 

124

Resting state networks, 176

Retina, 116, 118

Rhabdomeric photoreceptors, 98

Rhincocephalians, 124

Rhombomeres, 131, 131f

Rhythmic synchronization, 208

Ribozymes, 29

Rich clubs, 166

Ritualized dances, 231

RNA, 10, 41, 42, 47

RNA chain, 52

Robotics, 256

Rodents, 163

Rolandic fissure, 167f

“Rossum’s Universal Robots” (Capek), 

256

Rostro-caudal axis, 91f, 130, 131

Rovelli, Carlo, 24

Rudimentary automata, 22

Sagan, Carl, 1

Sahelanthropus, 188

Saltation, 18–19

Saltatory or punctuated mechanisms, 18

Sarcopterygians, 120f, 122, 123

Saturn, 266

Sauropsids, 124, 139f, 141f

Scalia conscientia, 248–250

Schizophrenia, 82, 254

Schrödinger, Erwin, 23

Schrödinger’s thermodynamic 

approach, 23–24

Schwann cells, 77

Scientific materialism, 241

Sea polyps, 66

Searle, John, 245

Sea squirt, 110

Second-level civilizations, 266

Segmentation, 95

Self-domestication (decreasing  

aggressiveness), 200–201, 202

Selfish Gene, The (Dawkins), 11

Selfish gene theory, 11–13

Selfish or mobile genes, 47

Self-nonself discrimination, 69

Self-organized patterns, 28

Self-producing lineages, 33–34

Self-production, 25–28, 30, 33–34

Self-production cycle, 26f

Self-production system, 42

Self-replicating protocells, 42

Self-replication, 42

Semantic memory, 154

Semantic processing, 224–226

Senome, 52

Sensing and moving, 67–68

Sensitive or appetitive soul, 22

Sensitization, 84

Sensorimotor amalgam, 160

Sensorimotor areas, 161, 161f

Sensorimotor coordination, 175

Sensory-nerve-muscle network, 31

Sentience, 238f, 239, 244

Separate state (“ordered”)/mixed state 

(“disordered”), 24

Sequestration of germline, 57

Serotonin, 199, 200

Sessile polyp-like animals, 66

Seth, Anil, 172
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SETI, 266

Sex determination, 261

Sex robots, 261

Shared intentionality, 220

Sharing stories, 234

Sharing the world, 219–234. See also 

Voices from the past

action observation (and description), 

229

alarm calls, 223

artificial grammars, 228

associative and working memory 

systems, 227

brain couplings, 231

chunking, 228

color words, 226

combinatoriality, 228

complex grammatical rules, 229

event cognition, 229

Exner’s area, 232

gaze tracking, 220

gestural pantomimes, 224

grammar, 226–230, 234

hand pointing, 221

huge and limitless collective world, 

232

idioms, 229

inner speech, 230

intercalation of connective words, 226

linguistic universals, 229

mathematics, 232–233

meaning, 228, 233

mentalese, 229

minding others, 222

mixture of gestures and vocal  

utterances, 223–224

mutual eye contact, 221

naming objects or events, 224

oral traditions, fables, myths, 234

semantic processing, 224–226

shared intentionality, 220

social life, 219–220

social narrative, 230

social reality, 234

sound-object association, 224

superior temporal sulcus (STS), 

224–225, 225f

synchronous brains, 230–231

syntactical organization, 228

temporoparietal junction (TPJ), 225

theory of mind (ToM), 222

thinking tools, 232

visual word form area (VWFA), 232

vocal mimicry, 224

“we” intentions, 220–221

who did what to whom, 226, 229

word order, 226, 229

word strings, 226–227

writing, 232, 234

Shh, 131f

Short-range, local neural processing, 178

Siamangs, 187

Simple cells, 169

Simpson, George Gaylord, 18

Six kingdoms of life, 43–44, 45f

Skeletons, 121

Sleep

arthropods and vertebrates, 100

bodily resting and repair, 178

deep, 179

octopuses, 103

oscillatory mechanisms, 178

REM, 179

wakefulness, 179

Sloth, 148

Small world organization, 166

Smell, 133, 151

Snail, 84, 104

Snake, 124

Social behavior, 100, 175, 176, 199–200

Social brain, 200, 202, 222

Social cognition, 101

Social insects, 57, 100

Social learning, 254–255

Social life, 219–220

Social narrative, 230
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Social networks, 257–258

Social reality, 234

Social transmission of symbols, 219.  

See also Sharing the world

Sodium, 48

Somatic cells, 57

Somatosensory cortex, 212f

Songbirds

adult brain neurogenesis, 78

behavioral and memory skills, 179

combinatoriality, 228

dopaminergic innervation, 180

FOXP2, 210

hierarchically organized songs, 228

lateralization of song, 215

manipulation of objects, 216

meaningful messages, 228

syllable ordering, 211

understanding relatively complex 

sequences of sounds, 228

vocal learning, 206, 210

Sound-object association, 224

South American marmoset, 187. See also 

Marmosets

South American sloth, 148

Spatial learning, 85, 152

Spatial memory, 174

Speech mechanisms, 203. See also Voices 

from the past

Speech perception, 208, 209, 217, 230

Speech-related genes, 194

Spiders, 101

Spiralians, 97

Sponges, 59, 62, 64, 67, 73, 78

Spontaneous generation, 40

Spot cells, 169

Squid, 87

SRGAP2, 195

Stem cells, 57

Stereotyped speech, 215

Sticking together, 55–70

apical organ, 68, 69f, 70

choanoflagellates, 59–61, 60f

cnidarians, 60f, 63f, 66–68, 69f

cooperative cells, 56

ctenophores, 60f, 66–68

Ediacaran fossils, 61, 62f

fungi, 58 (see also Fungi)

gastrulation, 63–64, 63f, 70

guts, 63–68

jelly bodies, 66–67

jellyfish, 63f, 66, 67, 69f, 70

making an individual, 56–58

placozoans, 64–65, 67

plants, 58 (see also Plants)

pouched animals, 63–65

primitive gut, 59, 64, 70

primitive neuronal network, 70

protist-animal transition, 59

self-nonself discrimination, 69

sensing and moving, 67–68

sequestration of germline, 57

sponges, 59, 62, 64, 67

Vendobionta, 61

Strepsirrhines, 185

Stress response, 254

Stromatolites, 39, 44

STS. See Superior temporal sulcus (STS)

Sub-pallium, 135, 136f, 141f

Subplate, 156f, 158

Subsong, 211

Subventricular zone, 134f, 156f

Sucker-bearing tentacles, 104

Sugars, 41

Sulcus limitans, 131f

Superior temporal sulcus (STS), 168, 

200, 224–225, 225f

Swimming neuron, 50

Swimming worms, 107–113

Syllable-selective neuronal ensembles, 

208

Symbiosis, 46

Symmetric divisions, 78

Symphony of cognition, 165–181.  

See also Cerebral cortex (neocortex)

Synapse, 72f, 73–74
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Synapsids, 124, 127

Synaptic plasticity, 161

Synchronous brains, 230–231

Syncytia, 51

Synthetic biology, 261

Synthetic cells, 34

Syrinx, 211

Tailed larva, 108–110

Tail loss, 187–188

Tails, bones, jaws, and limbs, 107–127

age of mammals, 126

amphibians, 123

balance and hearing, 119

chemo-sensation, 116

chordates (see Chordates)

colonization of land, 122–126

deuterostomes, 107, 108f, 109f

digit formation, 123

dinosaurs, 124, 125f, 126

fish (see Fishes)

gill-bearing ancestors, 107–108

great innovations, 114–119, 126

head, 114–115

hollow brains, 110–112

jaws, 121–122

laying eggs on land, 124–126

muscularization of tongue, 123

phylogeny of terrestrial vertebrates, 

125f

skeletons, 121

swimming worms, 107–113

tailed larva, 108–110

transformation of fins into limbs, 123

vertebrates (see Vertebrates)

vision, 116–118

Tangential migration, 135, 136f

Tarsier, 186

Taste, 116

Taxon, 15

Taxonomic group, 15

TBXT, 187

Technocratic oath, 258

Temporal lobe, 166

Temporary gastrulation, 65

Temporoparietal junction (TPJ), 166, 

174f, 200, 225

Termites, 100

Tetrapods, 120f, 123, 124, 127

Thalamic afferents, 158

Thalamus, 129, 130f, 236

Theory of evolution. See Evolutionary 

theory

Theory of mind (ToM), 222

Therapsids, 124

Therians, 148

Thinking tools, 232

Third-level civilizations, 266

Three wh’s (memory), 100–101

Throat, 150

Through-gut, 90–94

Tiktaalik, 123

Timeline

complex life, 4f

fishes, 120f

life on earth, 4f

ToM. See Theory of mind (ToM)

Tongue, 123, 150

Toolmaking, 190, 196–197, 208, 210, 

215

Top-down projections, 171, 172

Topographic map/topographic map, 

159, 163

TPJ. See Temporoparietal junction (TPJ)

Tradeoff hypothesis, 216

Transcription, 10, 11f

Transhumanists, 258–259, 260

Translation, 10, 11f

Transmitting knowledge, 198–199

Tree-dwellers, 185–186

Tree of life, 15–17, 20

Tricarboxylic acid cycle, 24f

Tricoplax, 63f, 64–65

Triplet, 10

Tujiaaspis, 121

Tumbling, 50
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Turing, Alan, 28

Turtle, 124

Unconditioned stimulus, 84

Urbilateria, 90, 91f, 112

Urey, Harold, 40

Urochordates, 108f, 110, 114. See also 

Chordates

VAN. See Ventral attentional network 

(VAN)

Varela, Francisco, 25, 26f, 28, 33, 83

Vasopressin, 199

Vaucanson, Jacques, 22

Vegetal kingdom, 46

Vegetative or nutritive soul, 22

Vendobionta, 61, 89

Ventral attentional network (VAN), 173, 

174f, 176

Ventral auditory stream, 208, 212f, 213

Ventral laryngeal cortex, 207f

Ventral pallium, 141f

Ventral striatum, 137, 199

Ventral visual stream, 169–170, 180

Ventricular zone, 134f, 156f

Ventrolateral prefrontal cortex, 174f, 

212, 212f, 214

Ventromedial prefrontal cortex, 175

Venus flytrap, 58

Vertebrate brain, 129–146

allometric relation, 143

antihem, 136f, 141f, 142

axes and segments, 130–132

ballooning vesicles, 133–135

body size, 142–144

brain remodeling, 144

brain size, 142–145

brainstem, 129, 130–133, 130f

cerebellum, 132–133

cerebral hemispheres, 133–136

cortical hem, 136f, 141f, 142

development of cerebral hemispheres, 

141f

differentiation of embryonic brain, 

131f

differentiation of sensory systems, 145

dorsal ventricular ridge (DVR), 

138–139, 140, 141f, 142

dorso-ventral axis, 130, 131f

emotions and routines, 137–138

encephalization quotient (EQ), 143

fishes, 138

forebrain, 129

growth rate of different parts of brain, 

144–145

highly conserved and developmental 

patterning mechanism, 132

increasing brain power, 144

indirect neurogenesis, 134f, 135

intelligence, 143, 144

main components/sensory inputs, 

130f

mammalian neocortex, 140, 146  

(see also Cerebral cortex 

[neocortex])

memory formation, 137

memory mechanisms, 145

morphogenetic hotspots, 142

neocortical-DVR homology, 142

neurogenesis, 134f

neuronal migration, 135

neuronal plasticity, 144

neurons, 144

optic tectum, 132

pallium, 135, 136f

radial migration, 135, 136f

rostro-caudal axis, 130, 131

smell, 133

sub-pallium, 135, 136f, 141f

tangential migration, 135, 136f

whole or mosaic?, 144–145

Vertebrates

balance, 119

brain (see Vertebrate brain)

branchial skeleton, 114, 115f

chemo-sensation, 116
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ciliary photoreceptors, 116

color vision, 118

ganglion cells, 117f

great innovations, 114–119, 126

head, 114–115

hearing, 119

mineralized bone, 121

neural crest, 114, 115, 115f

olfaction, 116

ON/OFF neurons, 118, 150

opsin photoreceptor, 118

perception of world relating to 

changes in environment, 118

phylogeny of terrestrial vertebrates, 

125f

placodes, 114–115

retina, 116, 118

sense organs, 114

sleep, 100

synaptic organization, 117f, 118

taste, 116

vision, 116–118

Vertical gene transfer, 46

Vervet monkeys, 223

Vetulicolians, 109

Virtual pedophilia, 261

Viruses, 47

Visceral epithelium, 79

Visemes, 209

Vision

binocularity, 150

central or binocular, 98

cerebral cortex (neocortex), 168–169

color, 99, 102

compound eyes, 98

eye formation, 16–17

image-forming capacity, 98

nocturnal, 150

ON/OFF neurons, 118, 150

paired eyes, 98

peripheral, 98

photoreceptors, 97–98

vertebrates, 116–118

visual pathways (sauropsids/mam-

mals), 139f

visual working memory networks, 174f

Visual cortex, 80

Visual imagery, 237

Visual word form area (VWFA), 170, 232

Visual working memory, 174, 174f

Visual working memory networks, 174f

Vitalistic theory, 22–23

Vocal mimicry, 224

Vocal neurons, 206–208

Vocal signature, 223

Voices from the past, 203–218. See also 

Sharing the world

auditory-vocal working memory 

capacity, 215

babbling phase of infants, 217

birds, 210–211

body language, 215–216

bottom-up and top-down dynamics, 

213

brain regions, 212–214

Broca’s area, 212, 212f, 213

coevolution of prelinguistic gestural 

and vocal communication mecha-

nisms, 216

cortical motor “homunculus,” 208

cortico-cerebellar circuits, 207f

dorsal stream, 208, 212f, 213, 214, 218

engrams, 214

evolution of human communication 

being multimodal process, 218

gestural hypothesis, 216, 217

gossip, 204

hemispheric lateralization, 210, 215

infant “conversations” with adults, 

204

innate tendency to learn to speak, 

204

involuntary vocalizations, 206, 207f

labial consonants (/p/ sound), 205

language circuit, 212f, 213

laryngeal cortex, 208
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Voices from the past (continued)

laryngeal descent, 205

left-hemisphere language dominance, 

215

melody, 209–210, 218

monkey lip-smacking, 205, 208

musical protolanguage, 209

phoneme frequency/syllable fre-

quency, 208

phonological loop, 215

prosody, 209, 210, 217, 218

reciprocal conversations, 204

rhythmic synchronization, 208

social reward, 217

speech genes?, 210

speech instinct, 203–205

speech perception, 208, 209, 217

stereotyped speech, 215

tradeoff hypothesis, 216

ventral stream, 208, 212f, 213

visemes, phonemes, articulemes, 209

vocal learning, 206

vocal neurons, 206–208

voice, ear, and sight, 208–209

voice organs, 205

voluntary vocalization circuits, 206, 

207f

Wernicke’s area, 212, 212f, 213

“wobbles” of gelada baboons, 205, 

208

Voltage-gated channels, 48–49, 73

Voluntary vocalization circuits, 206, 

207f

Volvox, 56, 59

von Baer, Karl, 17

VWFA. See Visual word form area 

(VWFA)

Waddington, Conrad, 14

Waggle dance, 100

Wakefulness, 179

Wallace, Alfred Russell, 8

Warm little pond, 40

Wasps, 100, 101

Water, 39

“We” intentions, 220–221

Weismann, August, 57

Wernicke’s area, 212, 212f, 213, 227

Wet-nosed primates, 185–186

Whale, 194, 228

What color is this dress? test, 235

“What” or “who” stream, 170

“Where” or “how” stream, 169

Whiskers, 151, 164

Who did what to whom, 226, 229

Widespread neural processing, 178

Wiesel, Torsten, 81, 168, 169

Wnt, 131f, 141f

“Wobbles” of gelada baboons, 205, 208

Word order, 226, 229

Word strings, 226–227

Working memory, 173–174, 174f

Writing, 232, 234

Xenacoelomorphs, 92–94, 93f

Yamanaka factors, 260

Yilingia, 61, 62f

Yunnanozoans, 119

Yuste, Rafael, 258

Zona limitans intrathalamica, 112f, 131f
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