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Preface
Science is a highly specialized enterprise—one that enables areas of enquiry to 
be minutely pursued, establishes working paradigms and normative standards, 
and supports rigor in experimental research. All too often, however, “prob-
lems” are encountered that fall outside the scope of any single discipline, and 
to progress, new perspectives are needed to expand conceptualization, increase 
understanding, and defi ne trajectories for research to pursue.

The Ernst Strüngmann Forum was established in 2006 to address such top-
ics. Founded on the tenets of scientifi c independence and the inquisitive nature 
of the human mind, we provide a platform for experts to scrutinize topics that 
require input from multiple areas of expertise. Our gatherings, or Forums, take 
the form of intellectual retreats: disciplinary idiosyncrasies are put aside, exist-
ing perspectives are questioned. Importantly, consensus is not necessarily the 
goal. Instead, participants work to expose gaps in current knowledge and ways 
to fi ll these gaps are collectively sought. To ensure access to emerging insights, 
the results of the entire process are disseminated through the Strüngmann 
Forum Report series.

This volume reports on the discussions surrounding the topic of “digital 
ethology” (i.e., the study of human behavior revealed through multifaceted 
digital footprints). Tomáš Paus (Professor of Psychiatry and Neuroscience, 
University of Montreal) brought this topic to our attention in 2019. Having 
participated in two earlier forums, Paus was keen to explore how digital ethol-
ogy might be used as a conceptual framework and tool to quantify the social 
environment, and what novel insights into the social dynamics of populations 
might emerge to generate new knowledge about human behavior across vari-
ous communities. He invited Hye-Chung Kum (Professor of Health Policy 
and Management, and Computer Science & Engineering, at Texas A&M 
University) to join him in preparing a proposal. After review and approval by 
our scientifi c advisory board, the Program Advisory Committee was formed 
to transform the proposal into a framework that would support an extended, 
multidisciplinary discussion. Joining us on the committee were Kimmo Kaski 
(Dept. of Computer Science, Aalto University) and Maria Melchior (Sorbonne 
Université, INSERM, Institut Pierre Louis d’Epidémiologie et de Santé 
Publique). Together, the committee identifi ed participants and formulated the 
following overarching goals to guide the discussion:

• To expand understanding of how the environment shapes human devel-
opment across the life span

• To examine ways through which digital data can broaden research into 
human behavior and support future comparative behavioral studies 
across species
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• To construct a conceptual and methodological framework for integrat-
ing various data sources

Further, the committee established four primary areas around which work 
would focus and invited “background papers” key topics to initiate the dis-
cussion. Originally scheduled to take place from September 20–25, 2020, the 
Forum experienced delays due to travel restrictions associated with COVID. 
Ultimately, people traveled to Frankfurt from July 24–29, 2022, for the Forum 
and a lively discussion ensued between experts from geospatial and data sci-
ence, behavioral and brain science, epidemiology and public health, ethics, and 
law, as well as urban planning. This volume synthesizes the ideas and perspec-
tives that emerged.

An endeavor of this kind, especially one developed during COVID lock-
downs, creates unique group dynamics and puts demands on everyone. I wish 
to thank each person who participated in the Forum for their time, eff orts, 
and positive attitudes. A special word of thanks goes to the members of the 
Program Advisory Committee as well as to the authors and reviewers of the 
background papers. Importantly, the work of the discussion groups’ modera-
tors—Kim A. Bard, Beate Ritz, Jason Gilliland, and Kimmo Kaski—and rap-
porteurs—Guillaume Dumas, Gina S. Lovasi, Michele C. Weigle, and Claudia 
Bauzer Medeiros—deserves special recognition: To support lively debate and 
transform this into a coherent, multiauthor report is never a simple matter. 
Finally, I extend my sincere appreciation to the scientifi c chairs, Tomáš Paus 
and Hye-Chung Kum. Their expertise and leadership accompanied the entire 
project and contributed greatly to its outcome.

The Ernst Strüngmann Forum is able to conduct its work in the service 
of science and society due to the generous backing of the Ernst Strüngmann 
Foundation, established by Dr. Andreas and Dr. Thomas Strüngmann in hon-
or of their father. I also wish to acknowledge the support received from our 
Scientifi c Advisory Board as well as the Deutsche Forschungsgemeinschaft, 
which provided supplemental fi nancial support.

In the attempt to extend the boundaries of knowledge, it is never easy to 
relinquish long-held views or ideas. Yet once such limitations are recognized, 
the act of formulating strategies to get past this point becomes a most invigo-
rating activity. On behalf of everyone involved, I hope this volume is able to 
transfer some of this excitement and be used to create a greater understand-
ing of the relationships between human behavior and the environment through 
their digital footprints.

Julia R. Lupp, Director, Ernst Strüngmann Forum
Frankfurt Institute for Advanced Studies
Ruth-Moufang-Str. 1, 60438 Frankfurt am Main, Germany
https://esforum.de/
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1

Human Brain and Behavior 
in Geospatial Context

Why and How

Tomáš Paus

General Background

From conception onward, the individual is developing, maturing, working, 
playing, and aging in their1 context. As illustrated in Figure 1.1, multiple layers 
of environment (context) surround an individual across space and time: from 
the uteroplacental circulation connecting the fetus and their mother before 
birth, to the infl uence of their caregivers, extended family, and peers during 
childhood, adolescence, and adulthood. This “proximal” context (light gray) 
is embedded in larger geospatial units, such as specifi c neighborhoods, cities, 
or countries (dark gray). All environmental infl uences unfold in time through-
out the individual’s lifespan. Needless to say, the diff erent layers interact, in 
a bidirectional manner, with each other. Thus, for instance, a pregnant person 
responds to signals generated by the fetus, and vice versa (Fowden et al. 2022; 
Kolle et al. 2020; Menon 2019), the pregnant person interacts with their part-
ner, and vice versa (Khaled et al. 2021; Saxbe et al. 2018), and the caregiver 
interacts with the child, and vice versa (Carollo et al. 2023; Paquette and St. 
George 2023). At the same time, the individual and those in their proximal 
context (e.g., caregivers and peers) act as both recipients and co-creators of 
their area-level environment along all its dimensions, including physical en-
vironment (e.g., air quality), built environment (e.g., parks and transportation 
network), and social environment (e.g.,  social cohesion). Diff erent aspects of 
the environment change over time in an interdependent fashion (e.g., air qual-
ity, vehicular traffi  c, lack of green space, demographic characteristics), often 

1 Throughout this chapter, “they” (and its derivations) is used as a gender-neutral third-
person pronoun.
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4 T. Paus 

refl ecting the resources and policies in place at diff erent levels of geospatial 
granularity (e.g., country, city, neighborhood). Both within and across coun-
tries, the lack of  environmental justice is refl ected in disproportional exposures 
of marginalized communities to various combinations of adverse environments 
and, in turn, their combined health eff ects (Van Horne et al. 2023).

For those of us interested in understanding the forces that shape the human 
brain and behavior, from conception onward, the complexity of this multilay-
ered “ exposome” (Munzel et al. 2023; Wild 2005) is staggering. The fi eld of 
population neuroscience emerged to face this challenge; it brings together epi-
demiology, genetics, and neuroscience to gain insights into factors underpin-
ning the interindividual variability in the structure and function of the human 
brain (Paus 2010, 2013, 2016). Owing to the ease of characterizing the indi-
vidual’s genome and the advances in our understanding of related biological 
processes, initial studies focused on the genetic side of the equation. Working 
mostly in the context of international consortia, such as ENIGMA (Thompson 
et al. 2014) and CHARGE (Psaty et al. 2009), we have learned a great deal 
about the molecular architecture of various quantitative traits derived from 
magnetic resonance images of the human brain (Grasby et al. 2020; Satizabal 
et al. 2019; Shin et al. 2020), but eff orts on the environment front lags behind. 
This is understandable given the diffi  culty of characterizing an individual’s 
environment. Published studies in this area have addressed a handful of fac-
tors—one at the time—from the diff erent context layers illustrated in Figure 
1.1, such as intrauterine environment (e.g., exposure to maternal cigarette 

Country

City

Neighborhood

Kins/Peers

Parents/Caregivers

Womb

Individual

Time

C
on

te
xt

Figure 1.1 Conceptualization of the multiple layers that comprise the contextual en-
vironment of an individual across space and time.
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 Human Brain and Behavior in Geospatial Context 5

smoking during pregnancy; Muller et al. 2013; Toro et al. 2008), family en-
vironment (e.g., family  socioeconomic status; Noble et al. 2015),  population 
density (Xu et al. 2022a), as well as variations in the physical (e.g., air pollu-
tion; Sukumaran et al. 2023), built (e.g., green space; Kardan et al. 2015) and 
social (e.g.,  income inequality; Parker et al. 2017) environments across neigh-
borhoods, cities, and/or countries. Although encouraging, major gaps remain. 
The Ernst Strü ngmann Forum on Digital Ethology, convened in Frankfurt am 
Main, Germany, in July 2022, brought together scholars and experts to address 
a number of conceptual and practical gaps in this area.

As pointed out above, the scarcity of multidimensional data that can be 
used to characterize an individual’s environment in an integrated fashion 
represents the key challenge for studying relationships between the multilay-
ered, multi-domain environment and individual-level outcomes, such as brain 
development and aging. The Forum addressed this challenge in two ways. 
Conceptually, it called for adopting an ethological approach whereby human 
behavior is observed, or inferred, in the “wild”; that is, without infl uencing 
the observed individual (e.g., by asking them questions). Practically, it called 
for focusing on data sources that either exist or can be readily harnessed at 
an aggregate level, with diff erent area-level (spatial) granularity (e.g., neigh-
borhood, city, country). The ethological framework presented in Dumas et al. 
(Chapter 2) underpins the name to this Forum. By “ digital ethology,” we mean 
the observation of human behavior through its digital manifestations, such as 
the use of a search engine, a payment card, or through posting on social me-
dia. This behavior leaves “digital footprints” that are particularly relevant for 
characterizing the  social environment of a given area-level unit, as discussed 
by Weigle et al. (Chapter 4). Human behavior is also refl ected and constrained 
by the surrounding physical and built environments, as outlined by Lovasi et 
al. (Chapter 3). Finally, variations in individual-level outcomes as a function 
of the multidimensional area-level environment can best be studied using large 
datasets; the practicalities as well as legal and ethical considerations are ad-
dressed by Medeiros et al. (Chapter 5). Finally, Chapters 6 through 12 provide 
primers to many of the concepts and strategies that underpin digital ethology.

A Case Study: Inequalities in Area-Level 
Environment and Brain Health2

Social, economic, and political conditions produce  health inequalities within 
and across countries (Metzl and Hansen 2018; Scambler 2012; Stuart and 
Soulsby 2011). In high-income countries, for instance, individuals are more 
likely to experience poor  mental health if they grow up in households with low 

2 This section is a modifi ed version of an article published in Frontiers in Neuroimaging (Paus 
et al. 2022).
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6 T. Paus 

income (Bjorkenstam et al. 2017) or affl  uence (Elgar et al. 2015; Rajmil et al. 
2014), live in areas with high deprivation (Kivimaki et al. 2020), or experience 
inequalities in  income  distribution (Mangalore et al. 2007). Certain communi-
ties are disadvantaged more than others (Waldron 2018). This is especially true 
for  Indigenous (Ogilvie et al. 2021) and racialized (Castro-Ramirez et al. 2021) 
communities, which are at higher risk for mental-health problems and simul-
taneously experience a lower likelihood of receiving evidence-based treatment 
(Castro-Ramirez et al. 2021). At the area level, our physical, built, and so-
cial environments combine to create ecosystems in which we live and work. 
Together, these ecosystems, as well as the structures and systems that produce 
them, contribute to what has been termed “ social and structural determinants 
of health” (Diderichsen et al. 2001; Vandenbroucke 1990).

As described elsewhere (Paus 2016), there are countless permutations of 
the physical, built, and social environments that surround us in space and time. 
We both “receive” and “create” our environments (Kendler et al. 2003), thus 
co-determining what air we breathe, how many steps we take, how hot or cold 
we are, as well as what and who we see, hear, and interact with during our com-
mutes. Together with our genes, these “external exposures” contribute to “in-
ternal” environments that exist in our body: on body surfaces (e.g., microbes 
on our skin and in the gut), in the lungs (e.g., particulate matter), circulating 
blood (e.g., toxins, micronutrients, infl ammatory molecules), and the brain 
(e.g., stress- and reward-related neurotransmitters, cumulative engagement of 
specifi c neural circuits).

As pointed out above, the use of  aggregate-level (spatial) data, produced 
from multiple locations and time points, is one strategy for characterizing 
physical, built, and social environments surrounding the individual. In turn, 
linking such aggregate-level data with individual-level information about a 
person’s health in general, and brain health in particular, provides the fi rst step 
toward understanding these relationships. Below, the basic steps in this process 
are reviewed, which are covered in depth in Chapters 6–12.

Geospatial Mapping of Area-Level Environments

Geospatial science and related tools enable spatial analysis and visualization of 
the external environments in which we spend considerable amount of our lives 
(e.g., our residence, place of work, school, recreation or a commute path) and 
an evaluation of their impact on our health. Datasets can be created at diff erent 
levels of spatial granularity matching the goals of a given study and availabil-
ity of relevant data. In Canada, for example, geographic units include six-digit 
postal codes, Canadian Census geographic units such as  dissemination areas 
(400 to 700 persons), and census tracts (2,500 to 8,000 persons), or larger areas 
such as city districts. The spatial unit used to link geospatial datasets to health 
data varies; depending on the study and actions necessary to protect  confi den-
tiality of study participants, this can be as precise as the exact street address 
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 Human Brain and Behavior in Geospatial Context 7

or a postal code (half of a city block in dense urban areas), or as coarse as a 
city district, a county, a province/state or a country. The temporal dimension 
depends on the type of data; it may range from data sampled monthly (e.g., air 
quality), annually (e.g., public transportation), or up to every fi ve years (e.g., 
the Canadian Census).

Spatiotemporal datasets can be created using existing tools and databases 
provided by large  GIS-based (geographic information systems) organization 
and companies, such as  ESRI,  DMTI Spatial,  Google Earth Engine, as well 
as open sources (e.g., Open Street Map), government sources (e.g.,  Statistics 
Canada), and academic organizations. In Canada, we have acquired, curated, 
and disseminated geospatially coded information about the physical and built 
environments through the  Canadian Urban Environmental Health Research 
Consortium, CANUE (Brook et al. 2018). Metrics derived from diff erent 
sources can be combined to ask, for example, questions about the relation-
ship between  socioeconomic indicators (e.g., household income) and the built 
environment (e.g., access to parks), and thereby used to assess inequity in the 
spatial distribution of environmental good or hazards. Figure 1.2 illustrates 
inequality in the access to parks and recreation (derived from Open Street Map 
data)  across areas with a high level (top 20%) of material deprivation (derived 
from Canadian Census data; Pampalon et al. 2012).

Figure 1.2 Material deprivation and access to parks and recreation in the Greater To-
ronto Area. All colored areas represent postal codes characterized by high (top 20%) 
material deprivation (Pampalon et al. 2012). Green indicates postal codes in the highest 
10% density of park and recreational amenity within 1 km; red indicates postal codes in 
the lowest 10% (Source: Open Street Map).
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In addition to sourcing and creating data about physical and built environ-
ments  from existing databases (see Table 1 in Paus 2016), one can also derive 
relevant measures from new data streams such as high-resolution satellite and 
street-level imagery combined with machine-learning techniques (Weichenthal 
et al. 2019). For example,  Google Street View  allows investigators to assess 
diff erent features of the built environment using panoramic street-level images 
taken mostly by camera-equipped cars, while recent satellite technology pro-
vides daily coverage of most inhabited areas on Earth at a resolution of only 
a few meters. These geocoded images can be rated for various features, such 
as signs of physical disorder (e.g., litter, graffi  ti), physical decay (e.g., poor 
conditions of sidewalks), type of stores, traffi  c, or street  walkability (Less et al. 
2015; Odgers et al. 2012); this approach does have, however, some limitations 
(Curtis et al. 2013). In turn, computer vision and  machine-learning algorithms 
can exploit these image data to generate indirect indices of the  social environ-
ment (e.g., psychosocial stress) and  physical environment (e.g., air or  noise 
pollution) in a manner similar to that used by others to derive measures charac-
terizing living environment, health, and crime (Suel et al. 2019).

As summarized in Table 1.1 (social environment), a wealth of data speak to 
basic (often  self-reported) measures of socioeconomic factors (e.g.,  education, 
employment,  immigration, household spending habits, volunteering, and giv-
ing) collected by governmental agencies (e.g., census) and national surveys. 
One can, however, also use data from digital streams (e.g., search engines, 
social media) to generate new measures of the social environment that are rel-
evant for attitudes vis-à-vis health and health interventions (e.g., vaccination), 
as well as  social cohesion, social support and role models and, most recently, 
for the emerging issues related to environmental anxiety (Hickman et al. 2021; 
Soutar and Wand 2022; To et al. 2021; Usher 2022).

Once properly curated, all  aggregate-level data (e.g., see Table 1.1) should 
be described using comprehensive metadata and coded to diff erent geographic 
units (e.g., postal codes,  dissemination areas, and other census geographies), as 
has been previously done by CANUE.

Linkage with Individual-Level Data

Ultimately, what we are interested in doing is to link aggregate-level “expo-
sures” described above to  individual-level “outcomes.” In this section, two 
examples illustrate how this can be achieved using administrative health data-
bases and data acquired in research cohorts.

 Administrative Data

In the recent past, we have all seen the power of mapping administrative data 
related to  COVID-19 (across countries, provinces/states, or cities) and com-
municating these numbers to the public. In Canada, administrative health data 

Downloaded from http://direct.mit.edu/books/book-pdf/2458065/book_9780262378840.pdf by guest on 26 September 2024



 Human Brain and Behavior in Geospatial Context 9

(i.e., data captured during the course of providing services or running pro-
grams) are made available for research use by provincial governments and 
other agencies, often in close partnership with academic organizations (Lucyk 
et al. 2015). In all provinces, these data are longitudinal and population-based, 
covering all residents who have received health care and social services (e.g., 
 education), from birth onward. This creates comprehensive and important data 
for the population of interest, such as youth.

Table 1.1 Examples of measures, with the corresponding sources of raw geospatially 
coded data and  examples of the new types of data to be derived.
Physical and Built Environment Social Environment
Air quality (NO2, O3, SO2, PM2.5)1 Demographic (b)6

Greenness (greenest pixel, tree canopy)1 Households (c)6

Nighttime light1 Socioeconomic (d)6

 Noise2 Water quality concerns7

Public transportation3 Composting and recycling behavior7

Proximity to roads4 Involvement in outdoor activities7

Proximity to retail outlets and sales of 
alcohol, tobacco, cannabis, gambling4

Caregiving and care receiving8

Green roads5 Social identity8

Facility index5 Giving, volunteering, and participating8

Cumulative opportunities (a)5 Victimization8

Social media and search engine use by 
youth: frequency and time of day9

Social media and search engine use by 
youth: content9

Built environment predictors of psychoso-
cial stress10

Built environment predictors of  social 
cohesion10

(a) Travel times (walking, public transport) 
to jobs, leisure, and shopping, as well as 
health, medical, and social services

(b) population (total and densities), proportions 
(by age, sex, ethnicity, marital status,  mobili-
ty/migration status, religion, mother tongue)

(c) household size, total housing units, propor-
tion rented, type of dwelling

(d) household income, unemployment rate, 
proportion below  poverty line, proportion 
(by age/sex) in labor force

Sources:
1 Landsat
2 CANUE
3 OpenStreetMap (OSM)
4  DMTI Spatial
5 OSM and CANUE
6 census
7 Household and the Environment Survey 

(Canada)

8 The General Social Survey (Canada)
9 newly derived measures from raw data 

streams (e.g., Twitter/X, Google search en-
gines),

10 newly derived measures from raw data 
streams (satellite and  street view imagery)

Downloaded from http://direct.mit.edu/books/book-pdf/2458065/book_9780262378840.pdf by guest on 26 September 2024



10 T. Paus 

In the province of Ontario, for example, administrative health data are cu-
rated and made available for research by the Institute for Clinical Evaluative 
Sciences (ICES), a not-for-profi t research institute made up of a community 
of research, data, and clinical experts that provide a secure and accessible 
inventory of Ontario’s health-related data. Behind a fi rewall, ICES provides 
access to coded and linkable databases containing, for example, the Ontario 
Mental Health Reporting System. Just in the City of Toronto, these data are 
available for about 270,000 adolescents and youth (12–22 years of age). In 
addition to health data, many of the provincial custodians of administrative 
data provide access to other linked datasets, such as education, workplace or 
justice data (e.g., Population Data BC). When linking  administrative data with 
geospatial datasets containing area-level characteristics of the physical, built, 
and social environment, one would typically use the residential six-digit postal 
codes (Canada) and relevant geographies (e.g., dissemination blocks) reported 
in the administrative data for each individual. Postal code-indexed geospa-
tial datasets are linked in the secure environments controlled by the custodian 
of the individual-level health data (Boyd et al. 2013; Kum and Ahalt 2013; 
Pencarrick Hertzman et al. 2013). Here, ethical and legal guidance is necessary 
to provide assurance to data stewards that this form of data linkage and access 
can be done in a  privacy-preserving and transparent manner that respects all 
applicable legal, regulatory, and ethical requirements. Ongoing eff orts address 
issues relevant for ensuring  public trust, such as transparency of the current 
practices and systems of governance, and understanding public opinion re-
garding the use of “ big data” in the service of population health (Aitken et al. 
2016; O’Brien et al. 2019; Schmit et al. 2021).

 Cohort Studies

One of the key advantages of administrative health data is their population-
wide coverage. By defi nition, these data show only the tip of the “health ice-
berg”; namely, individuals with health issues signifi cant enough to enter the 
health-care system. This is where community-based cohort studies come in as 
a complementary source of information, with longitudinal birth cohorts being 
most valuable. For example, birth cohorts are well suited for investigating rela-
tionships between brain health (individual-level data) and context (aggregate-
level characteristics of the environment) for several reasons:

1. Many birth cohorts, such as ALSPAC (Boyd et al. 2013), Generation R 
(Tiemeier et al. 2012) and Northern Finland Birth Cohorts (Rantakallio 
1988), ascertained their participants (pregnant women) in a relatively 
small geographic area.

2. Each cohort includes a relatively large sample size of individuals 
(~10,000).
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3. Brain (e.g., mental) health of cohort members is assessed using a num-
ber of instruments, often on a continuous scale.

The combination of the fi rst two features makes it likely that a reasonable 
number of participants live in each geospatial unit, hence providing suffi  cient 
statistical power to investigate these relationships. The third feature (assess-
ment) permits the capture of “subclinical” mental-health problems. Finally, 
additional deep-phenotyping of  cohort  members through, for example, cogni-
tive assessment, neuroimaging, blood-based biomarkers (e.g., infl ammation), 
genotyping and epigenotyping provides rich information suitable for detailed 
modeling of exposure–outcome relationships and their mediators and modera-
tors (Paus 2013).

Social Inequality and  Mental Health

To close this section, let us consider a hypothetical example illustrating how 
one can use  aggregate-level information about the physical, built, and social 
environments to unpack the relationship between  poverty and mental health. 
As pointed out by Diderichsen et al. (2001), and represented in Figure 1.3, 
social stratifi cation—with poverty being but one example of social, economic, 
and political inequalities—generates a vicious circle: Disadvantaged persons 
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Figure 1.3 From structural inequalities to ill  health (Diderichsen et al. 2001).
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are more likely to be exposed to harmful or deprived physical (e.g., air pol-
lution), built (e.g., access to food stores), and social (e.g., lack of social sup-
port) environments as well as to population-level challenges (e.g., heat waves, 
SARS-CoV-2). These exposures lead to an increased vulnerability to other ex-
posures (e.g., victimization), and both the exposures and vulnerabilities com-
bined precipitate  (mental) illness. This vicious circle is closed by the illness 
leading to further social stratifi cation (e.g., lost educational and employment 
opportunities). Having extensive multi-domain area-level datasets that can be 
used to characterize the physical, built, and social environments would enable 
us to test a variety of possible pathways (and their combination) leading from 
social stratifi cation to brain health; decomposition analysis is but one method 
that can be used to quantify contributions of various factors to the observed 
outcomes (O’Donnell et al. 2008).

Looking Forward

As discussed by Lovasi et al. (Chapter 3) and outlined in the  environmental 
justice framework for exposure science (Van Horne et al. 2023), complexities 
of the multilayered relationships between the individual and their environment 
require not only top- quality data and conceptual and analytical approaches but 
also meaningful engagement with communities and their policy makers, as 
well as development and implementation of adequate strategies by funders, 
academic institutions, and journal editors working in this research fi eld. 
Innovative methods should be employed to address one of the main limitations 
of observational strategies, namely the diffi  culty of making causal inferences 
(see Dumas et al., Chapter 2). For example, dense time-series of multiple ex-
posures and outcomes off er an opportunity for estimating Granger  causality 
(Imran et al. 2023). Pseudo-experimental design can explore causality and di-
rectionality in cases of discrete events that aff ect local environment; note that 
events such as forest fi res may impact not only physical (air quality; Khraishah 
et al. 2022) but also built (loss of infrastructure) and social (evacuation) en-
vironments. To begin to address this issue, at least for certain environments, 
Mendelian Randomization (Smith and Ebrahim 2003) could be used. For ex-
ample, using genetic variants associated with biomarkers of low-grade infl am-
mation (Liu et al. 2019; Xu et al. 2022b), one can test a mechanistic path by 
which air pollution aff ects brain-related outcomes (Fani et al. 2021). Finally, 
as refl ected in the diversity of the Forum participants, this enterprise requires 
experts from wide-ranging domains, including geospatial and data science, be-
havioral and brain science, epidemiology and public health, ethics and law, as 
well as urban planning. Finding a common language and purpose will allow 
us to work together toward the understanding of how humans transform their 
environments and how environments shape human brain and behavior.
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How Can Concepts of 
Ethology Be Applied to 

Large-Scale Digital Data?
Guillaume Dumas, Sophia Frangou, Heidi Keller, 

Daniel P. Lupp, Virginia Pallante, Tomáš Paus, 
and Kim A. Bard

Abstract

The ethological approach is used to study naturally occurring behavior. In the modern 
world, many such behaviors are connected to, and recorded by, a wide array of digital 
services (e.g.,  social networking, information search, closed-circuit television). How 
can ethological concepts be applied to help us characterize the environment in which 
humans live? What aspects of the ethological approach can guide us to obtain measures 
captured directly from digital data generated by our everyday activities? What kinds 
of models do we need to understand how human behaviors/activities can be inferred 
from the physical and built environment? This chapter explores the bidirectional nature 
of these relationships; namely, how individuals create their environment, and how the 
environment shapes the individual. It discusses how to proceed from observation and 
 data sampling to  knowledge extraction and  causal inference. The complementary nature 
of common and specifi c are addressed as well as the challenge of integrating niches at 
both physical and social levels. Finally, all these concepts and associated methods are 
illustrated through a hypothetical study.

Refl ecting on Observation

What we observe is not nature itself, but nature exposed to our method of ques-
tioning. —Werner Heisenberg (1958)

The early ethologists Karl von Frisch, Konrad Lorenz, and Nikolaas Tinbergen, 
relied on observations as their core method of inquiry. After careful observa-
tion, they would fully describe the behaviors of interest. Then, as a second 
step, they would contemplate the function of these behaviors, assessed through 
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a process of classifi cation of possible behaviors, fi eld experiments, and com-
parison of behaviors within and across contexts or species. Tinbergen (1963) 
argued that behavior could be explained on four levels: ontogenetic, phylo-
genetic, proximate (immediate cause), and ultimate (evolutionary reasons). 
By systematizing their observations and focusing on the more fi xed behav-
iors, they could easily replicate their fi ndings. While watching, they wondered 
about the parameters of the behavior and conducted fi eld experiments from 
which they could determine proximal causes. For example, one of Tinbergen’s 
experiments involved understanding how digger wasps locate their home bur-
row after fl ying away in search of food (Tinbergen 1972). He conducted a 
series of experiments that involved placing a pinecone at the burrow entrance 
as the wasps were leaving and then moving it to a nearby location while the 
wasps were away. Upon their return, the wasps fl ew to the relocated pinecone 
rather than to their burrow entrance. In this way, Tinbergen discovered that 
digger wasps use landmarks to identify their burrow.

Another important study by Tinbergen focused on courtship in stickleback 
fi sh (1952), where he identifi ed the specifi c behaviors of the male to which its 
prospective mate responded. While this may seem anecdotal, this led to the 
creation of one of the fi rst ethograms (i.e., a comprehensive list, inventory, 
or description of the behavior of an organism) (Figure 2.1a), the key tool of 
ethology. Eibl-Eibesfeldt adopted these same principles of detailed observa-
tion coupled with experimental causal inference when beginning the fi eld of 
human ethology, focusing on the structure of human behavior from recorded 
observations of people living in diverse settings around the world (Eibl-
Eibesfeldt 1989). Since then, the fi eld has grown considerably to encompass 
a wide range of activities, highlighted by the International Society for Human 
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Figure 2.1 Two types of ethograms: (a) A traditional one showing four levels of in-
tensity during the excavation of sand by the three-spined stickleback (Gasterosteus 
aculeatus) (Tinbergen 1951). Intensity ranges from minimal (top) to maximal (bottom); 
numbers indicate the sequence of behaviors: (1) swimming, (2) digging sand for a nest 
pit, (3) losing sand through the gills, and (4) spitting out the sand. (b) An example of a 
digital ethogram based on a user–tweet interaction model (after Belkaroui et al. 2015), 
showing the six canonical behaviors (arrows) on the social media network Twitter/X.
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Ethology. Recently, the interdisciplinary fi eld of computational ethology has 
emerged at the crossroad of physical computer and life sciences. Here, the idea 
is to leverage recent progress in  machine learning to create ethograms through 
automatic detection and analysis of behavior while still using individual-level 
behaviors as the main unit of observation (Anderson and Perona 2014). In this 
chapter,  we focus on digital ethology, which relies on large-scale digital data 
coupled with geocoding of physical and social environments. In this respect, 
individual-level behaviors are aggregated at the level of geospatial units, thus 
guaranteeing better safeguarding of the  privacy of individuals while allowing 
researchers to examine  human–environment bidirectional relationships.

Ethologists observe behavior and ponder about its function. So, when 
Tinbergen watched the  digger wasps, he saw them fl y in a pattern over the bur-
row as they emerged, as well as before they reentered the burrow. After extensive 
observation, he was able to draw the pattern in which they fl ew. He wondered 
why they fl ew like that, under those circumstances. Through fi eld experiments, 
he determined the proximate cause: the digger wasps encoded features of the 
landscape that identifi ed their own burrow. Behavior is what is observed, and 
the construct is either an explanatory or a functional mechanism. The docu-
mentation of behaviors allows the ethologist to determine ethograms. Current 
ethologists develop ethograms of select behaviors to answer specifi c questions. 
The constellation of behaviors found to be related to a specifi c outcome measure 
might therefore constitute a construct, such as environmental variables related 
to an increased risk for depression. Interestingly, ethology can also gather infor-
mation from the constraints of those behaviors (see Figure 2.1a).

Digital ethology poses unique challenges that must be managed if we are 
to generate an ethogram. Figure 2.1b provides an illustration of how a digital 
ethogram could be generated using the “tweets” with “infl uence” as the con-
struct of interest. Like a typical ethogram, Figure 2.1b shows the observed 
activity of Twitter/X users and the behavioral patterns that arise from their 
interactions. In this example, constraints are built into the Twitter/X platform; 
similar to the epigenetic landscape of Waddington (1957), constraints may 
also be embodied in the  physical environment through space, resources, and 
risks. Pallante et al. (this volume) demonstrate how such constraints infl uence 
the probability of engaging in a specifi c behavior, such as resolution or rec-
onciliation. Digital ethology could thus gather information about area-level 
constraints on certain behaviors or activities coming from other domains, such 
as the built environment (e.g., accessing “resources” such as food when stores 
are not nearby). A digital ethogram would contain selected digital data thought 
to represent area-level aggregates of behaviors, naturally occurring variations 
in these behaviors, and assumptions about their functional signifi cance and 
underlying mechanisms.

The creation of an ethogram implies a process of reduction and simplifi ca-
tion aimed at controlling and describing the observations. The boundaries that 
delimit a behavioral pattern underpin the quantitative approach in ethological 
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studies: the ethogram is meant to be the coding scheme that quantifi es the ob-
servations, which necessarily leads to a reduction of the variability observed. 
For the early ethologists, ethograms refer to the complete set of behaviors. In 
typical modern-day studies, especially in humans, it is nearly impossible to 
construct an ethogram of all behaviors. Thus, ethograms must necessarily be 
comprised of select behaviors of interest. Notwithstanding, ethograms are de-
scriptions of (parts of) the observed behavioral repertoire, aimed at capturing 
and explaining the variability of this repertoire in time and space.

Early in the development of an ethogram, ad libitum observations of be-
haviors are required (Altmann 1974). This means that an inductive approach 
must be taken, usually by nonsystematically recording the behavioral patterns 
observed in a group of animals. This helps the researcher to become familiar 
with and gain insights into the behavioral repertoire of the species. The ad 
libitum nature of such a sampling technique relies on the ability to collect as 
many observations as possible when behaviors, individuals, and time sessions 
are chosen without restrictions. The behaviors classifi ed into the ethogram are 
those that can be clearly described, follow a specifi c pattern, are limited and 
repeated over time, and are usually performed by several individuals in the 
colony. The recording of behaviors is conducted by naming and describing 
the specifi c behavioral patterns observed. These notes will turn into items of 
the ethogram.

Interobserver  reliability is a major concern for modern-day ethologists, es-
pecially since the behaviors under observation are not usually fi xed (i.e., with 
fi xed releasers and fi xed forms). Thus, after the development phase of an etho-
gram and before all observations are coded, a second independent  observer 
is trained to apply the ethogram to evaluate if the defi nitions of the behaviors 
included are clear enough to allow for their coding. This may lead to a modi-
fi cation of the original ethogram. Once agreement is reached at an acceptably 
high level (e.g., Bakeman 2023), the ethogram can be applied for the  data col-
lection. Modern-day ethologists use observational methodologies of observing 
systematically with well-defi ned ethograms, coding schemes specifying how 
observations are collected, as well as inter- and intra-observer reliability, etc. 
(For a review of observational methodology, see Bakeman and Quera 2011.)

Despite technical methods, one may still question how “reliability” diff ers 
from “subjectivity,” especially when qualitative and quantitative approaches 
are compared (for an overview of terms, see Appendix 2.1). This discussion is 
about the  quality of assessment procedures, including observations.  Reliability 
and  validity are the main characteristics of quality in quantitative approaches 
(Mays and Pope 2000). While quantitative methodology tries to objectify sub-
jectivity, qualitative methodology tries to represent the subjective meaning 
systems of the research participants. Because of this subjective component, 
qualitative methods need alternative  validation methods. Just as in quantitative 
methods, diff erent methods exist, but the rigor of a qualitative study is mostly 
represented by its trustworthiness, defi ned by the confi dence in the data.
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From Data Sampling to Knowledge Extraction

You cannot see things till you know roughly what they are. —C. S. Lewis (1943)

Data collection—the fi rst practical step in the journey—is  open to discussions 
about  validity and  reliability. Classic ethology relies on prolonged observa-
tions of activity in humans or nonhuman species from which the  observer can 
begin to identify distinct patterns (i.e., behavior) to build an  ethogram. Even in 
purely observational studies, the infl uence of the observer on the activity being 
observed, and hence the validity of observations, is often a matter of debate. 
This issue becomes even more complex when one attempts to access inter-
nal states (e.g., motives, salience attributions) that can be reported or inferred 
in human studies but only conjectured in nonhuman species. In all instances, 
whether research is considered “qualitative” or “quantitative,” the observer 
remains part of the observed in terms of the behaviors selected for observation, 
the instruments used to record behavior, and the attribution of function and 
cause. The reliability (i.e., consistent  reproducibility) of behavioral measures 
is also beset with diffi  culties as simply having a quantitative index of behavior 
is not suffi  cient.

The availability of technological platforms (e.g., video cameras, sensors) 
can minimize the perceived presence of the observer and aid in measurement 
reliability as they can provide quantitative estimates of behavior that minimize 
inter- and intra-rater variability. The role of the observer, however, remains 
integral to the process. For example, Twitter/X users are aware that their be-
havior is being observed and exploit this to make their behavior accessible to 
a large number of observers. Similarly, the use of video or  CCTV data to study 
human behavior, such as confl ict resolution, requires signifi cant observer input 
even though the observed are usually not aware that they are being recorded at 
the time. Often, members of a lab sit together in front of videotapes and discuss 
jointly what they observe and what the observed behavior could mean. Other 
methods involve triangulation and  respondent  validation. In data science, this 
triangulation weights the validity of a given approach by comparing it to other 
data, other technical approaches, or both (Oppermann 2000). In epidemiol-
ogy, a similar  triangulation is used (Lawlor et al. 2016), but validity can also 
be inferred from  counterfactual reasoning (Höfl er 2005). In both qualitative 
and quantitative research, it is essential that the research process, including 
the subjective perception of the researcher, is made transparent and conscious.

Digital ethology needs to adapt those diff erent approaches to data collec-
tion and evaluation that address the unprecedented scale of the data and their 
heterogeneity. Similar to other forms of ethology, the goal of  digital ethology 
is constant: to observe and ponder what is meaningful at diff erent functional 
levels for the problem under consideration. Whether it is precision medicine, 
understanding a mechanism, or identifying external stressors, all the previous 
scientifi c knowledge will partially constrain the search space of constructs and 
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measures. In this sense, before any data have been collected, some choices 
are already made, explicitly or even unconsciously. As there are no defi nitive 
answers to these issues, awareness and transparency are essential.

The road from data to knowledge passes through information before reach-
ing it and, hopefully, heads off  in the direction of wisdom. This road rarely fol-
lows a straight line, however, and to avoid getting lost en route, a map is useful. 
Data science is an informed exploratory process (Huber 1996). Intelligent data 
exploration requires a clear hierarchy of analysis plans, from the defi nition of 
which data structure (e.g., variable, relationship, model) should be considered 
to the choice of plan (or plan type, in the case of higher-level decisions) that is 
appropriate. Thereafter, one is faced with the problem of deciding between dif-
ferent plausible but not always consistent results produced by diff erent analyti-
cal procedures (e.g., least squares, resistant line, number of data partitions). In 
 optimization, the “units” or “domains” of analysis may vary by the predefi ned 
outcome. If a massive dataset is to be analyzed without the direct supervision 
of a human user, then a representation of the process conducted becomes an 
even more necessary component of the result. This is one of the key distinc-
tions between planning and other forms of search: the aim is to generate a 
sequence (or more complex combination) of operations, not simply a result.

It all starts with data and, in the case of digital ethology, with  big data. Big 
data is an umbrella term used to describe datasets whose size and structure are 
so large and complex that conventional computational tasks become unfea-
sible. The term is commonly associated with vast amounts of data, although 
it should not be constrained by such a narrow defi nition. Doug Laney (2001) 
defi nes big data with respect to the three Vs:

1. Volume, which refers to the size of the dataset in multiple dimensions 
(i.e., in the number of records or the number of recorded variables).

2. Velocity or the speed at which data is gathered and processed.
3. Variety, which describes the heterogeneity in the structure of data 

gathered.

Laney’s defi nition serves as a basis for many alternative defi nitions that often 
add additional Vs (e.g., veracity). Still, consensus is lacking on one specifi c 
defi nition. Independently of the defi nition to which one subscribes, a key point 
to keep in mind is that big data does not solely refer to size but entails various 
aspects of complexity within the data and data collection. Thus, for instance, it 
is entirely possible to have a big dataset with comparatively low volume, but 
high velocity and variety.

How then do we move from (big) data to knowledge? Data are usually con-
sidered as raw measures that have not yet been contextualized. Although the 
choice of recording one measure rather than another is already contextual, the 
switch from data to information is usually when those measures are contextual-
ized at the moment of analysis. In this sense, raw data are “dry” and one needs 
to “rehydrate the data” (Claudia Bauzer Medeiros, pers. comm.) to be able to 
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interpret it. Information emerges by moving from “raw” data to “minimally 
processed” (e.g., satellite images cleaned from artifacts) or “pre-processed” 
data (e.g., engineered features extracted from satellite images such as roads, 
sidewalks, and building types). The move from information to knowledge is 
then linked to the interpretation of the information and the generation of mean-
ingful claims. In a sense,  knowledge generation cannot happen solely based 
on analyses of information. It needs an outcome; that is, explanatory theories 
must be generated about a specifi c phenomenon. Big data might be considered 
as a catchall ethogram for all possible behaviors, but a more explicit  ethogram 
is needed to answer specifi c questions and extract laws that govern the associ-
ated phenomenon.

With big data come big analyses, and the technological progress in comput-
ing has enabled the fast-paced development of artifi cial intelligence methods 
such as  deep learning. A key issue in  machine learning is the  generalizability 
of the results to another context. In this respect, metadata are critical to un-
derstanding the link “who was collecting, how, why, and where?” (For further 
discussion, see Lovasi et al., this volume.) It is important for the sampling to 
be as representative as possible of the population of interest. Still, it is hard to 
guarantee the  representativeness of the sample regarding the whole popula-
tion, as the whole population is not a representation; it is a description (see 
Medeiros et al., this volume).  Knowledge extraction is thus not a monolithic 
activity; it can come from imposing or discovering structure.

What happens when no structure at all is imposed? Here, bioinformatics 
off ers some clues. Indeed, technological developments in genetics have driven 
a move from the traditional single-gene approach to a polygenic and even “om-
nigenic” perspective (Boyle et al. 2017). This new way of viewing the genome 
emphasizes the interdependence of genes and leverages new digital tools to 
measure holistic eff ects at the molecular level. In digital ethology, progress 
in artifi cial intelligence may induce a similar shift in ethogram construction, 
from considering a few discrete canonical behaviors to embracing all observ-
able behavioral patterns. The challenge becomes one of interpretability, since 
algorithms may detect and use behaviors that are imperceptible to the eye of a 
human observer. The result could outsmart traditional human ethology in pre-
diction, but at the price of having a clear inference of underlying mechanisms. 
Thus, beyond prediction, a clear challenge for digital ethology in knowledge 
generation remains the inference of causality.

Inferring Causality

You are smarter than your data. Data do not understand causes and eff ects; hu-
mans do. —Judea Pearl and Dana Mackenzie (2018)

Humans and, in particular, scientists often like causal explanations. The con-
cept of  causality has been debated for centuries by diverse disciplines that have 
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emphasized diff erent aspects of causality. For instance, sociology, anthropol-
ogy, and psychology place signifi cant emphasis on the context in which causal 
relationships are examined. Causality thus comes in diff erent fl avors and re-
quires diff erent approaches to assess it. In ethology, there are at least four dif-
ferent types: ontogenetic (caused by the development), phylogenetic (caused 
by the evolution of species), proximate (caused by immediate physiological or 
environmental factors), and ultimate (associated with goals and function from 
an evolutionary point of view; Tinbergen 1963). In a broader scientifi c context, 
three general classes of causality are usually specifi ed: direct, structural, and 
logical (Craver 2007). Direct and structural causality require, most of the time, 
an experiment (an empirical intervention with planned perturbation of the sys-
tem) or at least a quasi-experiment (the use of events that occur independently 
from the research planning but could nevertheless be exploited to infer how 
those events causally impact the system). While direct causality is associated 
with physical events and mechanisms in time (e.g., an earthquake destroyed a 
city), structural causality is associated with physical objects and mechanisms 
in space (e.g., the transportation system constrains the growth of the city). 
Finally, logical causality is independent of time and space since it relies on 
abstract propositions, reasoning, and implication.

In the case of big data, when trying to determine a causal link between 
variables A and B (i.e., “the presence of property A causes the likely presence 
of property B”), one invariably stumbles across known problems. For instance, 
when analyzing a given dataset D for causal links, one wishes to determine 
whether property A is necessary and suffi  cient for the (likely) presence of prop-
erty B. In this context, both “necessary” and “suffi  cient” are needed: without 
“necessary” we cannot deduce that A is the cause of B, and without “suffi  cient” 
we cannot deduce that B is the result of A. Though this is the method to deter-
mine causal links, it would be incorrect to infer from this that a causal link is a 
necessary and suffi  cient condition. Indeed, mathematically speaking, necessity 
and suffi  ciency is a characterization of equivalence, not implication or causa-
tion. So how can it be that we determine causation (itself a form of implica-
tion) by checking equivalence? Here, it is important to note that necessity and 
suffi  ciency are both determined with respect to the given dataset D. In other 
words, property A is necessary and suffi  cient for property B within the dataset 
D. This does not, however, mean that A is necessary and suffi  cient for B in all 
other datasets. In practical terms, this is the same as saying that there might be 
other settings where something other than A causes B as well.

This apparent discrepancy is precisely the gap between the  closed-world 
assumption (CWA) and  open-world assumption (OWA) (Reiter 1978). Under 
the CWA, inference is made with respect to a given dataset D: a statement is 
considered true if and only if it is true in D. For example, for a dataset contain-
ing three records of people—Anna, Bob, and Catherine—the statement “David 
is not a person” would be considered true. Under the OWA, a statement is 
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considered valid1 or true if and only if it can be proven to be true; that is, it is 
true for all possible datasets. In the previous example, “David is not a person” 
cannot be proven so it can be both true and false depending on context.

What does this have to do with the actual analysis of causality? Unless 
the dataset being analyzed provides an accurate description of the entire uni-
verse of discourse, there will always be a limitation to the relationships we can 
determine as causal via necessity and suffi  ciency (inference of probabilistic 
equivalence using the  CWA) and “actual” causation (inference of probabilistic 
implication using the  OWA), since we will never manage to prove that noth-
ing other than A can cause B. In a diff erent context, it might well be the case 
that C causes B. To summarize, necessity and suffi  ciency within a dataset only 
provide a tool for revealing possible causal links; they do not defi ne  causality. 
Though we will likely never be able to close completely the gap between the 
CWA and OWA, analysis of multiple datasets and access to big data describing 
a more complete view of the relevant data can narrow the gap.

In biomedical research, causality is usually considered when a change in 
one parameter (cause) within a system is associated with a change in another 
parameter or the wider state of a system (eff ect).2 We can consider two sub-
types of causality. First, idiographic causality concerns itself with causal rela-
tionships for specifi c units or events such as a group (considered as singular 
entities, regardless of how they are defi ned), an individual, or specifi c event 
(Molenaar 2004). For example, the idiographic approach to depression would 
focus on the cause of depression in a single individual without requiring or 
even being concerned as to whether the same causal factors may or may not 
apply to other people. Second, nomothetic causality is concerned with factors 
that are  generalizable to other contexts (i.e., individuals, groups, events), such 
as the causes of depression whenever and wherever it occurs.

Another aspect of causality refers to its nature, which is conventionally 
considered in terms of deterministic or probabilistic and necessary or suffi  cient 
(Khemlani et al. 2014). Deterministic causal relationships require that a change 
in a specifi c parameter (parameter A) is always followed by a change in an-
other specifi c parameter (parameter B). In probabilistic causality, “always” is 
replaced by “frequently”; in other words, a change in the parameter A increases 
the probability that a change in parameter B will occur. Such “causes” are 
referred to as “risk factors” or “enabling conditions” with the latter avoiding 
assumptions about the desirability of the eff ect. A causal relationship is consid-
ered necessary when a change in parameter B can never happen unless there 
is a change in parameter A. A causal relationship is considered suffi  cient when 
a change in parameter A can cause a change in parameter B, although changes 

1 Note: one refers to  validity under the OWA as opposed to truth.
2 “Cause” and “eff ect” may be named diff erently in other fi elds; for example, “exposure” and 

“outcome” in epidemiology or “independent variable” and “dependent variable” in psychology.
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in parameter B can occur through changes in other parameters (Rothman and 
Greenland 2005).

A further important dimension of causality is the criteria that need to be met 
to consider an association between changes in parameters A and B as cause 
and eff ect. The most infl uential set of considerations in the context of medicine 
was established by the British statistician and epidemiologist, Austin Bradford 
Hill (1965), and are

• strength of association, 
• consistency of association, 
• specifi city of association, 
• temporality, biological gradient (dose-response relationship), 
• biological plausibility, 
• coherence with previous knowledge, 
• experimental evidence (e.g., clinical trials, intervention studies includ-

ing natural experiments), and
• analogy (i.e., testing that there are analogous causal mechanisms in 

certain animal models and humans). 

Modern medicine and epidemiology tend to rely increasingly on  counterfac-
tual reasoning and related approaches to infer  causality (Höfl er 2005).

In the case of digital ethology (and many other fi elds), the problem of 
causality becomes more complicated because causality may be bidirectional, 
where changes in parameters A and B can reiteratively infl uence each other. 
For instance, our social and built environments form ecosystems that contrib-
ute to what has been termed “ social and structural determinants of health.” 
Thus, we both “receive” and “create” our environments, while codetermining 
what air we breathe, how many steps we take, how hot or cold we are, and 
what and who we see, hear, and interact with during our commutes (Paus et 
al. 2022). Ultimately, causality also moves across levels of organization, from 
the emergence of collective dynamics to the downward causation when indi-
viduals tune their behavior in response to estimates of collectively computed 
macroscopic properties (e.g.,  social inequality; Flack 2017).

Common and Specifi c

Brian: You’re all individuals!
Followers: Yes, we’re all individuals!
Brian: You’re all diff erent!
Followers: Yes, we are all diff erent!
Dennis: I’m not.
—Monty Python, from the Life of Brian (1979)

The availability of large-scale digital data has the potential to enable the inter-
rogation of behaviors across diverse  cultural, ethno-racial, and socioeconomic 
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human groups. Also of interest is how human behaviors may relate to behav-
iors observed in other species, such as nonhuman primates. Behavioral pat-
terns (either human or nonhuman) are typically assigned to diff erent constructs 
that are theoretically defi ned (e.g., attachment).

Diff erences between groups may arise at the theoretical meaning of a con-
struct. If constructs are theoretically deemed to be similar, diff erences may 
arise in the behaviors assigned to the construct in distinct groups (or species) 
or the measures developed to assess the construct in these distinct groups (or 
species). Further, even though the construct and context remain constant, there 
may still be diff erent measures for assessing this construct representing prefer-
ences or conventional practices among researchers. Establishing equivalence 
of constructs and measures is a prerequisite for comparative studies and a com-
plex task in itself because there is no universally agreed defi nition of what 
constitutes equivalence and how it can be established.

We advocate for the scheme provided by Hui and Triandis (1985), who 
consider equivalence between constructs at the conceptual, functional, item, 
and scalar levels. Conceptual equivalence requires that a construct has the 
same meaning across groups (or species). Functional equivalence requires 
that constructs have similar nomological properties across groups (i.e., same 
predictors, consequences, and correlates). Conceptual equivalence is conven-
tionally established through a process of building a theoretical consensus, 
whereas establishing functional equivalence involves statistical strategies that 
aim to identify common patterns of associations between constructs and their 
nomological properties across groups (or species). Item equivalence and sca-
lar equivalence can only be considered for constructs that are conceptually 
and functionally equivalent. Item equivalence refers to the instruments used 
to assess a construct and their goodness of fi t for that construct. Finally, scalar 
equivalence requires that the same instrument yields similar results when used 
in diff erent groups. Item and scalar equivalence can be assessed by a variety of 
methods including  reliability coeffi  cients, examination of the internal structure 
of an instrument, measurement invariance across groups, or using tools from 
item response theory.

For example,  attachment  is a construct that refers to a child’s relationships to 
their social partners and their embeddedness in their social world (e.g., Keller 
and Chaudhary 2017). It is crucial for a  child’s development of  trust—both 
in themselves as well as in others—and sense of self. Historically, research 
on attachment has focused on Western middle-class families, often described 
as  WEIRD (western, educated, industrialized, rich, democratic; Henrich et al. 
2010). In  these contexts, attachment typically unfolds within the framework 
of a nuclear family, where there is usually one primary caregiver, often the 
mother, engaging in exclusively dyadic interactions with the child. These in-
teractions, characterized by distal communication such as face-to-face inter-
action, language, and play with toys, are structured to foster psychological 
autonomy and self-consciousness in the child from an early age (Keller 2021). 
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This WEIRD perspective does not represent, however, the diverse nature of 
attachment across diff erent sociocultural contexts (Henrich et al. 2010; Keller 
and Bard 2017). In many non-WEIRD societies, including traditional farm-
ing, hunter-gatherer, and fi shing communities, childcare involves a more ex-
tensive network of caregivers, which may include up to 20 people, both related 
and  unrelated (Keller 2021). The mother, while often a central fi gure, may be 
one among many caregivers or even play a marginal role. In these settings, 
children’s interactions are mainly proximal, involving bodily based commu-
nication processes emphasizing rhythm and synchrony. These societies priori-
tize the development of a communal self,  teaching children to be integral and 
responsible members of their community, and often have hierarchical social 
structures that infl uence communication and interaction rules. This contrasts 
sharply with the WEIRD model of fostering individual autonomy and self-
reliance (Keller and Chaudhary 2017; Morelli et al. 2017).

Digital ethology, with its potential for analyzing large-scale digital data cap-
turing a wide array of behaviors, off ers a unique opportunity to examine how the 
construct of attachment is expressed and understood diff erently across cultures. 
By exploring behavior patterns in digital communication, digital ethology can 
reveal how attachment and socialization strategies are expressed across various 
cultures. This approach can also be relevant in examining the formation and 
expression of multiple cultural identities, especially in a globalized world where 
 migration plays pivotal roles (Garcia Coll and Marks 2011). Nevertheless, it is es-
sential to be aware of the potential for an even more narrow  bias toward the “digi-
tal WEIRD” subpopulation in digital ethology (i.e., the part of the WEIRD popu-
lation that is accustomed to digital technologies). This means ensuring that digital 
ethology does not simply reinforce the attachment models based on research 
conducted on Western societies, but instead captures the rich diversity of attach-
ment expressions globally. To obtain a more representative and comprehensive 
understanding of global behaviors, it is imperative to analyze digital interactions 
not only through the lens of advanced technologies prevalent in Western societies 
(e.g., expensive smartphones) but also through technologies and platforms used 
widely in non-WEIRD contexts. This includes focusing on more popular tools in 
developing countries (e.g., aff ordable mobile models) and exploring messaging 
apps and social platforms that are available as globally as possible (e.g., apps 
that are avoiding censorship). Thoughtfully applying the framework proposed 
by Hui and Triandis (1985) becomes particularly relevant in this context. This 
framework emphasizes ensuring that the construct of attachment is inclusively 
and consistently defi ned across cultures (conceptual equivalence), as its mean-
ing can vary signifi cantly. It is crucial for researchers to also verify that the role 
and signifi cance of  attachment behaviors are comparable across diff erent groups 
(functional equivalence). This includes adapting measurement tools, like ques-
tionnaires or digital analysis algorithms (item equivalence), to suit each cultural 
context and ensuring these tools yield consistent results (scalar equivalence) 
across various cultures. This approach, especially challenging in digital ethology 
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due to the diversity of online platforms and communication styles, demands care-
ful construction, adaptation, and validation of research methods. This process 
allows researchers to draw more reliable conclusions, recognizing the richness of 
cultural variations while maintaining scientifi c rigor and comparability of data.

Conclusion

Digital ethology is grounded in the established core methods of observation 
and knowledge extraction of traditional ethology yet it faces burgeoning chal-
lenges associated with large-scale digital data. Major challenges are associated 
with  causality, especially when humans are bidirectionally coupled to their en-
vironment: “…enough people participating in an individual activity can result 
in structural change and vice versa” (Lovasi et al., this volume, p. 33). This be-
comes obvious when certain behaviors have no meaning at the individual level 
(e.g., Gini index or synchronization phenomena). Thus, at the methodological 
level, we need to develop  “collective”  ethograms and mathematical tools to 
account properly for these niche constructions at ecological and social levels 
(Krakauer et al. 2020). In addition, at the legal and ethical level, we should 
keep in mind that  data  ownership can go beyond individuals, for instance, in 
the case of  Indigenous communities where communal structures override in-
dividual claims.
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Appendix 2.1: Glossary

Ascertainment bias,  diff erential recording of outcomes or imbalance screening for out-
comes among exposed individuals compared to unexposed individuals.

Convergent validity, often measured by applying diff erent tests and observational meth-
ods that intend to measure the same construct with the same individual or groups of 
individuals and test the consistency or interrelationship.

Discriminant validity assesses how much tests/other methods that are not intended to 
measure the construct in question, deviates/diff ers from assessments intended to 
measure the construct.  Reliability and  validity belong together.

Downloaded from http://direct.mit.edu/books/book-pdf/2458065/book_9780262378840.pdf by guest on 26 September 2024



26 G. Dumas et al. 

Dissemination area,  the smallest standard geographic area for which all census data are 
disseminated, usually a small area composed of one or more neighboring dissemina-
tion blocks (400–800 inhabitants).

Internal consistency means that individuals/groups respond consistently across items 
measuring the same construct. If you have a questionnaire measuring one construct, 
you can, for example, split the items and correlate the two sets. Challenges are, for 
example, the quality of formulation and preciseness of the items and the extent to 
which they measure the construct.

Inter-rater reliability in  which two trained raters observe the same situation, or the 
same videotape. Their agreement is statistically assessed, most simply in percent-
age, more usually with a Cohen’s Kappa coeffi  cient.

Outcome (variable) is an event or metric that captures a construct or a predicted behav-
ior. It is measured as categorical (nonparametric statistics), ordinal (nonparametric 
statistics), or continuous (parametric statistics) values.

Refl exivity means  sensitivity to the ways in which the researcher and the research pro-
cess have shaped the collected data, including the role of prior assumptions and ex-
perience, which can infl uence even the most avowedly inductive inquiries. Personal 
and intellectual biases need to be made plain at the outset of any research reports to 
enhance the credibility of the fi ndings.

Reliability  refers to the consistency of a measurement. Three types of consistency are 
usually considered: over time (test–retest reliability), across items (internal consis-
tency), and across diff erent observers/coders (inter-rater reliability).

Respondent  validation,  or “member checking,” includes techniques in which the in-
vestigator’s account is compared with those of the research subjects to establish the 
level of correspondence between the two sets. Participants’ reactions to the analyses 
are then incorporated into the study fi ndings.

Sampling Frame:

Test–retest reliability means measuring the same construct/variable at two diff erent 
points in time on the same individual or group of individuals and testing the cor-
relation of the two measurements. One challenge in this method is the potential for 
learning eff ects; for example, if the same items are used, participants might remem-
ber their previous responses, which can infl uence the consistency of the construct 
over time.

Triangulation  compares the results from either two or more diff erent methods of  data 
collection (e.g., interviews and observation) or, more simply, two or more data 
sources (e.g., interviews with members of diff erent interest groups). The researcher 
looks for patterns of convergence to develop or corroborate an overall interpretation.

Validity  refers to the extent to which a measure represents the variable or construct 
intended to measure. There are also diff erent kinds and diff erent ways to defi ne 
validity, most often it is convergent and discriminant validity.
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Paths to Public Benefit
Constructing Meaning from Our 
Physical and Built Environments 

through Digital Observation

Gina S. Lovasi, Steven Bedrick, Michael Brauer, 
Megan Doerr, Fabio Kon, Lindsey Smith, and Beate Ritz

Abstract

Digital data can be used to observe human behavior as well as aspects of the physi-
cal, built, and natural environment that provide context for such behaviors. Data 
extracted from communities through surveillance have rightfully been the subject 
of concern, yet such data hold great potential for benefits, including  knowledge 
generation and dissemination to advance human  health and  equity. Benefits will 
depend on what is measured and who sets the agenda. Here, ways to organize 
available and future physical, built, and natural environment measures are dis-
cussed, and approaches are proposed to guide the use of such data to generate 
knowledge while keeping in mind varied value judgments and goals.  Metadata are 
identified as a key tool to deter misrepresentation and misuse of data. To serve this 
purpose, metadata could be expanded in several ways, including historical context 
and intent of  data collection as well as limitations and permissions to be aware 
of while planning use and interpreting findings. As data are used, subsequent 
versions of metadata could record information to inform future use, including a 
statement of  social license updated as the individuals and communities affected 
by use of the data reflect on harms and benefits. The process of seeking social 
license for use of geographically referenced data itself has potential to add to our 
understanding of human agency and to inform ethical inquiry about the structural 
determinants and individual choices that play out in communities. Opportunities 
to fill gaps and meet future challenges are identified. Further, attention must be 
given to incentives across the funding, publishing, and institutional landscape so 
that envisioned change can be realized and sustained.
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Introduction: Physical, Natural, and Built 
Environment Measurement for Digital Ethology

We are living amidst a revolution of geospatial data generation and use. Such 
data have the power to be transformative by improving our understanding of 
the physical, natural, and built environment and benefi ting the public and in-
dividuals through valued outcomes such as health. Here, we consider the po-
tential of place-based data within the emerging interdisciplinary fi eld  of digital 
ethology, which brings a multimodal perspective to the potential for accumu-
lating data to describe and explain the bidirectional relationship between hu-
man behavior and its geospatial context (see Paus, this volume).

Implications of Accumulating Place-Based Digital Data

As we live our lives, data accumulate in records that are increasingly in a digital 
format. When we access our phones, we generate vast amounts of behavioral 
data, much of which can be anchored to our location at the moment and our re-
curring travel patterns. Further, we may add sensors to our homes to detect water 
leaks or other disturbances, and municipalities and governments digitally moni-
tor and report on air quality and temperature. Individually, we benefi t when we 
use location,  satellite imagery, and real-time traffi  c congestion data to navigate to 
a restaurant or clinic. To attain these benefi ts effi  ciently, we may agree to moni-
toring of our  mobility as a part of  traffi  c density surveillance, which is then made 
available for broader use that extends far beyond our own planning. Stored im-
agery or video footage of public spaces, such as that recorded for security-related 
purposes, could additionally be used by researchers to study human behavior in 
daily life, as highlighted by Pallante et al. (this volume). Thus,  knowledge gen-
eration1 goals may be among uses that extend beyond those originally envisioned 
in planning or permitting digital data collection. Such research applications could 
use geospatial data resulting from digital surveillance for the common good; 
there is also a need, however, to manage and mitigate potential harm.

Potential Harms

While  digital surveillance is an increasing and nearly ubiquitous reality,2 
digital surveillance has negative connotations due to known, suspected, and 

1 In line with Kum et al. (this volume), we view knowledge as being created from data and us-
able to inform action. Many steps and much potential for missteps lie along the path from data 
to knowledge to action.

2 Some applications of geolocated data are designed for public health surveillance purposes, 
such as to monitor infectious disease outbreaks, as highlighted by Sarker (this volume). Here, 
we include not only passive methods that capture information about people, but also those 
that capture spatiotemporal variation in the spaces inhabited, traversed, or otherwise used by 
people.
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feared uses and abuses. Many possible uses are not anticipated or may not be 
welcomed by the individuals whose data are assembled. For example, com-
mercially marketed cell phone–location data have been used by police during 
criminal investigations (Burke and Dearen 2022) and can reveal presence at 
sites where sensitive medical services are provided (e.g., reproductive, mental, 
or behavioral health clinics) (Fair 2022). These present uses add to historic 
precedent to substantiate concerns that place-based digital data can reify and 
exacerbate systemic inequities and  power  imbalances. Harmful use of digital 
place-based data can include restriction of individual and collective rights.3 
Other costs to individuals and communities may result from commercializa-
tion of these data in ways that are misaligned with or undermine advances 
toward  equity.  Documented harms from use and abuse of digital data, even if 
well-intended, provoke questions about the legitimacy and acceptance of digi-
tal observation and resultant data use.

To mitigate harms  that can arise from digital surveillance, strategies that 
increase transparency and limit abuse potential are required. In some instances, 
the risk of harm or  lack of consent may be most appropriately addressed by 
not accumulating data. Where digital data can be ethically collected, however, 
their use should benefi t the individuals and communities whose surroundings 
and activities are represented, such as through remediation of environmental 
harms that undermine health. Here, we frame this as using geospatial data 
for good, while recognizing that notions of “good” are highly subjective. 
Proactively thinking in these terms frames our obligation to produce public 
benefi ts while averting harm. Further, it highlights the need to include and am-
plify the voices of the communities who contribute to the data from the outset. 
Finally, investment in dissemination and translation is needed so that observa-
tion and  knowledge generation can contribute to communities’ data-informed 
advocacy and action.

This chapter distills our multifaceted discussions from the Ernst Strüngmann 
Forum in July 2022. During this week-long immersive event, we put forward a 
vision to advance scientifi c and societal benefi ts made possible by assembling 
digital data on the physical, natural, and built environment. To do so we identi-
fi ed types of data to be included, implications of sharing access to and power 
over such data, and strategies for creating and disseminating knowledge with 
attention to challenges specifi c to spatial data and to the values and needs of 
communities represented in this data. Before concluding the chapter, we high-
light opportunities for team formation,  cross-disciplinary training, and ways to 
shape our funding allocation, publication, and institutional incentives to sup-
port sustained progress toward our vision.

3 Here we are referring to rights, such as the right to life and liberty, but also note that the right to 
 privacy is closely connected to concerns raised about digital surveillance. For further reading, 
see Chapters 10, 11, and 12 (this volume); for an overview of how human rights could inform 
ethical work with  big data, see Mantelero (2018).
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Types of Digital Data on Physical, Built, 
and Natural Environments

As noted by Smith (this volume), multiple existing data sources capture as-
pects of what is present in the environment (e.g., land cover such as pavement), 
how it is used (e.g., parking, playground), and quantitative characteristics that 
vary spatially (e.g., surface temperature, air pollutant concentration, annual 
precipitation, daily average sound levels). The lens of digital ethology sug-
gests making human habitual behavior central to our typology of environmen-
tal measurement.

Human-Centric Quest for Measurement

For  the purposes of this chapter, we chose a human-centric approach to clas-
sifying measures of the environment. Our emphasis is on  public benefi ts and 
 harms, where the humans who make up this public have lived experience 
expertise and value perspectives that need to be considered. This should not 
be interpreted as the only lens through which one can view potential global 
benefi ts of digital geospatial data; alternatives may emphasize aspects of the 
biosphere aff ecting multiple species. Here, we identify that a human-centric 
approach can bring attention to the following questions:

• Fitness for fulfi lling human needs: How fi t is the environment for 
fulfi llment of human needs? In what ways does the environment cre-
ate opportunities from the most fundamental (e.g., breathing clean 
air) to the most aspirational (e.g., artistic expression, co-creation of 
knowledge)?

• Suitability to how a place is actually being used: How fi t is the envi-
ronment for the currently enacted or desired use4 by the community? 
What features may enhance uses for which a place was designed? What 
features contribute to unintended side eff ects, including those that arise 
from the mismatch between originally intended and current de facto 
uses? What constructs relate to fi tness for the current de facto or emer-
gent proposed use, such as livability,  walkability, or accessibility?

• Design and redesign to encourage intended uses: What immediate- and 
long-term uses were deliberately accommodated or discouraged as the 
environment was built and rebuilt over time? Do we have direct ac-
counts of the intentions5 (e.g., oral history, transcribed discussion at 

4 Uses of the surrounding  built environment range widely, including the acquisition of food and 
other goods and services,  mobility and  physical activity, and social interactions from casual 
greetings to building collective identity and action (see Weigle et al., this volume, on social 
environment).

5 Intentions might, for example, be revealed by noting exclusive attention to private vehicle use 
in a planning document for gridded streets.
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planning meetings or public hearings, archived documents, legislation) 
or can intentions be inferred based on the specifi c features present (e.g., 
hostile architecture to deter homeless encampments, loitering, or skate-
boarding (Petty 2016)?

These questions help to organize existing measures and can also lead us toward 
what additional data are required as new uses of environments are initiated or 
proposed, or as needs are newly articulated by communities.

Notably, the intentions of those who design and the needs of communities 
who use the environment are brought into the foreground. These intentions can 
be mutually informed, as emphasized by architects such as the Brazilian land-
scape designer Roberto Burle Marx who revisited design decisions after actual 
use has been observed (Montero and Marx 2001).6 For example, Burle Marx 
maintained that the paths in newly opened public gardens should be formalized 
only a year after the space becomes available, refl ecting the footpaths created 
by frequent community use (i.e., those routes through the space that have been 
demonstrated to be convenient and useful). This attention to emerging use can 
be applicable even in  cities with a long history of human habitation and built 
environment change. There is also the possibility for observation across do-
mains, measurement scales and time periods, and across emerging frontiers 
of measurement to inspire entirely new questions as we wonder about ways in 
which humans respond to the built environment “in the wild.”7

Domains: What to Measure That Is Relevant to Human Needs 
and Uses of the Environment

As we explore digital data related to the lived environment, we fi nd ourselves 
encountering a wide variety of domains of data, situated at varied levels of 
resolution and abstraction.

Beginning with impediments to foundational needs such as breathing clean 
air and sustaining thermal comfort, we may fi rst consider data describing atmo-
spheric properties of the  physical environment (e.g., particulate concentration, 
humidity). Topological characteristics and type of land cover may aff ect these 
properties, along with how suited the landscape is for providing nourishment 
and shelter, what resources can be accessed, and what uses the spaces may 
support. Beyond describing the places used for housing, work, and leisure, 

6 Other practices applied by Burle Marx in his work in Brazil may have relevance to natural 
features integrated into the built environment (e.g., specifying that gardens should prioritize 
native species and taking into consideration the preexisting natural and physical landscape). 
While on the surface these may not seem crucial to a human-centric approach, the perspectives 
of Indigenous peoples may bring further attention to these and other aspects of how we build.

7 The phrase “in the wild” is used here to convey that these are not settings artifi cially contrived 
to manipulate human behavior for research purposes, as might be seen in a laboratory setting. 
Humans in their current habitat largely means humans surrounded by structures and urban 
spaces built by and for humans.
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geographic data can incorporate notions of secure tenure ( ownership),  safety, 
and private or restricted use spaces.

Going beyond physical attributes of terrain (i.e., topology, geology) to con-
sider fi tness for intended uses requires distinct measurement approaches even 
when situated at a similar geographic scale.  Remote sensing and  stationary 
sensors are especially valuable for visible environment measurement, includ-
ing the presence of buildings and transportation-related structures. In contrast, 
administrative and  participatory digital  data collection approaches are often 
needed to capture aspects of the built environment8 that relate to intended 
and actual use over time (e.g., availability and accessibility of health-care 
delivery or food establishments). Notably, quantities such as auditory  noise 
may be operationalized via relatively objective measurements of physical 
properties at a particular point in space and time (i.e., ambient decibel level), 
yet whether a given decibel level is perceived as unwelcome noise can depend 
on the source, the listener, and the surrounding context. Many measures that 
relate to fi tness for use are quite complex and inherently subjective, such as 
a “ walkability score” (Wang and Yang 2019), which may be computed in 
any number of diff erent ways and often relies on combining multiple sources 
of data. Developing and agreeing on methods of measurement is critical for 
deriving value from geospatial data in terms of how these data relate to hu-
man–environment interactions. Clarity about what to measure is a prerequisite 
to selection of relevant data sources,9 and also to noting limitations specifi c 
to the task at hand. Going beyond methodological limitations, it is also im-
portant to explicitly examine and document sources of  bias within one’s data 
and choice of measures.

Further enhancing our understanding of the environment, we may consider 
data representing (and possibly directly generated by) discrete and ongoing 
human activities, including “ sensor data.”10 This could include readings from 
traffi  c counters  with relevance to  mobility and vehicle emissions, as well as 
data sources providing insight into how people feel or act in a given space, 
such as geotagged social media posts. These data types may illuminate barriers 
to realizing benefi ts of intended land use. For example, two otherwise similar 
parks may be quite diff erent with respect to physical and mental health benefi ts 
due to diff erences in surrounding vehicle traffi  c and associated noise, air pol-
lution, and injury hazards.

8 We defi ne the  built environment as including human-built or modifi ed structures, transporta-
tion systems, and features such as buildings, roads, plazas, and parks as well as fi xed features 
such as fi re hydrants and light posts.

9 The proposed use will determine whether available data are suffi  ciently relevant, and cor-
respondence between what we aspire to measure and what we have represented in our data is 
never perfect.

10 This is intended broadly to include not only stationary sensors deployed for purposes of mea-
surement but also device-based data such as accelerometry and geolocation data generated as 
people carry cell phones throughout their activity space.
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There is a feedback relationship between the design and use of the en-
vironment; enough people participating in an individual activity can result 
in structural change, and vice versa. Further, observational data generation 
and subsequent  knowledge generation can make ongoing use of a space more 
evident, and awareness of how a space is used can itself change use (e.g., 
people changing their behavior or chosen route in response to the presence of 
a cycle-counting monitor) or can bolster the case for sustained investment to 
facilitate use (e.g., monitoring the number of cyclists following the develop-
ment of protected bicycle lanes can be used to make the case to maintain and 
scale up such protections).

The same physical feature may simultaneously span multiple domains cat-
egorized based on type of human use. For example, a bus stop could be both 
relevant to current community use for mobility as well as providing for rest 
or shelter because of the presence of a bench. Likewise, a mixed-use building 
including ground-fl oor retail and apartments may play a role in both the food 
environment and  walkability at the neighborhood scale.11

Variable Scale and Timing Require Attention to Human-Drawn 
(and Redrawn) Boundaries

Data representing features of the physical and built environment range in scale 
in terms of spatial and temporal resolution, density, and precision.

Advantages of digital data include its volume and frequency—for exam-
ple, measures that capture seasonal and even hourly fl uctuations in air quality. 
Some digital data can be archived and later processed and transformed to limit 
the  uncertainty due to temporal gaps in an observation series.

At a given time point, geographic space is divided into units of observation 
in ways that may align with how they are designed or used, ranging from a 
simple grid to human-drawn administrative units, including parcels, zoning 
areas, and plots of variable shape and size.

A challenge in digitally derived  environment data is posed by human-drawn 
boundaries and features (rather than those that are naturally occurring and en-
during). Human-drawn boundaries have diff erent social, economic, and politi-
cal functions, and are commonly used in research relying on  geographic infor-
mation systems (GIS), as described by Smith (this volume). Our organization 
and depiction of such boundaries benefi t from a notion of spatial hierarchy, 
yet the spatial nesting of smaller areas within larger ones may be imperfect. 
In some scenarios, these hierarchies may be complex, and involve plural, 

11 Neighborhoods have been variously defi ned to include activity spaces frequently visited, ar-
eas important to resident identity, or the postal and other administrative units that provide a 
convenient but imperfect operationalization of neighborhoods (Lovasi et al. 2012). Together, 
neighborhoods contribute to larger geographic contexts such as the city-level patterns that con-
nect physical and social environments; for further discussion, see Balsa-Barreiro and Menendez 
(this volume).
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non-overlapping, and highly irregular attributes. Boundaries may be closely 
tied to elements of physical geography or existing infrastructure, such as bod-
ies of water or utility and sewage networks. Historic processes shaping delin-
eation may themselves be harmful, as in the case of gerrymandering (Sánchez 
2018) or municipal fragmentation (André Hutson et al. 2012). Understanding 
the origin of these boundaries may have implications for contemporary use, in-
cluding eff orts to explain how various land uses arose and changed over time. 
For example, analyses concerned with  equity and  resource distribution benefi t 
from use of historical information about boundaries such as those associated 
with redlining in the United States, which determined unequal access to loans 
and housing by race (Rothstein 2017).

Human-drawn boundaries may be driven by  power  or  bias and are sub-
ject to challenge or overthrow. The built spaces marked by these changing 
boundaries may respond incrementally or suddenly.12 An example of the latter 
can be noted in the city in which our Forum discussions to conceptualize this 
chapter took place: Frankfurt am Main, Germany. Frankfurt’s old town under-
went substantial physical rebuilding and administrative changes after bombing 
during World War II had destroyed most of its physical infrastructure (Lehné 
et al. 2013). Changing boundaries may occur in response to  population growth 
or  migration, which requires attention when working with longitudinal popu-
lation characteristics based on census boundaries (Logan et al. 2014). These 
shifts can pose a challenge to systems of data management, knowledge repre-
sentation, and statistical analysis.

Contextualizing Imposed Labels and Current Practices: 
A Case for Increasingly Inclusive Teams

Digital data that  we have access to or envision to create arise from a legacy of 
geospatial work. Further, those engaged in generating and using environmen-
tal data to explain human behavior and health are infl uenced by our training 
to think of the world as compartmental and to formulate questions according 
to our specifi c professional lens as well as other aspects of identity. This can 
impede the match between community needs and what is measured about the 
environment. For example, within mobility research, amenities and services 
may not be equally matched to the needs of all demographic groups, and in 
particular, accessible toilets and benches that are critical mobility determinants 
for seniors have not been routinely captured in  walkability measures. Thus, 
collaborations inclusive of perspectives across demographic categories such as 
age may yield new insights even for commonly addressed topics.

Provenance and identifi cation of those who should set the agenda for mea-
surement of and changing use of a space (e.g., public vs. private control) may 

12 In addition, the location and nature of boundaries can, of course, be disputed between groups 
of people or organizations, adding an additional layer of complexity.
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not be easily established. The concepts and defi nitions discussed here and by 
Smith (this volume) are illustrative of measures commonly encountered in 
urban spaces in western, educated, industrialized, rich, democratic ( WEIRD) 
countries where the systematic collection of data from the physical and built 
environment started several decades ago. Yet, the vast majority of humanity 
does not live in areas that have data availability typical of  WEIRD countries. 
As we consider a truly global research agenda for digital data about the envi-
ronment, collaboration with a broader cross section of researchers, communi-
ties, and policy makers from around the world will be essential.

Future research teams may include perspectives we are missing and may 
accordingly judge some ways of categorizing or labeling domains of environ-
ment measurement to be inappropriate. It is particularly important to recognize 
the need for bridging to work on topics of importance to  equity,  such as hous-
ing instability, with research in understudied parts of our human habitat. For 
example, Weinstein pointed out the narrow view of North American scholars 
on the topic of evictions and wrote an article on reconceptualizing housing 
insecurity by looking at the work carried out by scholars in India and South 
Africa on urban “slum” evictions (Weinstein 2021). The fi eld will benefi t from 
critically appraising current practice, assessing ways in which our categoriza-
tion of data is or is not appropriate to other research scenarios, and articulating 
additional concepts that need to be developed.

Expanding Frontiers of Environment Measurement

Digital observation may open the door to research eff orts, collaborations, and 
exchanges that cross national boundaries. Some types of data are already col-
lected globally (e.g.,  Landsat, which collects  satellite imagery from the entire 
Earth). Such data can now also be used with tools such as artifi cial intelligence 
algorithms in innovative ways (e.g.,  remote sensing images from the Amazon 
Rainforest to detect  deforestation areas with the help of  machine learning and 
citizen science) (Dallaqua et al. 2021).

Some types of data off er fl exibility in generating data categories and con-
structs, and we note that imagery is one such type of data. Imagery can be used 
to capture pre-determined features and to enable future uses not envisioned at 
the start of data collection. For example, at present digital data to character-
ize quality and use of indoor environments is limited, even though these are 
the environments where most people around the world spend most of their 
time. Potential indoor environment data sources include indirect information 
derived from exterior imagery (e.g., building structure and details visible 
through remote sensing or façade features from street-level imagery) as well as 
imagery that more directly shows the indoor environment, but which may not 
represent the typical condition of that environment over time (e.g., from online 
real estate resources which include indoor images). Importantly, despite the 
fl exibility of working with imagery, challenges arise due to measurement that 
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is inferred, available only for a biased sample of places or times, or unreliable 
such as due to variation in weather, lighting conditions, obstructions, or other 
temporal aspects that may aff ect observation (e.g., image capture of a street 
before or after trash collection). Further, when using human raters of imagery 
to capture information  such as perceived safety, there is a risk of embedding 
into resultant metrics any salient human biases, such as an implicit association 
of racial composition of a neighborhood with perceived safety. Preferences 
and perceptions diff er, which makes an inclusive research team composition 
and practices like community consultation valuable in understanding what 
is being observed in digital data. Relevant to safety perceptions and equity, 
for example, experiences of over-policing may result in divergent responses 
by race to police presence.

Alongside digital datasets about the built and physical environment, spa-
tially referenced human reactions to events can be captured, particularly 
through data sources like  social media, as discussed by Sarker (this volume).13 
Social media can capture conscious reactions to physical features or associ-
ated construction eff orts, possibly leading to behavior change or public de-
mands. In contrast, users of a space may not be able to sense air pollution or 
notice resultant cumulative health eff ects, and therefore reactions to unseen 
or gradually harmful exposures are unlikely to be captured in social media 
posts. Novel insights and innovations may be facilitated by the increasing use 
of social media as a source of data, including insights into the perspectives of 
geographically delimited communities and other social or professional groups. 
 Representativeness of such data must be considered, however, as diff erent 
social media platforms may have greater affi  nity from particular user groups 
while other parts of society may be entirely excluded.

Beyond what data are presently recorded or monitored describing our built 
and physical environment, it is important to be aware of what is not being mea-
sured. Even where certain aspects of the physical or built environment are cur-
rently challenging to measure, determining that something is worth measuring 
or sensing digitally has the potential to drive down costs of data acquisition, as 
has been the case with the cost of remote sensing imagery.

As a metaphor, we fi nd it helpful to think of the digital measures that are 
currently in common use for understanding the environment as those found 
“under the lamp post.” As data needs are articulated and the range of domains 
covered by available geospatial data broadens, we will expand and spread the 
light of the lamp post and increasingly be able to see what has until now been 
hidden. In full awareness of our current imperfect vision of what is possible, 
we endeavor to provide ideas and questions about how emerging frontiers of 

13 It must be remembered that social media data introduces issues of sampling  bias; for example, 
a dataset comprised of geolocated Twitter/X posts will underrepresent voices of older users or 
of users without smartphones. We discuss this issue in detail later in this chapter.
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data generation could fi t with previously used data sources. In doing so we 
aspire to catalyze continued conversation and elaboration by others.

Who Has Input and Access to Environmental Data 
and Metadata from Digital Surveillance?

In  this section,  we consider how we can improve access to digital data toward 
an overall goal of “data for  public good.” In doing so, we consider that with 
improved technology there may be opportunities to measure previously under-
studied aspects of the environment.

In considering who has access to data, there are a number of existing con-
straints. Not all data can be shared without relevant security or legal clearance. 
For example, some imagery is classifi ed (collected for military purposes) or 
when released obscures specifi c features. Data may come at a fi nancial cost or 
require payment for transformations needed to make it ready for use. Storage 
systems could create barriers to access or pose additional costs. Some data may 
only be available for a limited period of time, either after an embargo period 
or before it must be deleted. Of course, beyond data access, appropriate and 
informed use of data requires understanding the underlying methodology and 
purpose, making metadata invaluable.

Metadata Wishlist

As noted by Miller (2022), metadata is data about data, taking the form of 
structured statements that inform eff orts to organize, describe, locate, index, 
structure, navigate, and manage data resources. Metadata creation and contri-
bution of metadata to repositories are important ways to increase responsible 
use of digital data (Leipzig et al. 2021). Both those sharing and accessing data 
and data repositories (e.g., Dataverse; King 2007) will benefi t from the skills of 
data governance experts and data librarians (Lagoze et al. 2006).

Some novel aspects of metadata that we propose below go beyond fi xed 
technical specifi cations and may need updates subsequent to initial data dis-
semination. This means that a system that handles versioning is needed, per-
haps building on practices  developed for  GitHub (Crystal-Ornelas et al. 2021).

We note that the data versus metadata distinction can seem arbitrary and, 
in fact, the same observations may both be represented as data in one database 
and be summarized in the metadata for a diff erent but spatially overlapping 
database. The use as data or metadata will depend on the specifi cs of any given 
analytical or data management scenario.

Metadata about Original Purpose for Data Collection

Some recontextualization of data can be achieved when including information 
about the original  data collection purpose within metadata. For example, Google 
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imagery and maps have become useful tools for the characterization of the built 
environment for health research (Rzotkiewicz et al. 2018).  Google Street View 
(Gallo and Kettani 2020) had a primary purpose of improving the spatial and 
temporal accuracy of Google Maps, for purposes which included identifying 
commercial locations and increasing advertising revenue. As a consequence, de-
rived data based on these private sector eff orts are expected  to represent retail set-
tings more accurately than other aspects of the environment such as bike routes. 
Commensurate with its primary purpose, the image availability and recency vary 
systematically with  socioeconomic conditions (Fry et al. 2020). Researchers may, 
however, use Google Maps/Google Street View for effi  cient characterization of 
the environment at a scale that would not be feasible using fi eld audits.14

Other examples in environment measurement likewise benefi t from un-
derstanding the original purpose and potential for blind spots and  bias in the 
data. Diff ering susceptibility to bias based on origin can be articulated even 
among data sources in a similar domain, such as traffi  c counts computed by 
a city’s bureau of transportation as compared with user-contributed data for 
smartphone-derived traffi  c apps such as TomTom or Waze. Whereas a trans-
portation bureau may collect data for meeting reporting requirements or in-
forming intersection changes to improve safety,  traffi  c apps are likely seeking 
to increase user engagement and associated revenue. Data users could be more 
cognizant of the data origins and diff erences in sampling density if these are 
routinely contained in metadata.

 Privatization of data generation intensifi es the need for metadata to high-
light the reasons for  data collection and the related implications for their sec-
ondary use. Potential biases, blind spots, or inconsistency may arise related to 
the original commercial purpose motivating data generation.

 Public Open Data projects (e.g., Open Street Map) where “the community” 
can upload and update data are an alternative that is commonly used in research, 
especially in locations where government or private sector data may not exist, 
are not  trusted, or lack granularity. In working with such community-generated 
data, users should be aware of ongoing updates and gaps based on data provider 
capacity or interest in specifi c locations (e.g., locations with higher proportions of 
populations with technical GIS profi ciency may have more detailed information; 
points of interest to specifi c groups, such as caregivers,  may be underrepresented).

Metadata Relevant to Generalizability: Incorporating Structured 
Information about Communities

Metadata illuminate  how data are viewed from multiple perspectives (Lagoze 
2001), including attention to the communities represented or omitted. 

14 For example, de Macedo Oliveira and Hirata Jr. developed a system that analyzes thousands of 
Google Street View images with machine learning to investigate the greenery in a megalopolis 
like São Paulo (de Macedo Oliveira and Hirata Jr. 2021). 
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Omission can be the result of structural racism, marginalization, and related 
social processes that the data creator may not acknowledge or endorse. Thus, a 
structured requirement for attention to  representativeness within the metadata 
itself is useful, especially if accompanied by an inclusive process. Multiple 
perspectives can allow a team to draft more robustly and update metadata, 
documenting a range of cautions to consider when  generalizing to a larger set 
of individuals or geographic areas.

When a community is not represented in data on the environment, there will 
be missed opportunities to inform decision making (e.g., due to insuffi  cient at-
tention to hazards in the environment or incorrect attribution of harmful eff ects 
to the wrong cause), potentially resulting in a community missing out on ben-
efi cial place-based or policy changes as a result. As an example where errors 
in attribution could result in missed benefi ts, consider how a focus on physical 
signs of disinvestment could be interpreted as supporting diff erent action strat-
egies. One response might involve attending to the visible signs (e.g., by fi xing 
broken windows or planting trees in deprived neighborhoods); however, even 
if appreciated by residents, this may fall short of enduring change if the under-
lying cause is not identifi ed. Alternatively, the underlying disinvestment could 
be addressed more directly, such as through investment in  education or job 
creation in the same neighborhoods to foster  social mobility. Thus, attributing 
any observed harm to what is proximal and visible risks superfi cial action; that 
is not only ineff ective, it also diverts attention from alternative actions respon-
sive to the underlying cause and with greater potential for enduring benefi ts.

Metadata that incorporate a structured  ontology (Norris et al. 2019) for so-
cial context could help researchers delimit their fi ndings by identifying popu-
lations that were entirely or disproportionately excluded. This would facili-
tate systematic eff orts to describe and fi ll gaps in the availability of actionable 
knowledge that result from historical and present inequity.

Metadata about Data Sharing and Social License

Data access and  sharing practices  can also be highlighted  in metadata, for ex-
ample, as described by the Data Use Ontology standard (Lawson et al. 2021). 
Crucially, this can include who can access data and potentially also how the 
data have been used over time. Through data  reuse (“secondary use”) of large-
scale data, community data may become divorced from their source context. 
Structured approaches are needed to reconnect datasets to their originating 
and dynamic social context. We propose that this can be achieved by bring-
ing community voice alongside application of established guidelines, such as 
 Maelstrom for data harmonization (Eva et al. 2022).

How a dataset is used is subject to change over time, requiring updates to 
information about how it has been or could be used. Such information includes 
who has used the data and how data transformations and linkages have been 
made or could be made. Such metadata would bring users’ attention to any 
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distinction between the data in circulation and aggregated or enriched data 
available upon request. For example, food environment data from the Canadian 
Urban Environmental Health Research Consortium ( CANUE) repository is 
being released to general users at a higher level of aggregation than the version 
released to approved research teams (Doiron et al. 2018).

A consideration relevant to  stewardship of data is  social license, defi ned 
as the acceptance granted by a given community or public to a company or 
organization for a particular activity. Social license could both be described 
in metadata and seen as a prerequisite to using data about the physical, nat-
ural, and built environment. One example of a deliberative process leading 
to documented social license  is the vast network of  CCTV cameras in the 
United Kingdom. These cameras generate data  about the environment and 
human interactions with and within those environments. The use of CCTV 
for surveillance is considered an extension of the principles of “ policing by 
 consent” established in 1829 (GOV.UK 2012a). Permitted use of the resulting 
data is formalized through the Protection of Freedoms Act (GOV.UK 2012b) 
which includes the Surveillance Camera Code of Practice. This legislation 
established the Surveillance Camera Commissioner (updated in 2022 to the 
Biometrics and Surveillance Camera Commissioner) as an authority to guide 
the use of this technology for one of the most visually surveilled countries in 
the world. Systematic attention to social license as metadata is created and 
shared could promote communication among users and with the original com-
munity or its descendants, and also capture eff orts over time to reconfi rm or 
revise the agreed terms.

Metadata about Other Data Limitations

Metadata should be designed to include aspects relevant to understanding and 
communicating data limitations, such as coarseness of the data that potentially 
masks important variation. Thus, metadata should note quantifi able sources 
of error and  uncertainty. A critical component of data is the characterization 
of  measurement uncertainty (as distinct from true observable variability). 
Uncertainty may be due to the quality of the measurement itself and may also 
arise due to sampling error (e.g., gaps in spatial and temporal sampling). No 
measurement is exact, but measurements may be compared against some prac-
tical benchmark or reference value.

Attention to error and uncertainty can aid in not only articulation of 
limitations but also harmonization and  triangulation with other sources. For 
example, a current measurement with an improved spatial resolution (mea-
surement A) could be combined with a historical measurement with more 
coarse resolution (measurement B) using comparative analyses (e.g., by lin-
ear regression) which itself has some uncertainty (MacEachren et al. 2012). 
This uncertainty should be propagated together with the uncertainty of the 
initial measurements. This permits all available data to be used in a way that 
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refl ects the reduced certainty of estimated values as compared with measured 
values. Likewise, interpolation (e.g., fi lling in missing data that is within the 
spatial or temporal bounds of the measured data) is another process where 
 uncertainty should be propagated based on both the original measurements 
and their modeled relationships.

Using Data

Once data are assembled and access is being provided alongside metadata, 
further steps allow data to be used to generate knowledge and benefi ts. 
Importantly, even before turning to strategies for dissemination, we consider 
how to make  GIS-informed knowledge replicable and  reproducible (Peng 
and Hicks 2021). Key steps include integration, analysis, and interpretation 
refi ned through multiple perspectives.

Integration

Across disciplines,  good practices are needed for  data stewardship (Wilson 
et al. 2017a), including planning for  data storage (Hart et al. 2016). Errors 
are caught and transparency of algorithms improved through practices such 
as code review (Vable et al. 2021) and  code sharing (Peng and Hicks 2021). 
We note, however, that code that only works on a transformed dataset is not 
suffi  cient to allow for external verifi cation, even if the raw data are publicly 
available; sharing the code (or at least a narrative) that details steps involved 
in the data transformation and integration can limit redundant work or use of 
unnecessarily fl awed data.

Two major approaches can be adopted when dealing with large amounts of 
data from diff erent sources, diff erentiated by whether transformations are done 
up front or later as needed.

First, a  data warehouse (Vaisman and Zimányi 2014) is a very large, highly 
structured database built by extracting, transforming, and loading data from its 
original sources. The warehouse can be updated periodically through an au-
tomated process. Metadata are included. Transformation may include spatial, 
temporal, and semantic alignment. Data warehouses are designed to enable 
their users to perform analytical queries (e.g., summarizing data, computing 
aggregate measures). As such, designers consider the specifi c analytical needs 
that the warehouse will support, embedding aspects of their knowledge and 
intention into the resulting data warehouse design.

In contrast, a  data lake (Gorelik 2019) is a repository of heterogeneous 
data collected from multiple sources and stored in its original, raw format. A 
data lake typically holds a huge amount of data, in a similarly huge variety 
of diff erent formats. A key advantage of a data lake is that new types of data 
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can be added quickly and with minimal eff ort. The trade-off , of course, is that 
the end user of a  data lake will need more work to harmonize, format, or link 
data before starting analyses than is typical for users of a  data warehouse. The 
greater control that the user has over decisions on how to transform or link data 
may have advantages, however, especially if the analytical needs diff er greatly 
between data users.

Incentive structures that encourage or impede  data integration are them-
selves considered by Balsa-Barreiro and Menendez (this volume), includ-
ing factors that infl uence the perceived opportunity costs and benefi ts (both 
intrinsic and extrinsic).

Analysis

Emulating study designs that can provide a strong basis for  causal inference 
and pre-specifi cation of analysis plans are among practices whose benefi ts 
have been articulated elsewhere (see Dumas et al. and Medeiros et al., this vol-
ume). As such, we acknowledge these but focus mainly on challenges related 
to  interdisciplinary collaborations and place-based analyses typically encoun-
tered in work with geographically referenced data relevant to environmental 
constraints on human well-being and behavior.

Expectations for rigor and transparency (such as use of  code  sharing plat-
forms like  GitHub) vary across fi elds, and collaboration with computer science 
researchers from an early planning phase can help to ensure adequate resources 
and capacities. Care is needed for analyses of geospatial data. Current practice 
ranges from regression approaches to neural network techniques. Widely used 
programming environments bundled as libraries (such as in R, Python;  ESRI, 
QGIS) may reduce user error and encourage code checking. Investigators 
focused on causal hypothesis testing may benefi t from applying approaches 
such as directed acyclic graphs to identify confounders or colliders (Pearl and 
Mackenzie 2018); in other phases of research, undirected exploratory analyses 
may be more useful.

Even when considering analyses of a single environmental measure, inde-
pendence assumptions may be violated because spatially closer or neighboring 
units are similar. Data reduction and modeling techniques can help to quantify 
or account for this, such as through hotspot analyses or geo-aware cluster-
ing algorithms. Highly correlated spatial characteristics are also commonly 
encountered in datasets derived from geospatial sources, requiring analytical 
methods to take this correlated nature of spatial measures into consideration.15

15 For example, Dias et al. (2023) were able to fi nd a causal connection between the use of 
glyphosate in genetically modifi ed soybean crops and infant mortality by taking into consider-
ation the geographical dispersion of the pesticide via Brazilian rivers. Aleixo et al. (2022) were 
able to develop a machine learning model capable of predicting dengue fever outbreaks in in-
dividual neighborhoods of Rio de Janeiro by carefully analyzing the geographical distribution 
of tens of variables. 
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Geographic location or other characteristics derived from geographic data 
may have a relationship to the dependent variable outcome that is nonlinear 
and, sometimes, completely unpredictable. For example, the distribution of 
bicycle-based mobility fl ows within a city is infl uenced by geography but also 
by city points of interest, residential, work, and leisure areas, as well as the 
existing transit infrastructure (Kon et al. 2022). A robust understanding of how 
multiple characteristics of the environment contributed to observed spatial pat-
terns can be promoted by considering multiple measures, study designs, and 
statistical analysis methodologies.

Interpretation

Initial interpretation of analysis output by researchers should be informed by 
known or likely data limitations, including those documented in the metadata, 
as well as other questions and considerations shown in Figure 3.1. Importantly, 
this should be a starting point to participatory input from others, allowing po-
tential harms or overlooked aspects to be considered. Involvement of broader 
communities to inform interpretation as conclusions are reached will be more 
eff ective if it is based on a prior foundation of working with communities as 
true partners across the entire research life cycle. Models for such engage-
ment include citizen or community-based science practices and participatory 
research methods, including community-based  participatory research; place-
based work on human use of environments may be an especially good fi t for 
such approaches.

Interactive  visualizations are a promising way to allow audiences to select 
options aligned with their interests and needs, increasing the opportunities for 
engagement in ways that inform interpretation. There exist specialized infor-
mation visualization platforms for communicating narratives with a geospa-
tial component, such as  ESRI’s Story Map platform (Alemy et al. 2017).16 
 Interactive geographic dashboards (e.g., InterSCity; see Batista et al. 2016) 
provide another powerful visual tool capable of giving insights and evidence 
for stakeholders including health professionals and urban planners.

Audience Engagement to Refi ne and Disseminate Knowledge

For the  knowledge  generated from geospatial studies to result in public good, 
eff orts to disseminate knowledge must be tailored to multiple audiences. This 
requires methods and skills for eff ective dissemination as well as an investment 

16 For example, see the story map produced by the Confederated Tribes of the Grande Ronde 
(available at https://arcg.is/0v1TO0), which illustrates the geographic history of the various 
original treaties with the United States and includes a series of interactive maps, narrative text, 
and other multimedia elements. This story map was one of the winning entries in the 2019 
ESRI “Tribal Story Map Challenge.”
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of time and money. Below, we  summarize the prosocial motivations by group 
and off er guidance to aid optimal dissemination to:

1. The general public: to encourage critical appraisal, build acceptance 
and support of data-driven activities, and increase the potential for 
collective action potential, and enable citizens to hold policy makers 
accountable. 

2. Target populations: to benefi t and empower  specifi c  populations or 
communities and to support relationships between researchers and 
these communities.

Enhancing the Use of Data for Public Good: Key Considerations
What do data users need to be aware of?

What is the optimal description of the data? 
Who has access and under what conditions?

Collection
What data we collect (“under the 
lamp post”)
• Spatial, temporal coverage and 

resolution 
• May be agnostic to (e.g., 

Landsat) or aligned to 
human-drawn boundaries (e.g., 
census tracts) 

• Resolution/quality varies over 
space and time

What data we don’t collect
• Deep historical context (e.g., 

changes in use and boundaries)
• Relationships between layers
• Data settings that have 

presented logistical challenges 
(e.g., informal communities, 
indoor environments)

Access / Who owns the data
Open / Government / Research / 
Private sector
• Made publically accessible
• Licensing/cost
• Maintenance / storage control 

(e.g., servers)
Context of data collection
• Intended uses
• What was not collected/pro-

cessed
• What was collected but not 

accessible

Description (what “rides along”)
Resolution, coverage, quality (and 
how this varies over time)
Collection instruments, methods, and 
context
Post-processing (availability of 
raw/more granular versions)
Access and use restrictions
Social license: how data were 
collected, are being used

Limitations
What do data not depict and what is 
incomplete/missing
What may be lost in raw to 
processed conversion
What are known problems with 
representativeness based on 
incomplete coverage of target 
areas/population
Errors and uncertainty in measured 
or estimated values

Figure 3.1     To enhance    the use of data for public good, the following must be taken 
into consideration: What do data users need to be aware of? How can data be optimally 
described? Who has access, and under which conditions, to the data?
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3. Study populations: to benefi t directly/indirectly and empower those 
who have  contributed  to the greater understanding of their environ-
ment, to invest in reciprocity, transparency, and accountability of the 
research process, and to return value through capacity building.

To reach these fi rst three groups, direct outreach eff orts will be invaluable, as 
will working with journalists, creating community-driven data browsers and 
 visualization tools, utilizing popular platforms (e.g., social media, television, 
podcasts, online courses, museum talks), and leveraging features of social me-
dia platforms that promote dissemination (e.g., consider “bots for scientifi c 
good”). Additional groups are important to reach:

4. Practitioners: to align practice with evidence, to drive practice change 
and innovation, and to inform interventions and planning. This can best 
be achieved through existing structures for training/skill development 
(e.g., continuing education, professional associations).

5. Policy makers: to promote evidence-driven policy making, to support 
critical appraisal and adjustment of existing policies, and to prevent 
distortion of scientifi c results. Here, the preparation of contextually 
framed policy briefs is imperative as well as tapping into existing 
mechanisms for public comment as well as funder and advocacy orga-
nizations’ lobbying networks.

6. Scientifi c community: to ensure accountability, to foster collaboration, 
to generate new ideas, and to receive feedback. Eff orts should focus 
on refereed journals, scientifi c meetings, etc., and through cooperation 
with the various professional societies.

7. Private sector: to increase knowledge that supports harm avoidance, 
thereby increasing public good; to increase legal culpability; and to 
encourage doing good while doing well. Eff orts will need to commu-
nicate contextually framed information on the potential for harm and 
interventions for future harm avoidance.

Across all audiences, the following pitfalls need to be considered as strategies 
are developed:

• Reifi cation of  bias
• Limited expertise, experience, and resources
• Competing priorities and time commitments of  research team
• Competing demands for audience attention
• Diffi  culty of contextualization
• Temptation to oversimplify or overhype
• Insuffi  cient accessibility of language or terminology
• The elongated timescale of science generally or of a given research 

project specifi cally as compared with the “media cycle”
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To engage people who could be aff ected by physical and built environment 
characteristics,17 it is important to distinguish between the individuals directly 
engaged in a study (participants), other residents/users of the studied settings, 
and broader populations spanning other settings to whom the research conclu-
sions may be generalized.18 Investigators need to adopt specifi c strategies to 
reach groups aff ected by their research, address any risks for group harm, and 
ensure transparency through communication. Working with journalists, and 
science or data journalists in particular, can be a strategy to reach multiple au-
diences and foster trust and recognition for scientifi c endeavors and advances 
in our fi elds.

Yet not all dissemination eff orts will be equally eff ective. Brevity is val-
ued. Timing of dissemination can determine receptivity to research fi ndings. 
The optimal time to speak to the media or to publish op-eds based upon re-
search fi ndings may not be when the research has been completed/published, 
but rather when a relevant issue arises within the public discourse or policy 
agenda. For example, emerging attention to wildfi res may present an unantici-
pated window of opportunity to disseminate research on health eff ects from 
air pollution or land management decisions. Complementary engagement may 
be considered across multiple formats (e.g., reaching policy makers through 
both producing a two-page policy brief and contributing comments on a public 
notice with obligatory response to relevant comments). Beyond the eff orts of 
individual investigators, there may be a role for professional societies to scan 
for relevant actions (such as public comment periods for certain subjects) so 
that membership can be made aware of relevant rulemaking.

Nuances and caveats typically reserved for communication to a specialist 
audience may be important to translate to a broader audience in a concise and 
accessible way that conveys which fi ndings are fragile versus robust; oversim-
plifying the message may be expedient but could later backfi re as subsequent 
and seemingly confl icting fi ndings impede understanding or undermine  trust. 
Without appropriate training, dissemination opportunities can be mishandled, 
communities off ended or harmed, misinformation reinforced, and disinforma-
tion propagated. Inaccessible language can impede eff ective communication 
that meets audience needs, including due to unintended connotations of some 
commonly used scientifi c terms (Somerville 2012).

How research should be disseminated will also depend on characteristics 
of the researcher and audience. In some instances, rules established by funder 

17 Often, those aff ected by the environment are discussed as “stakeholders.” We note, however, 
that there was not agreement within our group about the utility and appropriateness of that term.

18 The known limitations of such  generalization are important to articulate, though generalization 
beyond the observations included requires strong assumptions. A key assumption for general-
izing claims about an environmental eff ect on human health, for example, would be that there 
is no eff ect modifi cation (even if unmodeled) that results in a diff erent strength or direction of 
association, or that any eff ect modifi er is not diff erently distributed between the measured and 
target population or settings.

Downloaded from http://direct.mit.edu/books/book-pdf/2458065/book_9780262378840.pdf by guest on 26 September 2024



 Paths to Public Benefi t 47

organizations or governing the organization where the research is conducted 
may shape what is allowed to be communicated to elected offi  cials. Other po-
tential obstacles may be institutional fear of upsetting funders or board mem-
bers. In order to reach the private sector where the aim includes establishments 
of culpability, contextualization of the information may be warranted such that 
not only possibility for harm is demonstrated but interventions for future harm 
avoidance are proposed.

Ultimately, a dissemination process that reaches a broader audience is criti-
cal to professional advancement of researchers individually and stands to ben-
efi t the fi eld through infl uence on funders and policy maker priorities (Dudo 
and Besley 2016). Dissemination should be wide ranging, encourage multidi-
rectional discourse, and may frequently extend beyond the conclusions of a 
particular project (e.g., massively open online courses [MOOCs] or other for-
mats for continuing education, TED talks, science museum events, podcasts, 
engagement on social media platforms, and other ongoing public outreach 
roles). Specifi c  cultural contexts may also create other avenues to move sci-
ence messaging to be more resonant with popular culture forms. For example, 
a Canadian public service announcement designed to reach a Punjabi-speaking 
population used video featuring bhangra dance and a well-known Indo-
Canadian actress to enliven delivery of the message about pesticide safety and 
laundry instructions (Murphy and Nicol 2010).

Critical consumption of knowledge warrants attention across all sectors of 
society and all career stages as the methods used continue to advance (Few 
2019). Especially with complex topics, a craving for simplistic solutions and 
a rush to attribution may lead to trendy, overhyped, and misleading science. 
To avoid dissemination of simplistic conclusions which can undermine  public 
trust, attention is needed to who is engaged in research, how we train investiga-
tors, and system-wide incentive structures.

Future Directions

For digital environmental measurement  and research  to advance in ways 
envisioned as benefi cial to humanity, attention will be needed on inclusive 
team formation,  cross-disciplinary training, and leverage points for sustain-
ing change.

Team Formation: Include Diverse Perspectives Early

The need to include diverse perspectives is a unifying theme throughout our 
vision for determining what to measure about the environment, documenting 
how and why, and bringing intentionality to the generation and dissemination 
of knowledge. A team science approach off ers the potential to combine the 
strengths of multiple fi elds. For place-based digital ethology, teams should 
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consider including computer research scientists, geographers, and others 
skilled in working with geographically referenced data (as highlighted by 
Brinkhoff , this volume); those with expertise in the building of the environ-
ment such as urban planners and architects; and domain scientists with exper-
tise in how environments aff ect the people who live or spend time in them (e.g., 
environmental health, environmental psychology, urban health). Bringing to-
gether these multiple perspectives early recognizes the depth of expertise and 
limits the risk of redundant eff ort rediscovering what is already established in 
another fi eld. Further, teams and partnerships that bring together a diversity 
of disciplinary, identity-based, and lived experience may be especially cru-
cial to scrutinizing unsupported assumptions and addressing shortcomings of 
conventional practices.

Interdisciplinary researcher teams are poised  for eff ectiveness by encom-
passing knowledge about standard and emerging practices for measuring and 
investigating the environment, including promising practices from across dis-
ciplines in  data stewardship, responsible use of data, and supporting audiences 
in the critical consumption of knowledge produced with data. Skills and roles 
that allow at least some team members to work with nonacademic partners 
(e.g., inviting input and exploring  social license for use of data directly with 
communities, cultivating audience ties including through interactions with 
media) are most benefi cial if incorporated from the earliest stages of collabo-
ration planning.

Training Needs to Leverage Place-Based Digital Ethology for Good

Cross-disciplinary training  was identifi ed as a priority to support working 
across silos, as well as building networks that span disciplines, allowing for 
rapid dissemination of promising approaches and ideas. Cross-disciplinary 
training relevant to digital ethology should provide a foundation for future 
collaboration among those with knowledge of geographic settings (e.g., urban 
planners, architects), physical and  mental health in humans (e.g., medicine, 
public health, psychiatry, neuroscience), social processes (e.g., sociology, an-
thropology), technology to collect and use digital data (e.g., computer science 
research), and outreach to partners and audiences (e.g., community-engaged 
research, communication and implementation science).

As no one person can reasonably cover this full range of skills and exper-
tise, disciplinary silos impede collaboration. To foster awareness and apprecia-
tion of other disciplines among disciplinary specialists, it will be necessary 
to develop models for cross-training at diff erent career stages. This may take 
the form of courses off ering basic skill building or a primer for topics outside 
of one’s own discipline. There can also be value in dual degree or exchange 
programs, for instance embedding journalism trainees within science teams, 
which promotes two-way learning.
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Even among fully trained professionals who are active in the fi eld, ongo-
ing learning opportunities are needed. Workshops and discussions across dis-
ciplines (such as the Forum which resulted in this volume) may create the 
opportunity to discuss and mitigate potential harms of siloed research (e.g., 
awareness of legal, ethical considerations that are relevant to avoiding harmful 
consequences of technically possible research).

Setting the Stage for Sustainable Change

Given the challenge of competing priorities, attention is needed on upstream 
structures and incentives that can sustain change in project planning and im-
plementation, dissemination, and other scientifi c professional practice. Here 
we present some preliminary ideas concerning strategies for organizations that 
provide research funding, journal editors, and academic institutions.

Funders

Organizations that fund  research teams and projects have leverage to incen-
tivize sustained change. Some funders already incorporate planning grants, 
dissemination requirements, or other approaches designed to foster inclusive 
team formation and  knowledge generation that reaches those who can take ac-
tion to reduce harms or create benefi ts. Since harvesting metadata on a large 
scale can be challenging (Lagoze et al. 2006), standards and citation rules for 
meta-analyses should be supported and incentivized by funders. Funders can 
require and fi nancially support the generation of user-ready GIS  data reposi-
tories, such as eff orts supported currently by the Lacuna Fund. This may re-
quire special initiatives to generate such repositories similar to one designed 
to address environmental infl uences on child health outcomes (Smith et al. 
2018), or special funding that would be provided for the work necessary to 
prepare and add data to repositories at the end of studies. Complementary to 
traditional seed funding to incubate a nascent project, funders may consider 
“harvest funding” to amplify the ability of teams to articulate, document, and 
disseminate both insights and data from a project as it concludes.

Journal Editors

As peer-reviewed  articles continue to be an important signal of research repu-
tation used in making funding and promotion decisions, journal editors can set 
the stage for improved practice through required reporting and fl exible formats.

Journals increasingly ask authors to include statements about  data sharing 
or the involvements of aff ected populations (e.g., the British Medical Journal 
required reporting on patient and public involvement) (Boivin et al. 2018). The 
acknowledgment of acceptable  social license could, in the future, be considered 
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a requirement for publication with digital data of certain types, in a way similar 
to the ethics assessment carried out by Institutional Review Boards.

Beyond current reporting requirements for articles, journal editors can cre-
ate spaces for published datasets and metadata with shareable digital object 
identifi ers and promote citing these as a way to connect related work and en-
sure credit. This could take the form of an article type or follow the model of 
a dedicated journal as illustrated by the Nature journal Scientifi c Data, which 
includes examples such as a description of global emissions mapping data 
(Weng et al. 2020).

Academic Institutions

Academic institutions can update promotion and tenure guidelines and pro-
cesses such that they reward the investment of time in activities described 
above, from building of database structures and repositories to developing 
trusting partnerships with communities and other knowledge dissemination 
audiences. Institutions may decide to set up or further invest in structures to 
facilitate cross-disciplinary collaboration in the form of Institutes or Centers. 
These can foster the necessary policy-oriented communication capacities and 
practical collaborative infrastructure that allows for feasible incorporation of 
skills that any given research project may not have suffi  cient funding to sustain 
(e.g., web designers to provide audiences with access to knowledge synthesis 
and interactive mapping).

Conclusion

With the considerations described in this chapter, we envision a world in which 
digital data on the physical, natural, and built environment are useful and used 
for  public good. Data volume, scope, depth, and quality are likely to increase 
in the future. We are already seeing multiple benefi ts, although missteps may 
be an inevitable part of our path forward as the fi eld evolves. Boundless po-
tential gives us optimism for appropriate use, while recognizing that attention 
is needed to amplify responsible use of digital data for  knowledge generation, 
 equity, and other public benefi ts.
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Abstract
The study of social environments has typically revolved around interactions in the 
physical world. Here, a contemporary perspective of social environments weaves to-
gether multidisciplinary viewpoints and considers both physical and virtual spaces that 
off er opportunities for interaction. In the intersection where virtual and physical spaces 
collide, how does the structure of the social environment in the physical world aff ect 
that in the  virtual world, and vice versa? How can abundant area-level digital data, 
produced at multiple locations and points in time, be used to study these social envi-
ronments? This chapter examines the role that digital data plays in the study of human 
interactions, with considerations for context, in terms of physical proximity, history, 
and culture, as well as the advantages and challenges presented in using social media 
data for this type of study. The long-term goal is to examine how the social environ-
ment extends from the physical verse to the metaverse. This provides an unprecedented 
opportunity to characterize not only social environments using digital data but also to 
juxtapose them with the infl uence of physical environments.

Introduction

An important aspect of digital ethology is the role that digital data1 can play 
in characterizing the social environments of an individual. The accelerating 
use of digital information technologies has allowed researchers to access and 

1 Digital data are data stored in digital form. In our context, digital data may refer to digital behav-
ior (e.g., social media posts, number of followers/likes/shares on a social media platform, online 
search queries) or nondigital behavior (e.g., geolocation, census data, emergency room records).
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analyze digital records about our behavior and interactions in the physical 
world (e.g., movement patterns, purchase history, mobile phone interactions). 
Traditionally, social environments were constrained to physical spaces such as 
neighborhoods or workplaces—the context in which people have the oppor-
tunity to interact by refl ecting socioeconomic characteristics, including social 
networks2 and levels of social support. These aspects of individuals’ social 
environments determine their  quality of life and  collective  behavior within 
their communities. While these aspects of the traditional social environment 
still hold true, the margins of the environment themselves have shifted through 
an increased impact by the virtual world.3

In addition to physical places, people interact online, and when they do, they 
leave many digital traces that encapsulate and defi ne their collective behav-
ior. Our understanding of the concept of social environment has been sharply 
modifi ed by the advent of  social media4 and social media platforms,5 which 
have been used to facilitate online communication and interactions. The social 
environments in which individuals live today consist of a combination of their 
physical and virtual environments. The emergence of this new digital social 
environment provides us with new opportunities and challenges to understand 
individuals’ behavior and their interactions within their social environments. 
In this chapter, we attempt to characterize this new digital social environment 
in the context of the ongoing digital revolution. An individual’s activities and 
their social interactions in the virtual world can infl uence and supplement their 
physical social environment, even covering some gaps or defi ciencies in it. The 
online social networks6 that an individual builds can become key factors in 
their social environments. In some cases, such as in  augmented reality7 and the 
 metaverse,8 the virtual and physical social environments intersect, thus blur-
ring the boundaries between both social environments.

2 A  social network consists of the connections and relationships made between individuals in the 
physical world. Social networks can consist of strong ties (i.e., close friendships) and weak ties 
(i.e., acquaintances, work colleagues).

3 The virtual world represents the online world and consists of interactions and connections 
made using online platforms. We use the term virtual world, or environment, as a contrast to 
the physical world.

4 Social media are communications between users in text, image, or video form shared over the 
Internet on a third-party platform (as opposed to direct communication using mobile phones).

5 A social media platform is a third-party software platform used to facilitate communications 
and connections between individuals and groups over the Internet.

6 Online social networks are social networks developed via social media platforms. In some lit-
erature, the terms online social networks and social media platforms are used interchangeably, 
but we make the distinction here.

7 Augmented reality presents an overlay of a virtual world or virtual objects onto a view of the 
physical world. 

8 The metaverse is an emerging virtual world that combines simulated virtual reality (facilitated 
by 3D headsets) and elements of social interaction and connection to create an emotional and 
believable immersive experience.
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This chapter refl ects our multifaceted discussions during the Forum, aimed 
at developing a framework to characterize social environments, both in the 
physical and virtual worlds, using digital data. We start by describing social 
environments from diff erent viewpoints, including those based on ethology, 
social norms, geography and place, social epidemiology, and social networks. 
We then develop a view of social environments based on digital ethology, 
bringing in components of social environments from both the physical and 
virtual worlds. To be able to use digital data to study social environments, 
we must fi rst consider how aspects related to the context infl uence social 
behavior. We emphasize factors related to physical proximity and human 
emotions as key aspects. We refer to the impact of context on the behavior 
of particular collectives (e.g., people who  immigrate) and discuss how  so-
cial bridges and  social mobility can aff ect context. We then dive into how 
an individual’s social environments can be infl uenced by the virtual world. 
This includes the eff ects of building social capital in the virtual world and 
considering how interactions in the virtual world can aff ect behavior in the 
physical world. In an attempt to understand our behavioral evolution in the 
near future, we discuss what ethology means in the metaverse and what 
implications the metaverse might have in our social environments and how 
they are perceived. We then turn to the various types of digital data that can 
capture traces of human behavior and provide a detailed discussion of social 
media data, which can be a rich source of information about the interactions 
in the virtual world. We discuss the advantages of using data extracted from 
social media (e.g., size, speed, capturing emergent knowledge) in comparison 
to more traditional sources (e.g., paper-based surveys) and the challenges 
of deriving knowledge from these data sources (e.g., making individual vs. 
group-level inferences, use of colloquial language,  generalizability). We focus, 
in particular, on the various types of  bias that might be present in social media 
data and discuss several studies that have used social media data to examine 
aspects of human behavior. Finally, we conclude with open questions to be 
addressed in the near future.

Describing Social Environments

There is not a singular defi nition of what constitutes a social environment nor 
a consensus across diff erent disciplines, but there are overlapping elements. 
In addition, there is not one single social environment, rather, an individual 
can have multiple social environments that refl ect the diff erent aspects, spaces, 
functions, or interactions present in their life. Here we present several diff er-
ent, but related, views on social environments and conclude with a unifying 
view of social environments for digital ethology.
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Ethology View

We fi rst consider social environments at the ethological level by considering 
the social behavior of nonhuman primates. In the wild, social environments 
vary according to species’ characteristics and communicative system. They are 
not restricted to a particular defi ned  physical environment and might change in 
scale, but they are related to the opportunity that an individual has to interact 
socially with other individuals. The social interactions do not necessarily have 
to take place, but the boundaries defi ning the social environment are delimited 
by the potential for the interaction. This potential varies among species, de-
pending on their social structure and communicative system.

The social system of distinct animal species shape their social environments 
because it includes individuals with diff erent characteristics (e.g., the preva-
lence of one sex over the other), and these individuals might use the physical 
environment in diff erent ways and interact with diff erent conspecifi cs (Mitani 
et al. 2012). For instance, social systems of nonhuman primates might vary 
from extended families organized around matrilineal hierarchies, where social 
interactions are more or less biased toward kin (Sueur et al. 2011), to troops that 
are organized within families. Families, in turn, are organized hierarchically 
across the troop, where friendships with immigrant males might be common 
(Smuts 2017). A species’ social system shapes, therefore, the identity of the 
individuals with whom the interaction takes place in the social environment.

Diff erent social systems can build diff erent social environments according to 
the use that individuals make of it. For example, diff erent ecological selective 
pressures can generate diff erent social organizations, as in the case of species 
living in fi ssion-fusion societies, which are characterized by a temporal and 
fl uidly dynamic separation of the individuals in subgroups (Symington 1990). 
These dynamics challenge the opportunity to interact socially and moreover 
they create distinctive selective pressures aff ecting, in turn, the communicative 
system of the species (Aureli et al. 2008). The potential for communication 
between individuals shapes the physical space that allows the social interac-
tion between the individuals of a community, concurring in defi ning a fl exible 
social environment.

Therefore, the infl uence of the social structure and the communicative sys-
tem of a species creates a specifi c social environment at many levels (e.g., 
groups, species, orders), which is refl ected in the potential for the individu-
als to interact. Examples range from cultural diff erences in the responsiveness 
during joint attention interactions (Bard et al. 2021) to the variability in the 
behaviors used to communicate in diff erent but phylogenetically close spe-
cies in relation to the evolutionary history (bonobos vs. chimpanzees, Gruber 
and Clay 2016; diff erent macaques’ species, Maestripieri 2005). Both human 
infants and young chimpanzees show a signifi cant  cultural variability when 
they interact socially with an adult female to share attention toward an object 
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(joint attention); this highlights that diff erent forms of engagement need to be 
contextualized to be fully understood in their expression (Bard et al. 2021).

Whatever the selective pressure, the social environment and its complex-
ity infl uence the evolution of the social traits of a species in a feedback loop 
that redefi nes the social environment itself and the social interactions that 
characterize it.

Norm-Based View

Humans, like all other social animals, spend most of their lives in proximity 
to and in interaction with conspecifi cs. We largely live in “nests” built by oth-
ers, eat food harvested and prepared by others, engage in conversations about 
knowledge created by others, and develop new ideas in cooperation with oth-
ers, in a full behavioral synchrony. These interactions build a basis for a social 
environment that is both infl uenced by and infl uences  social norms. Social 
norms guide our interactions, technologies (whether engineering or social), 
rules, laws, and how we perceive the universe around us. This broader societal 
context is a key component of our social environments and includes prevailing 
cultural norms, religious beliefs, structural racism, legal frameworks, political 
institutions, and other factors that may shape human attitudes, behaviors, and 
opportunities. We live in complex social networks, whether we are hunter-
gatherers (Apicella et al. 2012) or live in modern societies (Dunbar and Spoors 
1995). There are often consequences for individuals who violate social norms, 
including reduced opportunity for interaction or even being ostracized from 
the community (Kam and Bond 2009; van Kleef et al. 2015; van Leeuwen et al. 
2012). In fact, perhaps the most important factor in the human brain, being of 
such an exceptionally large size, is the need to manage the cognitive demands 
of interacting with others inside complex social environments (Dávid-Barrett 
and Dunbar 2013), whether it is the task of computing strategic social action 
(Dunbar and Shultz 2007) or coordinating to achieve behavioral synchrony 
(Dávid-Barrett and Dunbar 2012).

Place-Based View

Social environments are the social settings or contexts in which people live and 
potentially interact with others. Interactions can occur in both physical settings 
(i.e., occupying physical space with a geographic location) and virtual settings 
(e.g., an online community). A place-based view focuses, however, on physi-
cal settings: the places people inhabit and live their lives. In human geography, 
“place” is traditionally defi ned as a location that has been constructed by hu-
man experiences; it is distinguished by the sociocultural or subjective mean-
ings through which it is created and diff erentiated (Relph 1976; Tuan 1977). 
In this place-based view, an individual’s social environment begins at home 
(i.e., where one sleeps at night). Here, an individual may interact regularly 
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with other members in the household (family or unrelated roommates) and 
is both infl uenced by, and helps shape, the social norms of others who oc-
cupy the same home. People are also infl uenced by the social environments 
of their respective workplaces and/or educational centers, where they interact 
with their friends, colleagues/classmates, and supervisors/teachers. In these 
places, there are rules (explicit),  social norms (implicit), and  power  relations 
(both explicit and implicit) that infl uence social relations and an individual’s 
behavior within these social environments (Cresswell 2004). These social en-
vironments are typically experienced several times per week. In addition, other 
infl uential places make up one’s social environments, such as places of wor-
ship, commerce, and recreation. These places, typically located within one’s 
immediate neighborhood or are at least geographically accessible within one’s 
settlement or population center (e.g., city, town, village), are usually accessed 
less frequently than home and work/school, but vary according to personal, 
cultural, and geographic factors. Balsa-Barreiro and Menendez (this volume) 
describe several ways in which geography and  population density in urban 
versus rural settings impact the opportunities for and types of social interac-
tions. Furthermore, an individual’s social environment extends to their neigh-
borhood, city, state, and country of residence. These administrative/govern-
mental entities infl uence human behavior in that they exert power over society 
through, for example, laws and norms.

Social Epidemiology View

Following seminal works from Durkheim (1897) and Villermé (2008), social 
environment refers to social interactions and relations among people at diff er-
ent levels of analysis determined by the household, the family, the school, the 
workplace, the neighborhood, the society in which one lives (Berkman et al. 
2014), as well as more recently the digital environment where people evolve 
in, willingly or not. The key idea is that these social relations, organized in 
networks, are essential for individuals’ well-being and behavior, as well as 
for other outcomes. While we generally think of social environments as being 
resources, they can also be sources of negative interactions and exposures, 
such as confl ict, violence, and incentives to engage in unhealthy or dangerous 
behaviors (Villalonga-Olives and Kawachi 2017). One of the questions that 
arises with recent changes in social interactions, increased by the dissemina-
tion of digital media, is the extent to which  virtual social interactions replace, 
compensate, or augment face-to-face interactions. Moreover, the social envi-
ronment also refers to the hierarchy of social relations in a society, which con-
ditions access to socioeconomic resources related to education, employment, 
occupation, housing, and place of residence, which determine individuals’ sta-
tus in society.
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Social Network View

If an individual’s social environments are based on the opportunity for interac-
tion, then they depend necessarily on the individual’s  social network (i.e., the 
network of personal connections that the individual has with others). Not all 
personal connections are equal in weight. These connections, or ties, have been 
generally classifi ed as strong ties (e.g., close friendships with frequent mean-
ingful interactions) or weak ties (e.g., acquaintances with fewer meaningful 
interactions). The importance of social ties in well-being has been recognized 
for a long time, both in terms of number (Dunbar and Spoors 1995; Hill and 
Dunbar 2003; Shultz and Dunbar 2010) and  quality of ties (Granovetter 1973; 
Seyfarth and Cheney 2012). It was previously assumed that the well-being ef-
fect comes from the intensity of the relationships, which is usually determined 
by the frequency of meaningful interactions (Pollet et al. 2013; Roberts and 
Dunbar 2011). There is, however, a further eff ect that stems from the level of 
interconnectedness of the social network itself (Brondino et al. 2017; Dávid-
Barrett 2022a; Dunbar 1998). For us to feel safe, we need to perceive a highly 
integrated social network around us, despite the fact that some studies on com-
plex systems have demonstrated how networks with many interdependences 
tend to be more unstable (Balsa-Barreiro et al. 2020b). This integration (or 
lack thereof) can highly shape how we view our social environments, either as 
a benefi t or a drawback. An organizing principle of social networks is also the 
notion of structural diversity, which suggests the number of connected com-
ponents and their infl uence in forming the network connection (Dong et al. 
2017b). For example, just being from the same larger physical space (zip code) 
might imply a more diverse common neighborhood between two connected 
nodes in a network, as each of those nodes may have their own friends or 
workplace connections; nonetheless, two close college friends may have more 
similarities in their connections, thus creating a less diverse common social 
neighborhood. Such diverse or common neighborhoods create the spectrum of 
social resources available to an individual.

Through much of human history, the primary organizing principle of all 
human communities was kinship. The fall in family size, especially when com-
bined with  urbanization, has led to the rise of friendship as the dominant form 
of social relationships (Dávid-Barrett 2019). Friendship is fundamentally dif-
ferent in its nature to kinship, in that the latter is mostly preset (and in a network 
sense, prewired), but the former is fl exible. Such fl exibility poses, however, a 
network organization problem, as friendship groups, if organized randomly, 
have a much lower level of integration (lower clustering coeffi  cient, in net-
work science terms) than kinship groups (Dávid-Barrett 2022a). One possible 
solution to this problem is the use of trait similarity (homophily) in friendship 
choice (Dávid-Barrett 2020). This mechanism explains the importance of ho-
mophily in friendship choice, a well-established phenomenon (Kossinets and 
Watts 2009; Laakasuo et al. 2020; McPherson et al. 2001). The presence of 
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homophily in social networks refl ects the interplay of selection, where an indi-
vidual may choose to form ties with others who have similar characteristics or 
interests, and social infl uence, where an individual’s existing ties contribute to 
the development of new interests (Easley and Kleinberg 2010).

Digital Ethology View

Going forward, we take into consideration the various views on social envi-
ronments that have been presented thus far. In doing so, we formulate a unify-
ing defi nition of social environments that can encompass both the physical 
and virtual worlds and the various factors that impact an individual’s social 
environments. When we include the  virtual world, one’s social environment 
also includes the interactions that can occur within personal online communi-
ties. For example, one can belong to, interact with, and be infl uenced by (and 
help create) the content within various  social media platforms (e.g., Reddit, 
Twitter/X, Facebook). While these online social environments do not occupy 
a precise physical space, for those who spend a large amount of time on these 
platforms, they may exert a powerful infl uence over their real-life behavior.

In our view, and as related to digital ethology,  social environments are 
spaces where the opportunity for interaction occurs, whether physical or vir-
tual, personal or societal.

Context Can Aff ect Social Behavior

Societal context, in terms of physical proximity, history, and/or culture, is an 
important component of social environment as it can aff ect our social envi-
ronments even when there are no direct interactions, such as the infl uence of 
proximity. For example, to understand the social and economic behavior of 
Mexican citizens, their proximity to the United States must be considered, 
even for those who do not travel to the United States or interact directly with 
Americans. Something similar happens in many Eastern European countries, 
where  collective  behavior is sharply infl uenced by recent history. For instance, 
even though more than 30 years have transpired since the Reunifi cation of 
East and West Germany (Andor 2019), diffi  culties associated with converg-
ing the two populations are evident in terms of health disparities (Grigoriev 
and Pechholdová 2017), educational opportunities (Klein et al. 2018), and 
political attitudes (Weisskircher 2020). In this way, past history can lead to 
human emotions related to fear, mistrust, or guilt being mutually shared by 
whole communities.

When using data to study social environments, it is important to frame the 
data in the appropriate context and consider the source of the data. In some 
cases, what appears to be the same data points can lead to diff erent conclu-
sions (Balsa-Barreiro et al. 2022). This can happen even with indicators that 
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can be quantifi ed from an objective perspective. For example, how is poverty 
defi ned? The concept of  poverty is contextual, varying according to diff er-
ent situations. An individual could be deemed impoverished within an affl  uent 
community while being relatively wealthy in a deprived neighborhood, even 
with an identical income in both settings.

Throughout history, humans have developed a series of survival strat-
egies based on the simplifi cation of information. An evident instance is the 
establishment of straightforward stereotypes about individuals from diverse 
countries, commonly held by many. Past relationships through history, popu-
lar traditions, books, and broadcast media contribute to spread and perpetuate 
these stereotypes. This societal survival strategy once made sense in terms of 
biological machinery for generations, yet such simple and binary thinking has 
become a problem in a society where the number of interactions and infor-
mation available has grown exponentially over the last few decades (Dutton 
2021). Therefore, properly contextualizing datasets is crucial to prevent biased 
outcomes and potentially misleading conclusions, which can result in weak 
and inadequate decisions. Incorporating context and a comprehensive grasp of 
spatial scales is vital, particularly given the extensive use of data-driven tools 
in decision-making processes.

Below, we discuss several examples that demonstrate how societal context 
can aff ect behavior in sometimes nonintuitive ways. These examples highlight 
the need to include context when drawing conclusions about group-level phe-
nomena observed in data.

Impact of Context on the Behavior of People Who Immigrate

People who  immigrate move from one context into another, often vastly diff er-
ent, context. Here, we consider, at a group level, how this change of location 
can aff ect behavior and the way in which these behaviors evolve over time. This 
provides important insights into the roles of diff erent types of environments.

Research conducted as far back as the 1970s by Len Syme’s group 
(Robertson et al. 1977) showed that over time, the behaviors of people who 
immigrate come to resemble those of the host population. For example, they 
found that men who immigrated to the United States from Japan had higher 
levels of cardiovascular disease than those living in Japan; further, levels of 
risk for cardiovascular disease varied depending on whether they resided in 
California or Hawaii. More recent research on this topic has shown that among 
persons who migrate from Ghana to Europe, dietary patterns change and car-
diovascular risk is higher than if they had stayed in rural or urban Ghana, 
as well as across the destination cities (Galbete et al. 2017). Most notably, 
consumption of sugar, principally through soda drinks, varies greatly for a 
Ghanaian residing in London, Berlin, and Amsterdam, regardless of any other 
characteristics. Galbete et al. (2017) also showed that over time, Ghanaians 
who immigrated to Europe have an elevated risk of hypertension. The factors 
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associated with that increased risk actually vary, however, across places of 
residence, further highlighting the role of context (van der Linden et al. 2022).

Moreover, the behavior of those who  immigrate changes over time as well 
as across generations; diff erences are also possible across communities and 
contexts. For instance, research conducted in the United States shows that 
descendants of immigrants from Asia or South America follow similar diets 
as the host population, whereas South Asians appear to have distinct dietary 
patterns that resemble those of fi rst-generation immigrants from South Asia 
(Rodriguez et al. 2020).

Sociological research has also shown that those who immigrate tend to con-
verge with the majority population over time. Patrick Simon’s group has stud-
ied the way in which individuals name their children in a nationally represen-
tative study of people who immigrate and their descendants living in France. 
Data show that while traditional French names are not common among de-
scendants of immigrants, these children are also not given names that are most 
common in their parents’ country or culture of origin either. Rather, they are 
given names that lie somewhere in-between the standards of the culture of ori-
gin and the French setting (Coulmont and Simon 2019). Consistent data have 
shown that persons who have a foreign, and particularly a Muslim-sounding, 
name are at high risk of experiencing discrimination with regard to education, 
employment, housing, and possibly other domains of life. Thus, giving a par-
ticular name to a child may shape the social environment and experiences of 
the child later in life (Simon 2017).

Impact of Social Bridges

Social  bridges are individuals whose social networks serve to connect multiple 
communities and facilitate information exchange between the communities. 
Dong et al. (2017a) studied the impact of social bridges on purchase behavior 
between diff erent communities when their social bridges worked at locations 
near each other. Their main assumption was that because they worked in prox-
imity to each other, these social bridges had the opportunity to foster informa-
tion exchange, which could then be transferred back to their home communi-
ties. The authors analyzed millions of credit card transactions and found more 
similarity in purchase behavior between communities that had higher numbers 
of social bridges linking them. This similarity was even present for nonbridge 
individuals in the communities. Further, the number of social bridges between 
two communities was a stronger indicator of purchase similarity than other 
factors, such as income, gender, or age.

Impact of Social Mobility

Studies examining  the causal link between  socioeconomic status and health/
behaviors often evaluate this through investigations into the eff ects of social 
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mobility, by considering both upward and downward shifts. Dohrenwend et al. 
(1992) conducted a key study by comparing the risk of psychiatric disorder to 
the level of  educational attainment across two diff erent ethno-racial groups in 
Israel. They showed that among young people who do not belong to a socio-
economically disadvantaged group, a low level of education was associated 
with a higher risk for a psychotic disorder. This eff ect was not observed among 
young people with similar level of education who came from a socioeconomi-
cally disadvantaged group. This suggests that downward social mobility can 
be related to poor health; that is, individuals are “selected” into a social group 
because of impaired  mental health. In contrast, individuals who came from a 
socially disadvantaged group but achieved higher levels of education were at 
low risk for psychotic disorders, indicating that upward social mobility could 
be protective. Similarly, intergenerational upward mobility has been found to 
predict health habits (Mok et al. 2018) and mental health levels (Melchior et 
al. 2018) generally comparable to those of individuals who always experienced 
favorable socioeconomic conditions.

In the 1990s, vivid debates played out in the scientifi c literature between 
Michael Marmot’s and George Davey-Smith’s groups, regarding why social 
hierarchy and one’s place within it infl uences behavior, with opposing views 
on the role of material versus psychosocial pathways. There is now evidence 
that both these mechanisms contribute to  socioeconomic inequalities in behav-
iors and health (Fleitas Alfonzo et al. 2022). Moreover, extensive research has 
documented that social, economic, and the physical characteristics of places 
where individuals reside and spend most of their time contribute as well to 
condition certain behaviors (Daniels et al. 2021). Importantly, data from Ana 
Diez-Roux’s group show that if one lives in a deprived neighborhood, the 
proximity to a wealthy area is also relevant (Auchincloss et al. 2006), indicat-
ing that the concentration of  poverty is detrimental to health behaviors possibly 
because of reduced access to resources as well as higher stress resulting from 
spatial segregation.

Following the hypothesis proposed by Putnam (2000) and translated to epi-
demiology by Kawachi and Berkman (2014),  social cohesion and social capital 
within communities and neighborhoods have been proposed to be protective 
in terms of health and health behaviors. This is based on the idea that tight 
social ties in a community provide a setting for individuals’ supportive social 
networks and a source of social control, which can help taper unwanted behav-
iors. While much research has shown that a cohesive social environment can 
be positive, some evidence indicates that it is not, particularly when a person 
is excluded. Consistent research, primarily based in the United Kingdom and 
the Netherlands, show that members of ethno-racial minority groups who re-
side in neighborhoods populated primarily by members of nonminority groups 
have elevated rates of psychosis (Baker et al. 2021). The relative heteroge-
neity in fi ndings across settings suggests that diff erent social contexts exert 
varying eff ects. The main mechanisms that have been proposed to explain this 
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counterintuitive fi nding relate to individuals’ experiences of racism and dis-
crimination in neighborhoods where members of ethno-racial minority groups 
are few, leading overall to experiences of social exclusion and elevated acute 
as well as chronic stress levels (Henssler et al. 2020).

Social Environments and the Virtual World

The  social environment in a  virtual world off ers a large capacity to develop 
interactions that span neighborhoods, regions, and countries, which are things 
limited by the physical boundaries and constraints imposed by the physical 
world. In a virtual world, “travel documents” are not needed to communicate 
with someone across national borders, as there would be in the physical world. 
This creates fertile ground for unique social environments that may be par-
ticular to an individual and the development of communities and may even 
be of assistance to the individual. Nonetheless, the individual may also be ex-
posed to risks that stem from the wide mix of social interactions that emerge in 
the virtual world. Virtual world and physical world interactions also intersect, 
however. Do virtual world interactions create strong ties, or are strong ties 
preordained as kinship or ties that originate in the physical world?

Social environment can also be a relative concept. If an individual is de-
void of an accessible physical neighborhood for living or work, do virtual 
interactions create a complementary set of opportunities? If so, how do we 
develop a union or intersection of interactions between the virtual and physi-
cal environments that collectively build the social environment? What if an 
individual does not have good access to technology to enable a virtual social 
environment? Do these factors contribute further to inequities? Will an indi-
vidual who is already facing disparities in the physical environment be further 
disadvantaged in the virtual world because of a lack of access to technology? 
As we imagine the construction of social environments, it becomes important 
to consider these questions and be able to develop a utility metric to character-
ize or measure the level of  quality of social environments.

Social Capital and the Economy of Attention

One major element of the virtual world are online  social networks that are 
facilitated by  social media platforms, which take advantage of the Internet to 
allow interactions between individuals and groups in text, voice, image, or 
video format (Sarker, this volume). The emerging business model of social 
media platforms is to sell advertisements targeted toward specifi c groups of 
users based on behaviors tracked by the social media platforms. The longer 
a user stays engaged on a platform, the more advertisements they will see, 
so social media platforms have the incentive to hold users’ attention for as 
long as possible. In essence, the use of social media platforms may be free 
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for users, but it comes at the expense of providing extensive behavioral in-
formation to advertisers.

From the human behavioral perspective, online social networks are framed 
within the  economy of attention. Franck (2019) outlines the shape of this new, 
quaternary sector of the economy, characterized by dematerialization and vir-
tualization, where our attention is the main asset. Online social networks are 
presented as means or tools that allow us to connect with the world and com-
municate with our friends. They can be, however, somewhat more complex. 
For Wei (2019), online social networks are basically tools to extract and show 
status or social capital. This status is calculated as the sum of all the elements 
of prestige existing in our social life. In the past, this social capital was highly 
fragmented and diffi  cult to estimate, at least until the advent of digital social 
media. Online social networks generate a new market where it is possible 
to quantify our social capital based on our communication and interactions 
on them, by checking the images we see/like/share, our comments, and our 
connections, among others. Competition in online social networks intensifi es 
as more users seek increasing attention, but our limited attentional capacity 
means favoring some neglects others. Consequently, a paradox emerges: over 
time, all our online friends become competitors or adversaries in the medium 
to long term.

Interactions in Digital Spaces Can Aff ect Behavior

Some studies have explored how digital spaces can impact human behavior in 
real life. For example, in 2016, the fi rst mobile phone-based  augmented reality 
game,  Pokémon Go, was released and became popular worldwide. Pokémon 
Go superimposed a virtual world based on augmented reality on top of the 
physical world; imaginary creatures called Pokémons could be seen and cap-
tured as part of the game. The game required players to walk around and ex-
plore the physical world in search of the virtual creatures. Althoff  et al. (2016) 
showed that over a period of 30 days, engaged game players increased their av-
erage step count by 1,473 steps per day, approximately 25% more than usual. 
They estimated that within the brief time span of the study, the game resulted 
in a total of 144 billion additional steps to the overall U.S. physical activity. 
This was the fi rst study that reported on the impact of augmented reality on 
the real-life  physical activity of humans. Similar follow-up studies around the 
world (Laato et al. 2021; Ma et al. 2018) showed that connecting virtual spaces 
with physical world objects had the benefi ts of increasing physical activity and 
supporting social meetings.

Interactions on social media platforms can also change real-world behavior. 
A study of young girls who use the photo-based social media platform Instagram 
found more negative levels of body image than those who did not use the plat-
form, likely due to social comparison. (Pedalino and Camerini 2022). Others 
found that cosmetic surgery consultations related to interventions similar to 
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the fi lters used in social media increased (Maes and de Lenne 2022) and have 
demonstrated how social media can manifest a distorted view of physical real-
ity (Hong et al. 2020; Perrotta 2020). In recent years, the idea has spread that 
online social networks function as echo chambers (Bail et al. 2018; Cinelli et 
al. 2021), where users interact exclusively with others (users and/or media) 
with similar ideologies and are no longer exposed to information that diff ers 
or contradicts their own ideas. In this way, it is hypothesized that online social 
networks are closed systems where one’s own ideas would seem true due to 
amplifi cation and continuous repetition of them.

In recent years, virtual reality technology has improved to the point where 
consumer devices are both aff ordable and provide a believably immersive 
experience. Combining virtual reality environments with elements of social 
interaction creates the opportunity for a new virtual space, the metaverse. An 
early example of such a community was the virtual world Second Life, re-
leased initially in 2003. Because the technology that powers these environ-
ments provides a more realistic experience, we can start to ask questions about 
how interactions in the  metaverse could be diff erent from physical interactions 
or interactions that take place on traditional online social media platforms. 
These platforms could allow individuals to break out from the social environ-
ments they experience in the physical world, which are infl uenced by culture, 
history, and social norms centered on a place. This is a new and exciting av-
enue for research. How will the metaverse impact an individual’s social envi-
ronments? What would digital ethology look like in the metaverse? What is 
behavior in the metaverse? Who is the actor, or who engages in the behavior? 
Who is the observer, or ethologist, in the metaverse? How might the ability to 
interact in ways that are impossible in the physical world, or to set up social 
norms and conditions that would take years to develop in the physical world, 
allow experimentation and incubation of ideas that could later be manifested 
in the physical world?

Using Digital Data to Learn about Social Environments

Many of the interactions that make up our social environments can be char-
acterized using digital data, yet there are distinctions to be made: digital data 
may refl ect digital behavior (e.g., content of social media posts, number of 
social media followers) or nondigital behavior (e.g., census reports, hospital 
data), which in turn may refl ect the consequences of human behavior or activi-
ties (e.g., traffi  c-related air pollution). Whatever the target, digital data off er a 
great potential for the study of human ethology. Some sources are, however, 
underused due to lack of knowledge about what is available, methodological 
complexity for using, and restricted access due to issues of user  privacy and 
industry ownership. For a sampling of digital data sources that can be used to 
study human behavior, see Balsa-Barreiro and Menendez (this volume), with 
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ethical considerations discussed by Lovasi et al. (this volume) and Medeiros et 
al. (this volume). We begin by considering two examples:

First, digital data can be used to study social networks in the physical world. 
For a relatively brief period of time, mobile phone networks provided an ex-
ceptionally useful source of  social network data. Between the mid-2000s and 
the mid-2010s, when mobile phone usage became prevalent in the general pop-
ulation in most societies in the world, patterns extracted from mobile phone 
data created a rich and comprehensive image of human social networks. As the 
use of social networking apps for communication began to spread, however, 
much of the dyadic and polyadic digital communication shifted to platforms 
such as WhatsApp, Telegram, and Signal. Since the communication pattern on 
these apps tends to be opaque, the parallel use of several of these have made 
social network detection nearly impossible. Several mobile phone call studies 
allowed the recognition of a large number of social behaviors ranging from 
gender diff erences in social behavior (Bhattacharya et al. 2016; Palchykov 
et al. 2012; Yang et al. 2019), structural properties of social networks (Jo et 
al. 2014; Onnela et al. 2007), inference of demographics from communica-
tion patterns (Dong et al. 2014), and life course dependent social behaviors 
(Dávid-Barrett et al. 2016b). Although today it is far more diffi  cult to acquire 
common behavioral patterns from mobile phone data, these can still be use-
ful for extracting  mobility patterns for some particular communities based on 
demographics and  socioeconomic factors by using diff erent aggregation levels 
of data (Pullano et al. 2020; Valdano et al. 2021).

Second, digital data can be used to unravel society’s response to a pan-
demic.  COVID-19 presented wide-ranging challenges (e.g., scientifi c, policy, 
economic, and behavioral), and there was variance in society’s response to 
COVID-19 restrictions and expectations. As the scientifi c community raced 
to develop vaccines and therapeutics in record-breaking time, policy makers 
grappled with how to communicate and infl uence sociopolitical-economic de-
cisions that could require individuals to take uncomfortable decisions. To in-
form the ethology of a society’s response to a pandemic, it became important 
to leverage digital data. Krieg et al. (2020) leveraged several streams of digital 
data, including COVID-19 case data, demographic data, longitudinal news and 
web search trends, media  bias data, and mobility reports to inform an under-
standing of society’s response, norms, attitudes, and beliefs.

Social Media Data

We recognize the importance of digital data in general and their usefulness in 
learning about an individual’s social environment. Here, however, we focus on 
social media data, which is a subset of the larger digital data, because of the 
relatively novel complexities involved in using such data to study human be-
havior. We consider social media data to be the traces of interactions between 
individuals and groups in text, voice, image, or video format taking place over 
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the Internet (Sarker, this volume). These social media data consist of the posts 
as well as the metadata about posts and their authors obtained via application 
programming interfaces (APIs) off ered by the social media platforms or via 
web scraping from the platforms’ user interfaces.

There is a wide diversity in social media platforms in terms of the types 
of interactions that are enabled, the types of media that can be shared, and 
researcher access to that data and metadata. For instance, Twitter/X has a limit 
of 280 characters per post whereas Facebook, LinkedIn, Reddit have no char-
acter limits. While other platforms’ main post type is text, Instagram is image 
based. Instagram users can include text captions, but they must accompany an 
image or video. Between platforms, there are also diff erences in how users can 
interact with each other. On Facebook, connections are largely bidirectional; 
if you “friend” another user, not only can you see their posts, but they also 
become your friend and can see your posts. On Twitter/X, however, relation-
ships are unidirectional: you can “follow” another user, but they may not fol-
low you back. In terms of access, Twitter/X had served as a favored platform 
for academic research due to its widespread accessibility as most posts are 
public. Additionally, Twitter/X off ered a powerful API for accessing the posts 
and author and post metadata, including geolocation, though free use of this 
API on Twitter/X has been restricted. By contrast, Instagram has a much larger 
user base (1.5 billion vs. 425 million) (Statista 2022a) but off ers only a limited 
API (via CrowdTangle) for researchers to access posts or metadata. Dong et al. 
(2017b) used some of the structural diff erences among social media platforms 
to uncover three main superfamilies of platforms, based on how users develop 
connections with each other. For instance, this explained how social networks 
developed via Facebook are diff erent from those developed via LinkedIn.

Estimates suggest that globally over 4.26 billion people (around 58.4% of the 
global population) currently use social media (Statista 2022b). Consequently, 
the  digital footprint of collective human behavior on social media is enormous, 
leading to a plethora of information on many topics of interest. The utility 
of such data was realized by the social media companies and the advertising 
industry as it provides insights about user-level and group-level interests and 
can be used to conduct targeted advertising. More recently, the utility of so-
cial media data has been realized by researchers with noncommercial interests. 
Data from social media sources have been used in diff erent fi elds of knowl-
edge, such as public health and social sciences. In public health, for example, 
social media chatter has been leveraged to study and detect infectious disease 
outbreaks (Hossain et al. 2016; Ting et al. 2020; Tsao et al. 2021) and adverse 
drug reaction patterns (Bulcock et al. 2021; Sarker et al. 2015).

Social media can present rich individualized or aggregated data about indi-
viduals, communities, and society at large. New data-harnessing technologies 
allow us to capture individual behavior and activities across a variety of social 
media platforms, and to link or integrate those with aggregated data generated 
from public record platforms (e.g., census records) or to combine the signals 
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derived from social media with traditional survey instruments. This provides a 
unique opportunity to explore human behavior, attitudes, beliefs, and how they 
cascade, but it also opens possible pathways of risk (e.g.,  privacy invasion, bul-
lying, or stalking). There are technical considerations involved in such linking 
and integration, as well as important ethical issues; for further discussion, see 
Lovasi et al. (this volume) and Medeiros et al. (this volume).

As researchers, we must ponder about how and when to use social me-
dia data, for what purposes, and what reliable methods and results could be 
derived. The normative question becomes: What is the focus of our study? 
Should we study the humans who create the content, and how attitudes, be-
liefs, and opinions develop or cascade as a result? Should we study the object 
of conversations (e.g., social media chatter on drugs) and the side eff ects that 
emerge? Or should we study some  social network phenomena on how links 
emerge or how information fl ows on a social media platform?

Framing the normative question that guides data collection and research 
process is essential to determine whether the use or  data sample derived from 
social media is suffi  cient for the research method and the conclusions that 
emerge. While social media holds the promise of large sample sizes (large 
N), it also presents the challenge of not knowing who (or what) it represents. 
We romanticize the idea of data availability at scale, but just because data are 
available and potentially accessible, it does not mean that data are suffi  cient to 
address the question being considered, and we lack a formal defi nition of suf-
fi ciency. We do not attempt to defi ne this here, but rather aim to highlight that it 
is important to raise such a defi nition to inform the use of data. For a discussion 
of the use of such large-scale datasets, see Kum et al. (this volume).

Advantages to Using Social Media Data

From the perspective of research, social media data present several advantages 
compared with traditional data sources, as evidenced by the following examples:

• Reach: Social media potentially off ers greater reach compared to other 
platforms or data sources. Social media adoption is globally at an all-
time high. Many hard-to-reach populations (e.g., refugees, people 
without health insurance, victims of violence, people with disabilities 
who are unable to leave home) can make their voices heard through 
social media. Social media-based studies can include data generated 
from such populations, who may not be accessible through any other 
channels.

• Size: Social media data are massive. Thus, it is possible to generate reli-
able population-level insights for the population of social media users 
studied, though there are limitations to this, as will be discussed in the 
next section.

Downloaded from http://direct.mit.edu/books/book-pdf/2458065/book_9780262378840.pdf by guest on 26 September 2024



68 M. C. Weigle et al. 

• Speed: Specifi c APIs make social media data available in real time or 
close to real time. These insights can be crucial for many studies, par-
ticularly in the space of public health, where it can be used to detect the 
outbreak of infectious disease faster than other sources. Social media is 
a compelling source for use cases that require scale and speed, which 
traditional surveys might not be able to provide.

• Capturing emergent knowledge: Social media data are constantly being 
updated, so emergent knowledge can quickly be captured. For example, 
if we are collecting streaming social media data and identifying the top-
ics of discussion, we may suddenly notice a new topical construct that 
emerges. This can be a quick indicator of a change, possibly generated 
by an exogenous event of concern and can serve to be a leading indica-
tor of a phenomenon. Kryvasheyeu et al. (2016) evaluated how online 
social media contributes to rapid assessment of  disaster damage by im-
proving situational awareness, facilitates dissemination of emergency 
information, enables early warning systems, and helps coordinate relief 
eff orts. Similarly, Sarker et al. (2020) demonstrated the utility of social 
media in characterizing acute  COVID-19 before widespread knowl-
edge about its symptom spectrum was available.

• Anonymity: Social media often allows people to share information anon-
ymously. Hence, discussions about sensitive topics (e.g., substance use, 
intimate partner violence) are frequently available on social media but 
often not available from other sources. Anonymous online data, such 
as Google search queries, can be more reliable indicators than answers 
to survey questions. For example, Google search queries were used to 
characterize the racial animus in the years leading up to the election 
of Barack Obama as president of the United States in 2008 (Stephens-
Davidowitz 2013). Because of the sensitive nature of the behavior un-
der study, it could be diffi  cult to obtain truthful answers on a survey.

• Cost: Collecting data over social media is typically much cheaper than 
traditional methodologies (e.g., surveys). This is particularly true at the 
national or international level. Conducting national surveys, for exam-
ple, can be very expensive, whereas social media data can be collected 
at little cost.

• Breadth: Traditional instruments, such as surveys, only collect informa-
tion about the questions that are asked. Because the information shared 
over social media is not constrained by such questions, the breadth of 
the information can be much larger and may enable deep, longitudinal 
studies on the evolution of culture, behavior, opinions, and beliefs.

• Discovery of knowledge using  natural language processing: Advances 
in the broader fi eld of data science, particularly natural language pro-
cessing and  machine learning, have created new opportunities in social 
media-based research. Natural language processing may allow infer-
ence of knowledge that is not explicitly encoded in the metadata. For 
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example, even when geolocation information is not explicitly present, 
mentions of locations by a specifi c social media user can be identifi ed 
and/or extracted using named entity recognition methods (Batbaatar 
and Ryu 2019; Chen et al. 2018). Meanings of expressions, includ-
ing nonstandard or colloquial expressions, can be inferred by advanced 
natural language processing and machine-learning methods.

• Collective information: Social media can help identify common issues 
faced by groups or communities. For example, by understanding the 
challenges faced by individuals, we might be able to study substance 
use, depression, or drug side eff ects: what interventions work and how 
supportive communities form. In public health research related to sub-
stance use, insights derived from social media data in the United States 
have been validated against traditional sources of information, such as 
overdose deaths from the CDC Wonder database, the National Survey 
on Drug Use and Health (NSDUH), and the Nationwide Emergency 
Department Sample (Sarker et al. 2019; Yang et al. 2021). Compared 
with some traditional survey-based instruments, social media-based 
insights may be better representative of population-level behaviors 
because they integrate marginalized groups who may not complete 
surveys. For example, Yang et al. (2021) showed that gender distribu-
tions for opioid use, estimated from Twitter/X geodata in the United 
States, had better agreement with emergency department visits for 
opioid use related injuries compared with the NSDUH estimates. This 
ability to infer population-level insights for a specifi c geolocation has 
been shown to hold even for anonymous social media channels, such as 
Reddit (Harrigian 2018). At a country-level scale, Nigam et al. (2017) 
leveraged social media data to determine the outcome of the Colombian 
peace process and infer the underlying challenges or pain points of the 
population (Madan et al. 2010).

Challenges to Using Social Media Data

While the advantages described above make the use of social media data ap-
pealing, there are numerous challenges associated with the use of such data. 
We present a non-exhaustive sample below:

• Presence of bots: Digital data from social media can be used for pre-
diction and analyses, but bots or fake posts can infl uence such tasks. 
At the individual level, particularly, bots can improperly infl uence 
analyses or predictions by contaminating the data collected. Relying 
on group-level data (e.g., posts from many users) can mitigate this 
problem. Some recent studies have also proposed methods for de-
tecting bots automatically (Davis et al. 2016; Davoudi et al. 2020; 
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Sayyadiharikandeh et al. 2020), which may allow for their impact to 
be removed prior to analysis.

• Making individual-level inferences: Individual-level inferences should 
not be made from the data because data are incomplete and may even 
be false. For example, an individual post from a certain geolocation 
may be fake or posted by an automated account (i.e., a bot). At a group 
level, or with aggregated analyses, it is possible to mitigate some of 
these problems or risks. For example, if 10,000 posts from the geoloca-
tion are analyzed, it is likely that the number of fake posts, and con-
sequently their infl uence on the overall inference, could be mitigated. 
Similarly, while missing data at the individual level can largely con-
strain our understanding of an individual, aggregation of large data can 
fi ll the gaps left by missing data at the individual level and help obtain 
more reliable population-level insights.

• Natural language processing: Most data available from social media 
are in free text format. The language of social media is often collo-
quial and contains nonstandard expressions and misspellings. While 
advances in natural language processing and machine learning have 
made it easier to derive knowledge from social media posts, the meth-
ods are not perfect, and in most cases, not even near perfect, especially 
with the nuance often present in communication using social media. As 
a result, knowledge is often not accurately detected or extracted from 
social media data.

•  Generalizability: Conclusions derived from social media are typically 
not generalizable to the entire population of a given location. People on 
digital social media generally skew younger. Often, they are more tech 
savvy compared with the general population. The demographic rep-
resentation also varies between social media platforms. For example, 
Facebook has a larger representation of older people, whereas TikTok 
is more popular among younger people (Auxier and Anderson 2021). 
These limitations must be established in any study and boundaries pro-
vided for the use of any insight or fi nding that emerges from the study. 
Further, social media data does not off er the opportunity of a deep un-
derstanding that might emerge from longitudinal ethnographic studies 
that stem from immersion into a community.

• Representativeness: Related to generalizability,  representativeness re-
fers to whether the characteristics of the sample population captured 
in the data are considered to refl ect accurately the characteristics of 
a larger population from which it is drawn. Determination of sample 
representativeness is hampered by the fact that key demographic (e.g., 
age, sex, gender, ethnicity) and socioeconomic (e.g., income, educa-
tion, employment status) information is often missing on the subpopu-
lation captured in social media sources. In addition, to determine rep-
resentativeness in social media data, one must carefully consider what 
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is the largest population that the data are meant to represent (e.g., a 
particular community or the society as a whole). Certain groups are 
excluded from access to social media, and thus no social media plat-
form should be used to represent a population as a whole (Blank and 
Lutz 2017). In particular, individuals with a higher socioeconomic sta-
tus and Internet use skills are typically overrepresented in social media 
(Hargittai 2020). Assessing the  representativeness of social media is a 
moving target: social networks evolve continuously as do the popula-
tions that use them. While social networks were mostly popular among 
younger people, larger numbers of older people are gradually adopt-
ing them. Hence, a specifi c social media platform, such as Facebook, 
does not necessarily represent the same population now as it did fi ve 
years ago nor will it represent a similar population fi ve years from now. 
Unanswered questions about representativeness do not necessarily di-
minish the utility of social media in digital ethology research, but re-
searchers need to be mindful of this when leveraging social media data.

• Unknown denominator: While population-level behaviors can be stud-
ied using  social media data, a major obstacle to conducting epidemio-
logical studies using data from social networking platforms is that the 
denominator is typically not known. For example, while nonmedical 
use of prescription opioids can be detected from social media data and 
the relative volume of nonmedical use can be assessed, the total num-
ber of people who report using opioids for medical purposes remains 
unknown. Adding to the complexity, the proportion of people who con-
sume opioids and report this on social media is also unknown. To date, 
we have no specifi c strategy to overcome this challenge and need to be 
mindful of this characteristic.

• Ill-defi ned control groups: Many studies require an intervention/ex-
perimental group and a comparison/control group. Currently, however, 
there is no well-defi ned mechanism for generating control or com-
parison groups from social media data. While observational studies 
of virtual cohorts can reveal group characteristics, there are no mean-
ingful ways of comparing these characteristics with other groups. For 
example, while it is possible to create a virtual cohort of people who 
use opioids and study group-level patterns from the data posted by the 
cohort, the patterns may not be meaningfully compared with a control 
group. While a virtual cohort of people who never report using opioids 
can be created relatively easily, there is no guarantee that the mem-
bers of the comparison group actually never used opioids nonmedi-
cally in real life. Rather this group would represent those that do not 
report on nonmedical use of opioids on social media. Nonetheless, it 
is also important to note that issues of gaps in reality and reporting are 
prevalent in most population studies (e.g., surveys only represent what 
participants choose to reveal, and emergency department data analysis 
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only represent those who went to the emergency service being studied) 
and measuring real truth is a fundamental issue in all research. Noting 
the limitations, learning what one can, and being thoughtful about the 
interpretation and inferences being made is most important.

• Missing data: Social media-based studies, behavioral or otherwise, 
can only incorporate information that is reported by individuals volun-
tarily. It is impossible to determine, particularly at the individual level, 
what information is and what is not reported. Additionally, many social 
media platforms allow users to edit or delete posts or may ban users, 
removing their posts from public view. This may not be an issue for 
studying group-level behavior, but many prominent public fi gures, in-
cluding politicians, have deleted embarrassing or incriminating posts 
or have been banned from social media platforms. Especially for gov-
ernment fi gures, deletion of posts or account bans can impact the digi-
tal preservation of government public records (Kriesberg and Acker 
2022). Some original social media posts may be found in web archives, 
but due to the prevalent use of JavaScript, many social media posts are 
diffi  cult to archive (Bragg et al. 2023; Brunelle et al. 2016; Garg et al. 
2021, 2023).

• Self-editing: Researchers should be cautious about taking social media 
data at “face value.” In a personal profi le, people may project their lives 
by posting what they want others to see, typically the most positive 
aspects of their lives (e.g., their most attractive photos on Instagram). 
 Self-editing also means that people will share diff erent pieces of data 
on diff erent platforms, such as professional details on LinkedIn, but 
nothing about family (Hollenbaugh and Ferris 2015). Self-editing is 
not only restricted to limiting the type and amount of information that 
is shared; it also includes dishonesty. For example, photo fi lters can be 
applied to make one look more attractive, and people lie about various 
aspects of their lives (e.g., height, number of sex partners) to show that 
they are happier than they are in reality.

• Legality/ privacy: The sociopolitical-legal structure informs the use 
of the social media platform. Diff erent countries or cultures have dif-
ferent permissible uses or activities that can be done on social media 
platforms; this directly limits the  replicability or  reproducibility of the 
work. There are also risks involved when linking social media data that 
may have been considered by the author of a post to be anonymous 
with other sources of data that might personally identify the author. 
There is, thus, a particular need to study potential risks in parallel to 
any study utilizing social media data. It must also be noted that while 
academic researchers continuously regulate themselves from the per-
spective of ethics (e.g., through institutional review board reviews), 
the ultimate  power  lies with the companies that host the social net-
works and the ultimate risks perhaps lie with the commercial interests 
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of these companies. Little is known about how these companies use the 
data they host themselves. Perhaps there should be a greater push for 
transparency. For further discussion, see Medeiros et al. (this volume).

Issues of Bias in Social Media Data

Because there are many diff erent types of bias that can be present in social 
media data, we have  separated the challenge of bias from the above list. Even 
though data from social media might be large N, it might still be diffi  cult to 
defi ne the statistical power and mixing of potential biases. We provide an 
outline of diff erent categories of bias below, though these categories are not 
exhaustive:

• Selection bias: Social media users do not typically represent the gen-
eral population. As pointed out above, subscribers of social media plat-
forms tend to be younger and tech savvy, and older populations are 
often underrepresented. Access to digital devices such as smartphones, 
digital literacy, and local policies ( physical environment) also infl uence 
selection bias.

• Behavioral bias: Olteanu et al. (2019) described systematic distortions 
in how user behaviors are represented across diff erent social media 
platforms and contexts. The same individual may express diff erent 
behavioral traits based on the particular social media platform being 
used. Thus, data from one platform may contain quite diff erent digital 
footprints compared with another network even though the underlying 
user base is similar.

• Reporting bias: The rate of reporting certain events on social media 
may deviate from their real-world frequencies. For example, social 
media posts may excessively amplify topics that receive coverage on 
traditional news media, while some topics can be underrepresented. 
Certain behavioral traits may also be overrepresented over social me-
dia, as people want to broadcast those behaviors to their networks (e.g., 
travel, exercise, dining), while others may be underrepresented (e.g., 
substance use). As another example, people using dating sites tend to 
represent themselves strategically and to behave strategically (e.g., 
women report lower age and lower weight than the reality, while men 
tend to report being taller and earning more than the reality) (Drouin et 
al. 2016). The distortion is so large, that despite the presence of excep-
tionally large datasets, the use of these for scientifi c understanding of 
human dating choice behavior is limited, apart from the fact, of course, 
that such dishonesty exists. Data from social media also often overrep-
resent extreme views on topics while underrepresenting non-extreme 
ones. Not all social media subscribers are equally active. Those who 
are most vocal are represented better by the data (Baeza-Yates 2020).
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• Group attribution bias: This bias is more associated with the interpre-
tation of behavioral data from social media rather than as a bias in the 
data itself. Often behaviors observed in individuals or groups of indi-
viduals are overgeneralized to a broader cohort to which they belong. 
There is also a tendency to stereotype individuals to groups in which 
they do not belong. Since insights from social media data are typically 
derived from aggregated cohorts, unique individual characteristics may 
be lost in favor of group characteristics.

• Platform-imposed bias: A signifi cant limitation of social media data 
for research relates to the platform. For example, the sampling rate and 
algorithm that a platform provides can lead to a biased or uncertain 
sample, which directly impacts the method being considered and the 
result that emerges from the  triangulation of data and methods. Thus, 
there is an accessibility versus representativeness dilemma.

• Temporal bias: Even on the same social network platform, data from 
diff erent time periods can exhibit biases based on the user base of the 
platform, its usability, and constraints/rules imposed by it. For exam-
ple, Twitter/X had a character limit of 140 per post at the beginning, 
which was increased to 280 characters later. The data generated on the 
platform, consequently, could change substantially over time. The evo-
lution of social networking platforms, such as Twitter to X, lead to 
evolving biases. Thus, when using data to study human behavior, fi nd-
ings from one time period may not hold over time (Liu et al. 2014); it 
may only off er a snapshot from that specifi c time period.

• Data processing bias: Biases may also be introduced to the data when 
processing it to study human behavior. Over recent years, many studies 
have attempted to derive knowledge from user-generated social media 
data using  machine learning and other data-centric methods. Machine 
learning algorithms themselves add biases when interpreting the data. 
Machine-learning models are vulnerable to, for example, algorithm 
bias (i.e., the algorithm favors specifi c data or is biased toward am-
plifying specifi c phenomena) as well as measurement bias (machine-
learning algorithms are biased toward specifi c criteria).

Examples

Having discussed several advantages and challenges to using social media data 
to study human behavior, the following examples illustrate how social media 
data could be used in research.

To Test a Particular Social Behavior

In a Facebook profi le picture study,  social networking data collected in 2011 
were used, for the fi rst time, to evaluate whether a particular social behavior 
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constituted a universal human behavior (Dávid-Barrett et al. 2015). Here, the 
aim was to assess the hypothesis that women have a larger number of close 
friends than men do. The study coded approximately 112,000 Facebook profi le 
pictures for the number of people and the gender composition in profi le pic-
tures, which was used to determine close friendships. The assumption behind 
this methodology was that if the same behavior was detected in all populations, 
then it is likely to be universal, and thus it is valid to ask whether it is also 
genetically inherited. Finding universal human behaviors had been extremely 
diffi  cult in the past, because for this to be the case, not only the same behavior 
should be observed in all human cultures, but manifestation of the behavior 
should also be within the same social context. Using Facebook allowed obser-
vation of behavior from an exceptionally large number of people in diff erent 
cultures within the same platform, and thus solved both problems. A signifi cant 
gender diff erence was found, in particular in the formation of close friendships. 
The pattern was the same on all continents, in line with the hypothesis that 
there might be an at least partial genetic underpinning behind the behavior. The 
dataset yielded results beyond the initial question, suggesting that life course 
drives social behavior on  social networking sites (Dávid-Barrett et al. 2016a). 
The initial social media study was followed by a real-life observation of 1.2 
million people in 46 countries across the world, which supported the original 
study’s fi ndings (Dávid-Barrett 2022b).

To Study Problems for Which Data Are Not Available from Other Sources

Social media serves as a valuable tool to study issues lacking data from con-
ventional sources, thereby providing a voice to marginalized communities typ-
ically excluded from such data sources. A recent study focusing on opioid use 
disorder as discussed on Reddit (Spadaro et al. 2022) revealed insights about 
the concerns of patients receiving or looking to receive treatment through med-
ications for opioid use disorder (e.g., buprenorphine). Specifi cally, the study 
revealed that people with opioid use disorder on Reddit discussed experiences 
and fear of precipitated withdrawal when initiating buprenorphine treatment. 
The study further showed that the Reddit subscribers had collectively discov-
ered potential reasons for precipitated withdrawal, and the community dis-
cussed successful self-management strategies that worked better (according to 
their shared experiences) than the protocols followed in clinical settings. This 
study illustrated the utility of social media data for leveraging insights that ad-
dresses the true concerns of targeted communities.

Combining Social Media with Additional Data Sources

In the Tesserae project, Mattingly et al. (2019) studied how a suite of  sen-
sors could measure workplace performance, psychological traits, and physi-
cal characteristics over a one-year period. The study enrolled more than 750 
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information workers across the United States, who participated using sensors 
(e.g., smartwatch, beacons, phone agent). Shared data included measures such 
as heart rate,  physical activity, activity patterns, and social context. Participants 
also shared access to their social media data (Facebook). The variety of  such 
(unobtrusive) sensing streams for a diverse user group allowed a detailed under-
standing of patterns of life and activities in these people’s natural environments 
(Robles-Granda et al. 2021). Based on naturalistic observation, this methodol-
ogy was implemented to infer driving behavior, showing advantages such as 
the limited intervention of the researcher in the experiment (Balsa-Barreiro 
et al. 2019b, 2020a). The social media in this case presents an opportunity 
for verbal and  social sensing, in addition to physical and environmental sens-
ing which the smartwatches, beacons, and smart phones may provide. While 
social media sensing might be driven by an individual’s  self-selection bias on 
participating and sharing, the physical sensing could capture complementary 
contextual attributes that could explain or model the propensity to participate 
on social media or individual-/group-level outcomes (Saha et al. 2019).

To Measure Social Fragmentation

Social fragmentation refers to the breakdown in connectedness in a commu-
nity. Dong et al. (2020) analyzed how income segregation determines social 
interactions both in the physical and  virtual world. They checked preferred 
discussion topics in the online space according to income in some Western 
cities. Discussions in wealthy neighborhoods typically included lifestyle 
topics (e.g., travel, leisure activities), whereas in poor neighborhoods dis-
cussions were focused primarily on sports and TV shows. Balsa-Barreiro et 
al. (2022) investigated global communication patterns through data sourced 
from Twitter/X. They constructed a global network where edges linked lo-
cations when users mentioned others in diff erent places, with edge weights 
indicating communication intensity between locations. Using the Louvain 
algorithm, they identifi ed 14 major communities initially, expanding to 86 
minor communities as the analysis scaled up, analyzing 70 million tweets by 
4 million users worldwide between August and September 2019. Their study 
highlighted the intricate multiscale nature of social spaces based on human 
communication patterns. Bakker et al. (2019) implemented diff erent measures 
extracted from mobile phone metadata for checking the level of integration 
of Syrian refugees in Turkey. Their integration was estimated based on three 
dimensions: social, spatial, and economic integration. This study found strik-
ing diff erences both in the distributions of these dimensions, but also in the 
relationships between them.
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Open Questions

Based  on our discussion of social environments and the challenges of using 
digital and social media data to study social environments, we list several open 
questions that should be considered in the future.

• Does the online social environment shape behavior as much as the 
physical social environment? How will the emergence of the  metaverse 
change this?

• If an individual is devoid of an accessible physical neighborhood for 
living or work, do virtual interactions create a complementary set of 
opportunities? If so, how do we develop a union or intersection of in-
teractions between the  virtual and physical environments that collec-
tively build the social environment? What if the individual does not 
have good access to technology to enable a virtual social environment?

• How does the particular online social media platform used relate to 
strength of relationship tie? For instance, being friends on Facebook 
may be more related to some physical interaction and may produce 
stronger ties, but connections on LinkedIn, Twitter/X, or Reddit may 
never meet physically, so those ties may be weaker. What factors are 
more relevant: time spent on the online social platforms, or number of 
online interactions with people that have physically met?

• How will the metaverse impact an individual’s social environments? 
What would digital ethology look like in the metaverse? What is be-
havior in the metaverse? Who is the actor, or who is the behavior by? 
Who is the observer, or ethologist, in the metaverse?

• Could one calculate online inequality, similar to how  income  inequality 
is characterized with the Gini coeffi  cient? What would be a meaningful 
metric for this inequality? Number of followers? Of likes? The scenes 
that someone is projecting on his/her social networks?

• Could one trace the variation in similarity (related to social fragmenta-
tion) across regions? In large regions where we collect abundant social 
media posts, greater diversity and heterogeneity of hashtags are ex-
pected. Yet, do these patterns unfold similarly in areas where people 
have varying income levels?

Conclusion

In this chapter, we have discussed the concept of social environments from 
various viewpoints, starting with a basic ethological defi nition and moving to 
more complex notions of social environments that humans may encounter in 
both the physical and virtual worlds. We considered how context, in terms of 
physical location, which then brings in that location’s culture and history, can 
aff ect an individual’s social environments. We also discussed how the virtual 
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world can aff ect social environments through its impact on social capital and 
the ability of interactions in the virtual world to aff ect individuals’ behavior 
in the physical world. This exploration culminated in a discussion of how the 
emerging  metaverse could further aff ect individuals’ behaviors and interac-
tions, even more than interactions in more simple virtual worlds. With these 
considerations of social environments in hand, we then discussed how the vast 
amounts of digital data generated can be used to learn about social environ-
ments. In particular, we focused on social media data and various consider-
ations for their use. Data scientists and others should be aware of the many 
challenges and potential pitfalls to using social media data to study social envi-
ronments. The relative ease of data collection and volume of social media data 
make it an easy target for study, but researchers should be careful in making 
broad generalizations based on what could be  individual-level data points. In 
closing, we hope that future studies will pursue the open questions that we 
identifi ed to provide greater understanding in how digital data can be used to 
study social environments.
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Abstract

Knowledge integration permeates all scientifi c endeavors, which increasingly depend 
on  interdisciplinary collaboration as well as on combining data from multiple sources 
and knowledge domains. Advances in digital ethology progressively rely on  knowledge 
integration, which is enhanced, but also hampered, by the large volumes of heteroge-
neous data that need to be considered, the multiple aggregation levels to be considered, 
and the human expertise involved in answering research questions. Though consider-
able research eff orts have focused on leveraging knowledge creation through data inte-
gration, many challenges remain. This chapter identifi es and investigates some of these 
challenges, pointing out strategies toward the generation of knowledge while bearing 
incentives and barriers in mind. To investigate human behavior in the built, social, and/
or natural environments, for example, what kinds of considerations exist when inte-
grating individual and population data? Are  big data an asset or a hindrance to such 
integration? Why should (or should not) researchers go through the eff ort of curating, 
documenting, and integrating multiscale data?

First and foremost, despite all the technological advances,  human judgment remains 
a key factor in the selection of datasets to be integrated, in monitoring and validating the 
integration process, as well as in interpreting the results to extract knowledge. More-
over, quality factors, such as  reproducibility or  robustness, must be considered at all 
stages: data selection, design and implementation of the integration process, and result 
analysis. Appropriate documentation of data and processes must be ensured for fairness 
and reproducibility, and  metadata quality is essential for sharing of data and processes. 
In conclusion, ethical and legal considerations interact in many complex ways, but there 
exist paths to move forward and overcome the barriers posed.
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Introduction

Incentives behind Multiscale Knowledge Integration

Opportunities to integrate individual- and  population-level data1 to approach 
innovative research questions continue to expand as researchers recognize the 
benefi ts of interdisciplinary scholarship to better understand human behavior 
in the context of built, social, and natural environments. Although similar to 
the value of research partnerships and collaboration within domains of exper-
tise, the need to combine individual data, often aggregated at multiple levels, 
to address some types of research questions, usually expands the number and 
types of disciplines and experts required to engage cooperatively in the pro-
cess. Such eff orts thus promote cross-fertilization of ideas and improve inter-
disciplinary understanding in the process of reaching shared insights.

Research projects that integrate data can also uncover new hypotheses as 
well as novel lines of inquiry, provide better insights about existing hypotheses 
and theories, and refi ne our understanding of observed phenomena, driving 
us to dig deeper to explain any diff erences in outcomes observed. By inves-
tigating some questions using integrated datasets, analysts can increase the 
ecological  validity of fi ndings and the  generalizability of results. Recognizing 
the connectivity of diff erent domains can provide further understanding of the 
structure and mechanisms operating in the complex human systems in which 
we observe patterns of behavior. Moreover, by linking individual and popula-
tion data, the insights that exist primarily in one domain may take on broader 
relevance and importance.

The development of technological resources, the appearance of new platforms, 
and increased availability and access to digital data, including “ data reposito-
ries,” “ data lakes,” and federations thereof, contribute to this expansion of op-
portunities.  Code repositories (e.g.,  GitHub), data repositories (e.g., NASA’s sat-
ellite image repository), and registries of repositories (e.g., re3data.org) facilitate 
the identifi cation of datasets and analysis code in diff erent domains, which can 
then be  reused or repurposed to answer new research questions. In addition, the 
development of ontologies2—such as LOINC for health-related measurements 
(McDonald et al. 2003), the human phenotype ontology (Robinson et al. 2008), 
and gene ontology for bioinformatics (Gene Ontology Consortium 2018)—help 
to support the translation and linking of data across datasets (Kamdar et al. 2019) 
as well as the characterization of geo-related scenarios (Huang et al. 2019).

Researchers who integrate individual and population data can benefi t from 
using existing data (e.g., acquiring data much more quickly than collecting new 
data, saving time and money) and their reuse of the data may increase the value 

1 Population-level data is the result of aggregating individual data into groups that abstract some 
of the individual-level properties to run an analysis.

2 We defi ne an  ontology as a data structure that organizes some fi eld(s) of knowledge, by con-
necting terms to their meanings, usages, and relationships.
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of existing data. In addition, reuse of previously collected data may be the 
only means of acquiring historical information. The recognition of research-
ers engaged in such eff orts may lead to their identifi cation as “connectors” 
and “translators” across disciplines who “think big,” and increase the visibility 
of their domain-specifi c contributions in other domains. The development of 
broad expertise (i.e., across more than one domain) and increased professional 
visibility may further provide rewards in the form of increased funding oppor-
tunities, attraction of students and/or other collaborators, infl uence, and greater 
dissemination of results. The process of working on interesting and challeng-
ing research questions that require the integration of datasets and collaboration 
across domains can provide fun and intellectually challenging opportunities 
for learning with others about interdependent and multiple factors aff ecting 
outcomes that otherwise cannot be observed.

The Data Deluge and Research Questions

Integration of knowledge is always prompted by research questions, some of 
which can only now be answered thanks to the so-called data deluge (which, at 
the same time, poses new challenges to eliciting these answers). Technological 
advances in data collecting and processing devices have allowed massive 
availability of data on human behavior and activity at individual, group, com-
munity, and population levels, in diff erent forms and storage organizations 
(e.g., databases, repositories,  data lakes, and others). An estimate published 
by The Economist (2017) claimed that, by 2025, data generated per year will 
have reached an order of 170 zettabytes (zettabyte = 1021 bytes), and that it 
would take some 450 million years to transfer this amount of data from one 
place to another using the current data transfer technology. According to the 
same source, some 80% of these data are privately held or in hard-to-access 
forms; only 20% are found in various kinds of records (e.g., social or health 
data in registries) that are more accessible and regulated. Indeed, a wide va-
riety of open big data sources provide select information on individuals and 
populations, summarized at diff erent geographic or administrative levels (e.g., 
municipal, district, state, city, and country level) and by specifi c characteristics 
(e.g., age, education level, behaviors), as well as a myriad of fi les on conditions 
associated with the built, social, and natural environments (e.g., transportation, 
social networks, weather). The handling of such heterogeneous sources of in-
formation poses a number of conceptual and technical challenges.

Indeed, integration of data is arguably an important step in the attempt to 
develop new knowledge on human behavior and its constraints. While some 
platforms function primarily as repositories for data access, others support 
 data collection, curation, security, anonymization/pseudonymization, as well 
as software tools, methodologies, and algorithms.

The key construct of science, namely the formulation of a research ques-
tion, involves a long path to extract new knowledge through integration of 
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various sources of data. The nature of the question will determine the choice of 
research method. For example, is the research question guided by an existing 
theory or hypothesis to be tested, or is the research question related to empiri-
cal exploration without a hypothesis? In the exploratory study approach, the 
focus of the research question is on the properties of the system concerning 
its structure, how it functions and responds to diff erent external conditions, in 
that order, using the methods of data analysis, computational modeling and 
simulation, respectively (Kumpula et al. 2007). This exploratory process to 
generate knowledge from data can be viewed as a continuum such that the 
data analysis primarily leads to insights about structural properties or correla-
tions between entities. After this, additional studies may provide and would be 
required to obtain further insight into the functions or processes of the system. 
The progression from poorly structured mental models to mechanistic models 
that capture causal and dynamic relationships in physical and/or social systems 
may then support simulations to answer “what-if” questions and/or predic-
tions of likely outcomes of future experiments or interventions (Saramäki 
and Kaski 2005). Learning and  knowledge generation is not a linear process; 
rather, the knowledge obtained at each step may require going back to any of 
the previous steps, for example, to acquire more data or to change the model-
ing approach. In addition, individuals and their interactions with social, built, 
and natural environments (including the technology) continue to change over 
time, which means that our understanding of human behavior and our world 
also continues to evolve.

Research methods can take advantage of a number of well-established 
statistical analysis tools that are readily available for drawing inference from 
large amounts of data. Computational tools may use a phenomenological ap-
proach, a statistical approach, or a holistic approach that combines both. The 
phenomenological approach uses methods associated with, for example, net-
work science and modeling to analyze links between entities, functions, or 
processes, in search of plausible mechanisms to understand the formation of 
human social networks and dynamics of human behavior in them. Statistical 
approaches are an integral part of data science, and cover statistical analysis or 
modeling, in which various  machine-learning methods may play an increasing 
role for regression, clustering, and inference. Integration of data from vari-
ous sources points, however, to the need to develop novel computational ap-
proaches, methods, and algorithms to get more detailed insight into human 
social behavior and population-level phenomena; regardless of the approach, 
human expertise is generally required (discussed further below).

As West (2017) pointed out in his data-driven studies of human social 
systems: “The underlying laws of complex social systems are not known, 
yet, but they show regularities so there must be governing principles.” This, 
in turn, signals the relevance of integrating knowledge from data in multiple 
scales, collected at the individual, group, community, and/or population level. 
Our discussion begins with an overview of the main steps and approaches 
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for this kind of integration, and briefl y delves into identifying questions 
while stressing the importance of human intervention. We then discuss some 
kinds of studies that lead to claims that may be made as a result of integra-
tion and analyze the soundness of data to support these claims. We address 
quality issues through the integration process and look at some of the factors 
that may hinder integration activities. Finally, we analyze ethical and legal 
questions that arise during integration and suggest  future research directions 
for consideration.

Knowledge Acquisition through Data Integration: 
From the Individual to Populations

The integration of  data to acquire knowledge can be seen as an iterative pro-
cess that comprises four interrelated steps:

1. Defi ning and acquiring the data to be integrated.
2. Curating and  preprocessing as needed.
3. Performing the integration through a number of strategies.
4. Performing computational analyses on the results of the integration.

This process may require backtracking to re-execute any activity, with poten-
tially new data or strategies that may, for example, indicate the need for alter-
native or new data sources, or additional curation, or alternative integration 
methods, in which case one or more of the activities will be repeated until 
the researcher is satisfi ed with the result. In the context of place-based digi-
tal ethology, integration combines individual-level data (e.g., tabular records 
from administrative health databases; see Sandin, this volume) with area-level 
data about physical, built, and social environment (see also chapters by Smith, 
Lovasi et al., and Weigle et al., this volume).

Given a specifi c research question and datasets, results may be diff erent and 
lead to distinct (and even contradictory) conclusions and claims depending on 
the choices made during steps 2, 3, and 4 and their interactions. This points to 
the need for separating the concept of integration from the algorithmic strate-
gies used, as well as from the kind of underlying physical storage mechanisms 
(e.g., are the data in warehouses, repositories, or data lakes; are they provided 
through a single site or via a federation of sites or institutions). Here we will 
concentrate on concepts and high-level strategies and ignore computational 
implementation issues.

Many Names, One Goal: Acquiring Knowledge through 
Multiscale Data Integration

The integration of  individual- and  aggregate-level (in our context, most of-
ten area-level) data to derive new knowledge has been discussed in diff erent 
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disciplines and research domains under a variety of names and contexts. It is 
sometimes called “ multiscale  data integration,” in which the scale may be as-
sociated with the geographic space (Cui et al. 2022), but may also refer to dif-
ferent scales in human biology for health studies (Phan et al. 2012). Multiscale 
integration may interweave the data with the models that were used to produce 
data at diff erent levels of complexity (Peng et al. 2021). Other names include 
“multilevel analysis” (Snijders 2011), “combination” of individual and aggre-
gate data (Haneuse and Bartell 2011; Mezzetti et al. 2020; Raghunathan et al. 
2003), “linking” (Paus et al. 2022), or “merging” (Gaubatz 2015; Hernández 
and Stolfo 1998) datasets.

Regardless of the name used, the ultimate goal is to acquire knowledge 
and get new insights about relationships among the real-world entities being 
represented by the data so that we can answer research questions. Through 
integration, new relationships emerge (Jo et al. 2014; Monsivais et al. 2017). 
Relationships may be explicit, such as those between “attributes”3 (data prop-
erties) associated with a particular geolocation in multiple domains (e.g., rural, 
urban, demographics, records of social or medical services). Geolocation can 
be further enhanced by related information, such as temperature and length of 
daylight (Kovanen et al. 2013), obtained from open national meteorological 
and geophysical registries. Nonexplicit relationships (e.g., behavior patterns in 
a social network) can be obtained algorithmically by using, for instance, ma-
chine-learning techniques (see section on the Importance of Human Judgment 
in Data Integration).

Though ideally the research question at hand should decide which data 
source to use (step 1 of the iterative process), other considerations, like con-
venience and data availability, might also infl uence the selection of data. 
Regardless, the data sources chosen will have consequences on all analyses 
performed, statistical and scientifi c inferences, as well as which claims and 
conclusions we are able to draw. It is crucial for researchers to be explicit and 
clear about what they are proposing to measure and combine, and to ensure 
that the data they use are relevant to the task at hand. They must also under-
stand and acknowledge the limitations in the data, analysis methods, and strat-
egies (see Lovasi et al., and Kum et al., this volume).

Metadata

In parallel, researchers  are often concerned about issues such as data access 
(how can I get the data I need;  how do I know whether it exists, and where), 
 data provenance (where did the data come from, how were the fi les produced, 

3 An attribute refers to a fi eld in a fi le record and is sometimes called a property or feature, 
depending on the research domain. The term usually refers to textual or tabular fi les but may 
extend to nontextual fi les. Examples are the name of a person in a table, the coordinates of a 
region covered in a satellite image, or the amplitude of a sound wave.
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and by whom), and responsible data management4 as a whole. When look-
ing for data that may be used in a research eff ort, metadata5 are a valuable 
resource, since they describe a fi le and give information on authorship, prov-
enance, quality, access rights, as well as other fi elds that may help in under-
standing the context in which  sharing and  reuse are allowed. (For a discussion 
on metadata and its value, see Lovasi et al., this volume.) Data registries, re-
positories, and federations thereof always contain catalogs of  metadata—albeit 
of varying quality—that help to fi nd the datasets of interest therein, in line with 
FAIR principles (Wilkinson et al. 2016). Given all these roles played by meta-
data records, metadata quality is a serious issue, often ignored  by researchers. 
Issues related to quality are discussed below; see also Lovasi et al. and Weigle 
et al. (this volume) for further discussion on provenance and associated quality 
issues for data derived from interactions of humans with and within the built 
and social environments.

Integration Strategies

Integration strategies (step 3) are high-level procedures that can be applied 
to combine data from individual to multiple aggregate levels (e.g., area lev-
els with diff erent spatial granularities). Each strategy is refi ned depending on 
the data being integrated as well as quality and provenance issues. The actual 
computational implementation requires taking additional factors into account, 
such as performance, data volume, data placement, and even  privacy concerns. 
The main groups of strategies relevant to the discussion in this chapter include:

•  Fusion combines datasets into a single one by joining them along com-
mon attributes; this  is often applied to tabular data (Bleiholder and 
Naumann 2009; Gagolewski 2015). Overlay is an example of a fusion 
technique in which the data to integrate are images whose contents, in 
digital ethology, are combined based on geolocation (Tsou 2004). In 
this case, the result is a compound image, in which each pixel corre-
sponds to a value that represents a combination of the values of pixels 
of the overlaid images at that location. Individual- and population-level 
data can be fused, based on geolocation, when each individual is con-
nected to a place;  aggregate-level data refers to a polygon that contains 

4 For a comprehensive set of resources and standards on research data management and gover-
nance, see Research Data Alliance (https://www.rd-alliance.org/).

5 Metadata are data that describe the contents of a fi le to help fi nd and characterize it at a high 
level so as to preclude having to open the fi le to see what is inside. Metadata are always textual 
records. Metadata standards are domain- and research-group dependent and defi ne which are 
the attributes of these records. A metadata record describing a satellite image includes attributes 
such as information on the sensors that captured the image, the date it was taken, and coordi-
nates covered. A metadata record on a questionnaire applied in qualitative research may contain 
information on how interviewers were trained, or even a pointer to a particular term of  consent.
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the place, for example, as described by spatial join integration tech-
niques (Brinkhoff  et al. 1994).

•  Linkage typically does not fuse datasets; rather, they may be kept apart 
but linked together (e.g., using tables) to form clusters of information 
about a given entity. An example is record linkage, also called entity 
resolution, which corresponds to recognizing diff erent manifestations 
of the same entity in diff erent fi les, and connecting their records based 
on an identifi er, such as geolocation. Each integrated entity becomes a 
cluster of records, each of which addresses a specifi c kind of informa-
tion, from individual to multilevel aggregates (e.g., income tax, crimi-
nal record, employment history, hospitalization history, census sectors). 
Linkage when the identifi er is not unique or does not exist is a research 
problem. Herzog et al. (2007) treat a diff erent aspect of this problem, 
and Kum et al. (this volume) discuss some approaches to dealing with 
privacy in record linkage when using  individual-level data.

•  Semantic integration connects separate fi les via  ontology links (Noy 
2004) by examining the semantics of their contents. Individual- and 
population-level data are connected together by the concepts they have 
in common and, in our case, considering geographic characteristics 
(Huang et al. 2019). Semantic integration often results in large graphs 
with millions of elements.  Social networks are often processed using 
semantic integration mechanisms, in which clusters arise due to, for 
example, common behavior, expressed beliefs, or discussion topics 
(see Weigle et al., this volume). For a discussion of behavior patterns 
in digital ethology and associated data, see Dumas et al. (this volume).

Since integration starts by trying to identify commonalities across the fi les to 
be integrated, it is important to assess whether all fi les are minimally com-
patible. In particular, a combination of the above strategies may need to be 
applied, depending on the kinds of data types to be integrated (e.g., textual 
data, images, data streams, graphs of social networks, surveillance videos). 
The following is a succinct set of questions that need to be asked to identify 
commonalities among two or more datasets to facilitate integration:

• Is there any common set of features/fi elds/attributes/properties6 that 
will allow, for instance, spatial or temporal units to be integrated, or 
the associated entity or characteristic to be represented, such as spatial 
extent, geographical characterization, measured variables, or category 
(e.g., land-use or socioeconomic factors)?

• At what granularity were attributes collected (e.g., meters, census units, 
years), and how were they expressed (e.g., frequency, intensity, time it 
takes to do something)? Are they qualitative or quantitative? Is there 
any kind of conversion between qualitative and quantitative that will 

6 Distinct research domains use these names to mean the same thing.
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allow meaningful comparison? What does “near” mean in a location-
based system, or “frequent” in medical reports? For a discussion on 
spatiotemporal granularity, see Lovasi et al. (this volume).

• Are these common sets of attributes compatible: Do they cover the 
same or overlapping spatial regions? Do they refer to the same or over-
lapping temporal windows?

• Did the datasets to be integrated already exist, or were they collected 
for the research eff ort? Are they raw, or derived, or synthetic? If de-
rived or synthetic, what code was used to generate them? Note that 
synthetic data are common in situations where raw (real) data are hard 
to get, such as to protect individual privacy (Arora and Arora 2022).

The answers to these questions may indicate the need for data curation (a step 
toward increasing quality) or  preprocessing (e.g., to fi ll in blanks or missing 
values, or to perform conversions). Examples of preprocessing involve con-
verting temporal or measurement units, or aggregating/disaggregating records 
(e.g., transforming schools into school districts). Preprocessing may also in-
volve additional methods, such as transforming images, sound, or videos into 
arrays that encode them in a more compact way (also called “descriptors” in 
image or sound processing).

An example of the need for such questions when integrating individual and 
population-level data is the so-called “ modifi able areal unit problem” (MAUP) 
(Manley 2019). In a MAUP, the level of aggregation (e.g., administrative or 
census units) and the shape of the units will aff ect integration and subsequent 
analysis. Indeed, there is often an underlying assumption of population ho-
mogeneity within each aggregation unit, which is not always the case. Here, 
it is not enough to perform linking, or  fusion, or  semantic integration, without 
understanding the fi tness for use of the individual and the population data.

Importance of Human Judgment

The consequences of diff erent approaches to integrate individual and popula-
tion data depend on how and when the integration occurs. The process aff ects 
the variability and clustering of the data ultimately used in the analysis (e.g., 
as in the MAUP situation just described) as well as the transparency in the 
judgment of the investigators involved in the process. Whatever approaches 
are used, substantial  human judgment is involved, and domain expertise is es-
sential (see the discussion on the importance of “human in the loop” by Kum 
et al., this volume).

Prior to the development of  big data algorithms, analysts traditionally 
combined data through a process that involved the identifi cation of data for 
potential aggregation and undertook a careful process of data curation with 
domain expertise to combine only what was needed. More is not better in these 
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situations; rather, integration typically required pulling together only the rel-
evant parts of the data based on domain expertise.

In comparison, in the newer  machine-learning approaches, the data selection 
process can include a wide range of data associated with the research question, 
but some of the integration relationships may not be known or established, or 
the association with the research question can be challenged. Here, more may 
be better. This is because the fi rst step of  data integration for these approaches 
is to get as much (potentially) relevant data together as possible, and then fol-
low this step by data reduction and correlational analyses that identify relation-
ships. In this process, the researchers face challenges to explain the data, and 
this process can lead to deeper investigation to identify causal relationships 
and sources of variability. Here, modern statistical and computational methods 
and techniques (e.g., machine learning) can elicit relationships that would not 
be identifi able in the more traditional knowledge integration processes.

In either scenario, the role of the domain experts is important for pulling 
together as much data as possible, for data reduction (Mattingly et al. 2019), or 
in understanding and validating the emerging relationships and results.

Some Typical Study Types and Associated Claims

Claims can be contextualized by the kind of studies with which they are as-
sociated, such as:

• Descriptive studies. These studies typically do not involve any elabo-
rate claims and may be free from more formal statistical analyses and 
rely more on basic statistical methods (e.g., mean, median, distribu-
tions, confi dence interval) but, ideally, include data representative of 
the target population. The goal is to describe what is being observed.

• Estimating studies. Can be seen as a deeper and more focused descrip-
tive study, usually including formal statistical methods and inference 
quantifying an estimate of interest. The claim would relate to estimated 
eff ect size and magnitude. Their goal is to go beyond a simple descrip-
tion to look at relationships.

• Hypothesis testing studies. A study testing a prespecifi ed scientifi c and 
statistical hypothesis, alternatively supporting equivalence of some 
kind. This study would include statistical methods; inference, estima-
tion, and description would be included as supporting information. The 
claim would be very specifi c—for example, declaring presence of a 
diff erence.

• Causality and mechanistic studies. While hypothesis testing studies 
can be based on group-level data using population averages and corre-
lations, this would be less likely for a study concluding causality where 
we would require a high degree of support from the data in order to 
claim that an association is a measure of a truly causal eff ect and not 
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driven by  confounding factors or biases from mediating or unbalanced 
moderating factors. Patterns supporting a mechanism and causal eff ect 
include patterns across time or age, or dose response.

• Normative studies. These are studies that seek to make claims about 
whether observations are consistent with available prior observations. 
For example, normative claims using individual physiological data are 
familiar to most people (e.g., blood pressure is normal, or low or high 
relative to the reference range). Although there are no universally  stan-
dardized reference ranges for human behavior, in human development 
some reference ranges exist (e.g., growth curves or developmental 
milestones, some of which vary by country). Similarly, psychologists 
and psychiatrists categorize some types of mental disorders and cog-
nitive heuristics that impact behavior. In economics, there is a focus 
on observing human behavior by understanding choices/decisions, of-
ten in the context of preferences revealed by participation (or not) in 
markets.

• Methodological studies. These are studies that focus on demonstrating 
the functionality of algorithms and tools that make claims about the 
utility of the algorithm/process. These studies often start from defi n-
ing an important computational problem that is useful to addressing 
human behavior if the problem can be solved with some algorithm. 
Here, results about human behavior may not be novel, but it is still 
important to demonstrate usefulness of the proposed methods through 
real case studies.

Evaluating the Use of Data to Support a Claim

There are at least two complementary approaches to evaluate how integrated 
data are used to support a claim. Both approaches address  bias in research: one 
relies on statistical methods to check whether bias in integrated data produces 
biased claims; the other concentrates on methodological aspects in  data collec-
tion and integration that may lead to misinterpretation of results.

In the fi rst case, a major statistical approach is the analysis of confounding 
variables; namely, those in which external factors of no interest may infl uence 
integration outcomes, and thus the claims. Consider, for example, the use of 
 environmental data to qualify the claim that “people work less than normal 
when it is hot.” For this research question, and associated claim, consideration 
of the potential role of the omitted variables may explain the phenomenon 
(e.g., school vacations occur during the summer). Thus, temperature may not 
be the primary driver of this behavior, but rather the fact that children are out 
of school, which encourages families to take vacation and work less at the 
same time. In addition, high temperatures may spur government regulation 
when schools are open. In a more general sense, when integrating data to sup-
port claims, the analysis needs to include a process of not only validating the 
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accuracy and reliability of the data, but also the role that diff erent variables 
may have on the research question at hand, and understanding the context in 
which the question is posed. A sequence of models and analyses may be re-
quired to test and evaluate the outcome under diff erent assumptions related 
to the role of the variables as relevant with respect to discussion of a direct 
eff ect on the outcome or for the indirect eff ect on the outcome (i.e., as a valid 
indicator of something for which we do not have suffi  cient data). As always, 
analysts must remember “garbage in garbage out,” and that quality issues must 
be considered at all research stages. The increasing use of  machine learning 
as part of the analysis process has spurred the development of a wide range 
of statistical methods to check data and analysis bias on integration results 
(Ntoutsi et al. 2020).

The methodological approach (Brazhnik and Jones 2007), instead, is guided 
by questions on steps 1–4 of the integration process presented above. These 
questions can only be answered when the datasets and the steps were appro-
priately documented, in particular using metadata. The fi rst set of questions 
concerns step 1: data selection. Was the choice of datasets to be integrated ap-
propriately justifi ed? Did these datasets already exist, or were they created for 
that research eff ort? If they existed, why were they chosen, and how were they 
found? Were they included just because they exist and are big (a self-justifi ed 
choice)? Are they representative of the phenomena they purportedly describe?

Additional questions refer to how these datasets and their integration were 
documented. Are they appropriately described as to the spatiotemporal con-
text in which they were created/collected? Are all units that characterize them 
stated? Are there standards against which we can analyze the suitability of the 
integration strategies adopted? What were the integration strategies performed, 
what kinds of  preprocessing was conducted (e.g., curation, unit conversion)? 
Are they overly described (too many variables), requiring integration via mul-
ticriteria decision analysis? Or are they under-described, which would result in 
a poor analysis process and unsupported claim?

We now proceed to a discussion on quality, which is directly associated with 
all aspects previously discussed in this chapter.

Quality Considerations

 Quality considerations permeate the  knowledge acquisition process, from 
stating the research question to the fi nal claims. During integration, quality 
checks apply to the four steps previously mentioned: data collection, curation 
and preprocessing, data integration, and computational analysis (and the selec-
tion of analysis methods and datasets). Such checks apply to the data (e.g., 
appropriateness of choice) as well as to the processes involved in integration 
and analysis. Which quality factors should be applied, and how should they 
be evaluated? Here, one must remember that data quality is also defi ned as 
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“fi tness for use” (de Bruin et al. 2001) or “fi tness for purpose,” so that quality 
factors and their evaluation have to be specifi ed relative to the research frame-
work and acceptability of the results within that framework.

These factors, often called “quality dimensions” (Fox et al. 1994), include 
 robustness, trustworthiness,  generalizability, and  reproducibility. When talking 
about  big data, the term “veracity” is sometimes related to quality; namely, to 
which degree results or processes represent what they are supposed to. Weigle 
et al. (this volume) present many examples of quality dimensions associated 
with social media data, such as cohesion or coverage.

Here, we discuss how the integration of individual and population (area-
level) data impacts the robustness, reproducibility, and generalizability of re-
sults. In particular, we off er recommendations on how to improve the trustwor-
thiness and generalizability of results.

Robustness of associations and relationships found in integrated datasets 
will depend on modeling practice, measurement error, and  sampling uncer-
tainty. In all population studies, the robustness of associations is infl uenced by 
factors such as the basic model choice (e.g., structural equation vs. regression 
models), the degree to which model assumptions are met (such as the normal 
distribution of the outcome in linear models), and modeling choices, such as 
the number of knots in a spline regression (Klau et al. 2021).

In large-scale social media studies or large registries, some aspects of mod-
eling are less impactful if the sample size increases. For example, a certain 
deviation from the normal distribution is more likely to infl uence results if less 
than a few hundred individuals are studied; very large datasets are often more 
robust to these assumptions (Schmidt and Finan 2018). The impact of many 
other model assumptions is independent of sample size. For example, any ag-
gregated data will have to be analyzed accounting for the clustering of indi-
viduals in the study. Although standard practice, this is sometimes overlooked, 
in particular if the exposure of interest is based on  individual-level data or if 
only confounders were obtained from aggregating data.

 Measurement error is often only superfi cially discussed in datasets result-
ing from integration of population and individual-level data. It can occur in 
exposure, confounder, and outcome measures, but has been shown to impact 
results even if only occurring in one variable and even if datasets are large. 
Although measurement error is often nondiff erential (i.e., associations would 
be weakened), it can also lead to overestimation of results. If adjustment vari-
ables are measured poorly, eff ect infl ation is common.  Aggregate-level data are 
often imprecise; for example, neighborhood data or measurements to model 
 environmental data may have poor spatial resolutions. Hence, some scien-
tists advocate careful analyses of measurement error, such that the possible 
degree of error is reviewed, modeled, and tested. Sensitivity analyses can be 
used to show the degree of measurement error that would make results disap-
pear (Bennett et al. 2017). Good practice in the analyses of combined data 
with some reasonable doubt about measurement error should incorporate such 
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analyses to quantify  robustness to measurement error. The practice is, how-
ever, uncommon.

Reproducibility: In this discussion, we will follow the report by the National 
Academy of Sciences (NASEM 2019) and distinguish  reproducibility from 
 replicability. Reproducibility is defi ned as obtaining the same results with the 
same protocol (measurements and model) in the same population. Open sci-
ence advocates have called for codes or syntax and, ideally, the data to be made 
available publicly or at least on request. Likewise, analytical protocols and 
preregistration of analyses are suggested. These protocols should be specifi c 
and uploaded to registries and are ideally presented and discussed prior to any 
analyses. This increasingly common practice is important and useful even if 
no specifi c hypothesis is tested. That said, a formal evaluation of the progress 
in reproducibility achieved by the open science initiatives is lacking. Some 
guidelines have been suggested (e.g., transparency and openness guidelines; 
Nosek et al. 2015), but it is important that guidelines do not stifl e innovation.

Replicability is the capacity to obtain consistent results across studies aimed 
at answering the same scientifi c question (NASEM 2019), “each of which has 
obtained its own data.” The so-called replication crisis (Schooler 2014) has 
been discussed for over a decade. Several scientists have attempted to esti-
mate the lack of replication in observational research and some state that many 
research fi ndings are “false” (Ioannidis 2005). Although such claims cannot 
be quantifi ed easily, combining data not initially collected for a certain re-
search question or using large-scale social media data raise similar concerns. 
Replicability of results is important to guide policy and other implementa-
tion eff orts. As Lash (2022) pointed out, however, replicability should not 
be judged by whether two results are both signifi cant (or not). Rather, it is 
the slow accumulation of knowledge that mostly guides policy; and replica-
tion endeavors are an important part of this accumulation process. Limited 
sample size, chance fi ndings, reliance on statistical testing, diff erent forms of 
 bias, selective reporting, and  publication bias severely impact the ability of re-
searchers to replicate results. Good practice in analyzing integrated data is not 
diff erent from any other form of science. Some advocate analytical protocols 
and preregistration of analyses, but there are reasons to assume that this might 
improve reproducibility but not replicability (Hicks 2021). Others advocate for 
the use of careful multiple testing controls to reduce chance fi ndings and data 
dredging. This, however, addresses only one problem of replicability and can 
increase the type II error (i.e., false negatives): the most signifi cant associa-
tions are not necessarily the reproducible ones. Replication eff orts using other 
samples to examine an association or other fi ndings can be part of the original 
investigation. The current practice in some fi elds, like machine learning, is to 
reproduce a statistical model obtained in one sample by applying it to another 
independent sample, typically split off  from the same dataset prior to analysis, 
and formally examine if the same result is obtained. In this framework, an 
algorithm is fi tted on the training data and the model performance is tested on 
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such independent, unseen, test data. Well-powered studies could be redefi ned 
as allowing such replication. Yet, this is not a typical practice in population 
studies with aggregate and individual-level data, often because sample size 
does not permit such splitting of data and eff ects are commonly small.

A result is replicable if the design and fi ndings of the original study and 
replication attempts are qualitatively similar. Because similarity of study in-
cludes the design, measurements, sampling frame, and analyses, and these 
assumptions are often implicit and involve  judgment, replicability is almost 
always ambiguous if not put into context and can be highly controversial 
(Feest 2016). Another important facet of replicability endeavors is that they 
can unravel why associations diff er, how variability in measurement or expo-
sure distribution impact results. Large-scale social media or geocoded data 
may off er scientists the possibility to study the seeming lack of consistency 
and poor replicability of results, which point to  cultural specifi city, or the 
impact of measurement or design.

Generalizability of results is a major determinant of the usefulness of data. 
If fi ndings cannot be generalized or extrapolated to specifi c, even if limited, 
populations or population subgroups, there is a limit to generalizable knowl-
edge that can be obtained. Insights may still arise from studies where gener-
alizable knowledge is not the goal (e.g., case studies), but care is needed not 
to over interpret the insights, especially when implementing interventions or 
policies. Generalizability is inherently subjective. It is conditional on a careful 
description of the research, not only the study population (characteristics, as-
certainment, inclusion/exclusion criteria), but the exact study question, meth-
odology adopted, and also outcome and exposure defi nition and assessment. 
Importantly, generalizability ( external validity) is conditional on the (internal) 
validity of results. A biased fi nding may be reproducible even in diff erent set-
tings but generalizing it to the larger or any other population makes no sense. 
Hence a careful evaluation of possible  measurement error,  selection bias, and 
 confounding is key.

Representativeness on key characteristics such as race/ethnicity or  urbanic-
ity is often used as an indicator of the generalizability of results to diff erent 
populations. Such  representativeness can also indicate lack of selection bias 
( internal validity) and that results apply widely to the general population.  The 
degree to which a population is representative of a larger population is an in-
dicator of sample generalizability. Without a clear sampling frame, however, 
representativeness may create the illusion of generalizability, for example, if 
the minorities included diff er from minorities not sampled. Despite the appeal 
of representativeness, we encourage researchers to consider sampling nonrep-
resentative populations for certain questions. This may make sense for many 
reasons beyond practical ones. Opting for nonrepresentative populations can 
minimize  bias (certain groups may be more reliable reporters), it can increase 
variability of the exposure, and it can help include or focus on subgroups (e.g., 
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Indigenous  or LGBTQ+ populations), which are often poorly represented in 
large population-based samples (Richiardi et al. 2013).

To increase generalizability, we recommend out-of-study reproducibility 
eff orts as outlined above. Such eff orts can truly help judge the extent of gen-
eralizability and further the process of evidence accumulation. Although rep-
lication eff orts can best begin with populations and designs that are as similar 
as possible, often sample characteristics, settings, or measurements will diff er 
to some degree. While some researchers recommend that analytical strategies 
and modeling practices should be kept the same in replication eff orts, we argue 
research design can and, if possible, should be improved according to current 
insights. No single reproducibility study will show or refute generalizability, 
but out-of-study, rather than just an out-of-sample reproducibility, is needed to 
evaluate whether results hold in a diff erent context and thus are generalizable. 
Even hypothesis-generating analyses of integrated data should aim to imple-
ment  out-of-study  reproducibility. In sum, replicability and generalizability are 
not tested, but depend on the quality of research that is carefully evaluated in a 
complex and often slow process.

Barriers to Multiscale Integration of Individual 
and Population Data

While most of this chapter focuses on the many benefi ts of  multiscale integra-
tion, we must also consider some of the barriers. Table 5.1 summarizes some of 
the main incentives that infl uence multiscale/multilevel  data integration. While 
the benefi ts that appear in the left column were emphasized in the introduction 
and assumed as given throughout the chapter, here we discuss potential disin-
centives listed in the right column.

While  data reuse may come with savings in time and resources needed to 
collect new data, the process of understanding the study design and data se-
lection processes that led to the reused datasets and obtaining these datasets 
may also require substantial investments of time. The failure to understand 
suffi  ciently the domain expertise that led to some of the data runs the risk of 
producing invalid results (see Lovasi et al., this volume). This implies further 
risk of the research becoming an example of “bad science” (Ritchie 2020) with 
potential criticism from domain experts and aff ected communities who may 
assert that the researchers did not suffi  ciently recognize the domain context 
and the need for relevant expertise, which can present a reputational risk to 
individuals, the group of collaborators, and any institutions with which they 
affi  liate. Recognizing this possibility at the beginning of a project may lead 
to the need for an expanded  research team with additional expertise, which 
implies the need for up-front resource investments to create new or negotiate 
expansion of research partnerships (e.g., to enable intentional and purposeful 
stakeholder involvement using value-sensitive designs; Friedman and Hendry 
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2019; McIntyre 2008; Viswanathan et al. 2004). In addition, the nature of the 
datasets to be integrated may expand the size and number of stakeholders, spe-
cifi cally aff ected communities interested in engaging in the research process in 
some capacity, and may come with some restrictions that include ethical, legal, 
and institutional review. For example, if the research involves using data that 
are subject to a data use agreement, then the process of reusing the data may 
require negotiation with those involved in the specifi c data use agreement, and 
navigation of complicated and potentially divergent interests. In addition, if 
the data use agreement precludes sharing the data outside of the collaboration, 
then this may restrict options for publication of the results to journals that do 
not require deposition of the data into a repository.

Ethical and legal requirements can preclude the sharing of data at the same 
level of granularity (e.g., across country borders), leading to both bureaucratic 
and methodological challenges when collaborating researchers have access to 
diff erent levels of detail.  Interdisciplinary collaboration may introduce another 
complicating factor when distinct disciplines adopt noncompatible  data shar-
ing and reuse policies.

Table 5.1 Incentives  that promote or hinder the integration of data.

Promote Hinder

• Better insights, knowledge
• Technological resources, 

tools, ontologies, statistical 
methods,  GitHub,  code shar-
ing, open data,  repositories, 
data lakes

• Opportunities to innovate
• Partnership, collaboration
• Fun
• Ecological validity, con-

nectivity, generalizability, 
relevance

• Quality, deeper, refi ned 
understanding

• Collaboration
• Refi ned understanding
• Funding, reward, effi  ciency, 

value in infl uencing activities
• Internal collaboration, 

visibility of research for 
expansion

• Interest in interdisciplinary 
scholarship, publication, 
broader recognition

• Domain expertise expansion

• Technological barriers
• Legal agreements, divergence/complexity
• Lack of expertise
• Time pressure, time taken
• Bureaucracy
• Discrimination: communication, publication
• Promotion of interdisciplinary work (indepen-

dent vs. collaborative work)
• Data quality
• Collaboration
• Risk of invalid results, domain context, expertise
• Possession of data, fear of discovery
• Stakeholders expanded
• Fear of trying
• Head in the sand, research suppression
• Lack of recognition
• Restrictions due to nature of data
• Funding, variability across domains
• People, training
• Peer group
• Demand for technical support, inertia associated 

with sharing data
• Lack of training, opportunity costs
• Misperception of costs, risks, benefi ts

Downloaded from http://direct.mit.edu/books/book-pdf/2458065/book_9780262378840.pdf by guest on 26 September 2024



96 C. B. Medeiros et al. 

The identifi cation of datasets for potential integration (step 1) does not 
mean that the researcher will gain access to the datasets in a usable format (or 
at all). Specifi cally, not all researchers (or, for that matter, institutions) share 
data. This may refl ect their compliance with agreements they made to collect 
or assemble the data, interests in protecting data that they are actively analyz-
ing or expect to analyze once the data collection ends (e.g., for a longitudi-
nal study), or simply because not sharing data maintains control of further 
discovery, evaluation, and communications of the data and prevents misuse 
or uses that might harm the reputations of those who possess the data (e.g., 
discovery of errors in the data). Similarly, restricting access to data to prevent 
discoveries by others may refl ect the preferences of some  data  owners to main-
tain the uncertainty and ambiguity that comes from lack of analysis, because 
providing data to independent researchers might lead to real or perceived risks 
of negative attention. For example, analyses of integrated datasets may result 
in identifi cation of previously unidentifi ed issues that some stakeholders may 
prefer not to become aware of (an attitude summarized as “head in the sand” 
in Table 5.1), lead to claims that require further resource investments, or cre-
ate new risks for the data owners or stakeholders. In this regard, research that 
integrates data that may directly aff ect the activities of one stakeholder may 
encounter active research suppression eff orts by others. Resistance for shar-
ing data may also be due to fear of data misuse—the so-called dual use issues 
(Bezuidenhout 2013).

In spite of the development of tools, platforms, and advances in technology, 
research eff orts that integrate individual and population data may encounter 
technological hurdles related to the nature of the datasets, issues with data 
quality, challenges with incompatibility between platforms and software used 
for processing data, inappropriate and/or insuffi  cient ontologies required for 
coherent understanding of the concepts behind the data, insuffi  cient data doc-
umentation, and computational demands that necessitate the engagement of 
technological or computational expertise in addition to any subject matter ex-
pertise. For example, while open  data repositories mean that researchers may 
access datasets simply by downloading them, lack of documentation on these 
data, such as poor metadata, may render them unusable.

Along these lines, researchers who are willing to share data can upload the 
data with diff erent levels of processing (e.g., raw, curated, derived) and their 
responsibility for data sharing ends with depositing the data into an adequate 
repository. Nevertheless, good data management practices, together with FAIR 
properties, require that datasets be documented by use of appropriate metadata 
records. Adequate documentation is itself a time-consuming activity that goes 
largely unrewarded, yet another barrier to good practices in data sharing.

There is, moreover, an expectation from researchers who want to reuse the 
data that the depositor of the data is responsible for answering questions, pro-
ducing details about the data, essentially providing free technical support to 
potential data users. Since this kind of  stewardship is seldom available, this 
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means that those seeking to use data from a repository may need to at least 
attempt to establish a collaboration with the data collector or generator and/or 
engage others to ensure appropriate interpretation of the data during integra-
tion. Alternatively, if  data repositories come with expectations of perpetual 
 stewardship of the data and responsibility for spending time helping any and 
all potential users, then this may create a disincentive for depositing data for 
reuse, or deposit only “self-explanatory” data, when research projects would 
potentially benefi t from a more complete dataset.

At an individual level, engaging in research that integrates individual and 
population (e.g., area-level) data as part of a collaboration will likely mean 
sharing credit for the work. This may have substantial career implications for 
new and less-established researchers whose scholarship and promotion are 
judged by their independent contributions, and who may not receive suffi  cient 
recognition for their contributions as part of the team. In addition, the dis-
semination  of the results may come with challenges related to communication 
of added complexities associated with the multiscale data integration, and dif-
fi culties fi nding an appropriate journal and/or opportunities to publish in high 
impact journals that may view the work as not a good disciplinary (or domain) 
fi t. Similarly, the people who developed the original idea and intellectual prop-
erty are rarely acknowledged, even though they managed to obtain funding, 
and performed data collection, cleaning, and storage to a level that would al-
low other researchers to use and access the data later are rarely acknowledged. 
This lack of acknowledgment may hamper  data collection and sharing more 
broadly. The group dynamics of collaborative activities can provide a sub-
stantial disincentive and discourage even attempts to engage due to real or 
perceived pressures that researchers face to meet productivity targets (“publish 
or perish”), secure funding for research outside of established domain-specifi c 
funding streams or in domains with variable or little funding opportunities, and 
opportunity costs associated with investing in additional training and acquisi-
tion of staff  with less-familiar skills and expertise.

The results that may come with the innovation of research that integrates 
multiscale data may also face challenges due to the absence of peer groups, or 
to experts in related domains who may perceive the research as a threat. All re-
search projects come with some risk of failure (e.g., not resulting in outcomes 
worthy of publication or further pursuit), but some unique pathways of failure 
come from combining individual and population data. For example, the eff ort 
may fail after substantial investments in the up-front activities that lead to the 
integration process if the collaborators determine that the quality and fi tness 
of the data when integrated do not support the analysis required to answer the 
research question. Those who perceive this and other risks as potentially very 
substantial may fear even trying to engage in this type of research. As with any 
research activity, individual researchers may misperceive the risks, costs, and 
benefi ts of participating in activities that integrate multiscale data, particularly 
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in the context of evaluating the opportunity costs. With time, as more eff orts 
either succeed or fail, the risks may become more easily understood.

Ethical and Legal Considerations

Ethics and law are essential tools when making decisions about data use, but 
they are diff erent constructs that provide diff erent types of answers (Hulkower 
et al. 2020). If the question is, “Can I use these data?” ethics will help dis-
tinguish whether the answer is “right” or “wrong” or “should” or “should 
not.” In contrast, the law helps distinguish between “yes,” “no,” or “maybe” 
and answers of “must” versus “may.” It is also essential to recognize that 
ethical activities might not be legal (Hulkower et al. 2020) and that legal 
activities might not be ethical. Legal and ethical issues on  data integration 
and use must be important considerations in determining whether a research 
project can or should proceed. Here, we focus on two critical considerations 
of integrating knowledge from individual and  aggregate-level  data: group 
harms and  legal  uncertainty.

Group Harms

In  the ethical review process, the overwhelming focus is on the mitigation 
of individual-level risks. These risks are well documented, and research eth-
ics committees are accustomed to weighing these risks against the perceived 
value of a proposed research project. To this end, the principal strategies in-
clude seeking an individual’s  consent, where practicable, and  de-identifi cation 
(for defi nitions on distinct forms of data privacy, see Table 1 in Kushida et al. 
2012). Informed consent rests on the idea that the individual is best situated 
to evaluate the risks and benefi ts of participating in a research project. De-
identifi cation rests on the assumption that rendering individuals more diffi  cult 
to identify will reduce the risks faced by those individuals (“data subjects”). 
Both strategies can, however, be legitimately criticized in  big data contexts. 
When integrating large datasets involving  individual- and  aggregate-level data, 
the objective is often to gain insights about groups of people with similar char-
acteristics (e.g., their geospatial location at a particular level of spatial granu-
larity). These insights—well-meaning or not—can lead to substantial harm to 
these groups and the individuals within them. Thus, research that uses big data, 
especially when it involves integration, implies a diff erent type of risk that is 
largely ignored by research ethics committees: group harms (Ienca et al. 2018).

Group harms are those harms that adversely aff ect the collective interests of 
individuals sharing common characteristics (Xafi s et al. 2019). Some of these 
groups might have legal protections (Wachter 2022); for example, in the United 
States, various antidiscrimination laws protect racial groups legally. Other 
groups might have substantial predictive importance but lack any protections 

Downloaded from http://direct.mit.edu/books/book-pdf/2458065/book_9780262378840.pdf by guest on 26 September 2024



 Integrating Knowledge from Individual- to Population-Level Data 99

under the law. For example, owning a dog is an important grouping character-
istic used by many data brokers, yet “dog owners” is not a legally protected 
class under U.S. antidiscrimination laws (Federal Trade Commission 2014). 
Still other groupings, such as those derived through artifi cial intelligence, are 
entirely incomprehensible to humans (Wachter 2022). These incomprehensible 
groupings might include, for example, individuals with specifi c mouse move-
ment patterns, or specifi c web-browsing behaviors (Wachter 2022).

Using  de-identifi cation or aggregation may protect the individual data sub-
jects, but it shifts the focus of analysis, and the risks that come with it, to an 
identifi ed and identifi able group. As a consequence, the grouping might ag-
gravate risks for group members. For example, data aggregated using racial 
grouping criteria could facilitate erroneous stereotypes of that group and dis-
crimination. Behavioral insights about a group like “dog owners,” mentioned 
above, could enable harmful and potentially legal discrimination against indi-
viduals within the group. Also, de-identifi cation may be meaningless as a  pri-
vacy protection mechanism to individuals whose identity is strongly linked to 
the group they belong to, as is the case of many  Indigenous groups, for which 
specifi c data governance principles exist (Carroll et al. 2020).

Similarly,  consent is an imperfect tool to manage group harms. An indi-
vidual who provides consent to research could face minimal individual risks, 
but the group the individual belongs to could face substantial group harms. 
For example, genetic data can be collected with minimal risk to an individual, 
but the use of the genetic data can have far-reaching impacts on the indi-
vidual’s family, community, and even culture, as was made painfully clear 
when genetic information from the Havasupai Native American tribe was 
used for research that caused signifi cant cultural harm, stigma, and embar-
rassment. Genetic  data collection is also a good example of another kind of 
group harm: by being “aggregated” into a group, the individual may not only 
incur harms–other members of that group, and sometimes even outside the 
group, may be harmed as well (e.g., allowing discovery of new knowledge 
through use of bioinformatics).

Moreover, most individuals cannot fully know or appreciate the implica-
tions of their “consent.” For example, most  Meta (Facebook) users might not 
appreciate that the broad consent they provided to Meta permitted widespread 
emotional experimentation on vulnerable social media users (Reilly 2017). 
An individual’s ability to protect against group harms through withholding 
consent depends substantially on the individual’s awareness of the group(s) 
they belong to.

Importantly, aggregation and grouping decisions during integration steps 
1–4, described earlier in this chapter, can aff ect the distribution of group harms. 
Individuals and the communities they belong to have a right to be counted 
(Fairchild 2015). This right derives from the fact that  information can  empower 
individuals and communities to act. For example, the discovery that an indus-
try is harming a community empowers the individuals within that community 
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to act to seek new regulations for the industry; that action would not, however, 
occur but for the knowledge of the harm. Similarly, the act of counting informs 
crucial resource allocation decisions. Consequently, inequitable counting be-
gets inequitable resource distributions. In the extreme, inequitable counting 
can lead to so-called data genocide, whereby the undercounting of a particular 
group contributes to systemic exclusion of a group (and eventual extermina-
tion) (Urban Indian Health Institute 2021). For example, a 2021 report by the 
Urban Indian Health Institute alleged that inadequate reporting and sharing 
of  COVID-19 surveillance data with tribal communities and governments 
contributed to ongoing data genocide of American Indian and Alaskan Native 
populations. For these and other reasons, great care should be taken to ensure 
that aggregation and grouping decisions do not contribute to systematic and 
inequitable disenfranchisement of vulnerable groups.

Critically, the group harms can extend beyond the specifi c subject matter of 
the data being aggregated or integrated. For example, consider a research proj-
ect on school performance, where researchers report only aggregated student 
performance data at the school level to protect individual students. Although 
the reported data concern only specifi c schools, there might be group harms 
that extend beyond the study’s focus. Neighborhoods surrounding poorly per-
forming schools might see falling property values and increasing community 
stigma. Since the neighborhood residents were not the focus of the study, they 
might not have had an appropriate opportunity to raise their concerns with the 
researchers. In this way, researchers and research ethics committees should 
consider what groups, internal and external to the research focus, could face 
group harm from the research activity and weigh the risks and benefi ts to both 
individuals and groups accordingly.

Seeking a “ social license” from relevant communities or groups is one ap-
proach to address potential group harms. Social license refers to the informal 
permission given by a community to a public or private entity to engage in 
a specifi c activity (Shaw et al. 2020; see also Weigle et al. this volume). In 
the context of digital ethology and other  big data activities, a social license 
provides legitimacy to collect, use, or share data that is tied to the data sub-
jects’ communities. Additionally, the social license helps establish credibility 
and builds  trust between the parties (Jijelava and Vanclay 2017). Careful and 
appropriate community consultation and engagement (Dickert and Sugarman 
2005) can help develop a social license (Corscadden et al. 2012). For example, 
in the context of public health surveillance, the World Health Organization 
(WHO 2017) cites community consultation and involvement as one way to 
support ethical surveillance activities.

Legal Uncertainty

There are multiple dimensions of  legal  uncertainty in digital ethology and big 
data generally. First, the technology to easily share digital data across great 
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distances has existed for decades, but laws often make collecting, accessing, 
sharing, and using data exceptionally diffi  cult in practice (Schmit et al. 2019). 
Laws vary across jurisdictional lines, and organizations interpret and opera-
tionalize laws into their internal policies in a variety of ways. Moreover, laws 
can regulate diff erent types of data (e.g., health, census) or certain data activi-
ties (e.g., research, public health) diff erently (Schmit et al. 2022). These dif-
ferences in laws must be carefully navigated when data that are regulated by 
diff erent laws are integrated. This complexity creates both real and perceived 
legal barriers to data use. Consequently, the fi rst and most challenging aspect 
of legal uncertainty in a data project is often understanding what legal rules 
apply (Public Health Informatics Institute 2021).

In addition to the legal complexity, technological innovation in  big data 
analytics far outpaces the ability of regulators to manage new and emerging 
social risks. Bowman describes this problem using the parable of the race be-
tween the tortoise and the hare (Bowman 2013). In this analogy, technology is 
the hare—progressing at a rapid pace—and law is the tortoise—progressing at 
a much slower pace. When the gap between the two is too great, technological 
progress is impeded (i.e., the hare sleeps). This can happen when an out-of-
date law is used to regulate a technological practice it was never intended to 
regulate, or when the uncertainty and legal risk of operating under out-of-date 
laws is too great. For example, the relative failure of the United States to keep 
pace with other countries’ regulation of data protection led to the invalida-
tion of the international  data sharing agreement, the EU–U.S. Privacy Shield 
Framework by the Court of Justice of the European Union (Kerry 2021). This 
decision led to the cessation of many data sharing activities between European 
and U.S. researchers, and even questions concerning data transfer across the 
Atlantic (Hallinan et al. 2021). In this way, the failure of regulators to keep 
pace can interrupt scientifi c progress.

Rapid innovation also challenges regulators by making it diffi  cult to defi ne 
the subject of proposed regulation. Laws work by attaching legal prohibitions 
or permissions to words. Consequently, legal defi nitions of these words are 
incredibly important. Innovation-laden terms like “big data” or “artifi cial in-
telligence” have been diffi  cult to defi ne, and thus diffi  cult to regulate. Rapid 
innovations in how the technologies are used make it diffi  cult to balance pre-
cautionary risk-mitigation with appropriate room for technological progress.

Legal defi nitions can also lead to tremendous confusion because they can 
be counterfactual. A law might provide a defi nition for a  de-identifi ed dataset, 
but an individual can in fact be identifi ed within a dataset by using an ap-
propriate reidentifi cation method. Here, the purpose of the legal defi nition is 
not to describe what is true, but rather to describe the thing that is subject to 
the law. Nevertheless, the discrepancy between legal defi nitions and techni-
cal terminology can lead to considerable confusion between parties—such as 
researchers, data custodians, research ethics committees, and data subjects. In 
these situations, it is important to clarify the intent of the terminology being 
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used when describing a data activity. For example, if data must be legally de-
identifi ed to comply with the law, then the legal defi nition is important. If, 
however, data identifi ability is part of the data governance approach to manage 
an ethical concern like risk of harm, then the legal defi nition is less relevant 
and might either overmanage or undermanage the ethical issue.

Complexities and uncertainties in law and ethics can lead to both real and 
perceived barriers to data use. Well-intentioned individuals can reach reason-
able (and seemingly intractable) disagreements on whether a data use is legal 
or ethical. Successfully navigating legal and ethical issues in digital ethology 
requires identifying these real and perceived barriers to data use. This will in 
turn require subsequent negotiation among all actors involved (legal, adminis-
trative, researchers) to achieve an agreement at some level (“getting to yes”).

In these challenges, lawyers have a duty to advise their clients of the legal 
and ethical risks of a proposed activity. Ultimately, however, clients have the 
decision about whether to proceed with an activity in the face of the legal 
and ethical risks. For research institutions, there is unlikely to be a risk-free 
course of action in the face of these and other legal and ethical challenges. 
Unfortunately, often data sharing agreement negotiations can be bogged down 
by organizations (or their attorneys) aggressively pursuing a zero-risk agree-
ment, resulting in protracted delays or restrictions that are neither legally nor 
ethically required. Some tolerance of risks—known and unknown—is neces-
sary to ensure that socially benefi cial research continues and the key to prog-
ress may require diff erent ways for balanced risk management (e.g., Table 1 in 
Kum et al. 2014 ) rather than risk avoidance.

Conclusions and Additional Directions

This chapter analyzed some of the  factors involved in generating knowledge 
from multiscale data integration, ranging from the individual to the popula-
tion level. As seen throughout the text, in digital ethology such integration 
requires  interdisciplinary cooperation. Indeed, one must never forget that data 
integration is not “just” integration of data, but also of the knowledge of do-
main experts.

The role of human expertise must be emphasized all through the integra-
tion process, since there will always be limits to what technology can provide. 
Humans intervene in selecting and curating the data, choosing the integration 
strategies, analyzing and interpreting results, documenting data and metadata, 
and checking quality at all integration stages. Quality assessment and monitor-
ing throughout integration planning and execution are essential. Indeed, qual-
ity questions must be embedded into integration eff orts. This might even be 
called a “quality by design” approach, in the sense that quality must be planned 
for, and designed into the integration of knowledge. The need for appropriate 
documentation, including metadata, is a requirement for checking quality and 

Downloaded from http://direct.mit.edu/books/book-pdf/2458065/book_9780262378840.pdf by guest on 26 September 2024



 Integrating Knowledge from Individual- to Population-Level Data 103

also supporting FAIR principles. Multiscale data integration also requires navi-
gation of ethical and legal paths and pitfalls to access, integrate, and analyze 
the integrated results. The associated risks must be acknowledged and consid-
ered by all actors involved in  knowledge generation and governance, so that 
the barriers these risks pose can be overcome through cooperation.

While research collaborations are traditionally implemented through direct 
interactions among groups of researchers, the worldwide movement toward 
open science has introduced a new kind of  interdisciplinarity in which groups 
collaborate through making the digital resources produced by their research 
(data, software, code) publicly available for  reuse. This second type of col-
laboration, an indirect one, has been enabled thanks to progress in digital tech-
nologies. Here, the digital resources that are made available through, for ex-
ample, repositories, data lakes, or federations, become de facto “collaboration 
mediators.” Researchers who painstakingly prepare data to become available 
for sharing are assisting groups they may never meet; they are helping to solve 
yet-to-be-formulated research questions and, as such, are, indeed, collaborat-
ing with the future.

In this sense, open access to data and code are to be encouraged, and ac-
knowledged, as a means of fostering scientifi c progress and new kinds of 
knowledge creation. Encouragement and acknowledgment also apply to in-
stitutions that provide resources to support appropriate data management and 
archival, thereby helping researchers to extend their cooperation networks. 
Digital ethologists whose research involves integration of multiscale data typi-
cally rely on datasets made available by others. Providing broad access and 
transparency can moreover foster reproducible research as well as scientifi c 
innovation in the methodologies developed, in the algorithms, in the code, and 
in the results themselves.

While the emphasis was on population-level data as a powerful kind of 
data aggregation that can help advance research in this fi eld, other kinds of 
aggregation may also be considered, to which many of the issues raised in 
this chapter apply. This is the case, for instance, of satellite images, in which 
each pixel is a spatiotemporal aggregate of remotely sensed data that indi-
cates human activity (or lack thereof). Spatialized pixels can be integrated 
with data on individuals and communities that inhabit that region or vicinity 
through use of coordinates and geo-statistics. Satellite images are aggrega-
tors of human activity, as in land-use maps, or as refl ecting change in patterns 
of human behavior due to changes in the built or natural environment. For 
instance, forest fi res or riverine pollution or erosion refl ected in such images 
can be correlated with displacement of  Indigenous populations, individual 
reports of respiratory diseases, or patterns in the spread of zoonotic diseases 
(Mishra et al. 2021). These are examples of aggregations that are not specifi -
cally computed as such; rather, they emerge from direct observation via the 
instruments used to collect such data.
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Geospatial Information 
Technology Systems 
for Digital Ethology

Thomas Brinkhoff 

Abstract

 Today, large amounts of digital data about human activities are generated and stored 
in databases. These data are often geospatial (i.e., locations on Earth are directly or 
indirectly referenced). To analyze the  digital footprint of human activities in their envi-
ronment, geospatial information is essential because spatial (and temporal) proximity to 
events may indicate meaningful relationships. The processing, analysis, and presenta-
tion of such information require a deliberate handling of geospatial data as well as the 
use of suitable software tools and frameworks. This chapter provides a short review of 
the geospatial  information technology (IT) systems that can be used for digital ethol-
ogy. It introduces the main concepts of  geospatial information, presents several types 
of IT systems for handling geospatial data, and discusses their suitability for digital 
ethology. Special attention is given to the handling of very large geospatial datasets, 
to the use of geospatial analysis and aggregation methods, as well as to the application 
of comprehensible  visualization techniques. Besides the usage of out-of-the-box func-
tions, more complex geospatial analyses may need to use application programming 
interfaces for specifi c solutions.

Introduction

As introduced by Paus (this volume), the objective of  digital ethology is to 
study human behavior—as well as its constraints and consequences vis-à-vis 
the built environment—in the natural environment by analyzing its digital 
footprint. In many cases, behavior and information about the environment re-
late to some geographical place(s) on Earth. This statement is obvious when 
one considers that human activities directly infl uence the built environment, 
such as when people cover land areas with buildings or a street artist covers 
the wall of a building with a mural. Many digital datasets also contain direct 
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or indirect spatial references, such as place names, postal codes, and coordi-
nates. Thus, a suitable management and analysis of geospatial data can foster 
digital ethology. This mainly results from the fi rst law of geography by Waldo 
Tobler (1970), who stated that “everything is related to everything else, but 
near things are more related than distant things.” The claim “from individuals 
to communities and back” requires (among others) the handling of very large 
geospatial datasets, the use of suitable geospatial analysis and aggregation 
methods, as well as the provision of comprehensible  visualization techniques.

In this chapter, the main concepts of geospatial information,  georeferenc-
ing and geospatial data models are introduced. Discussion then follows on IT 
systems that are typically used for handling geospatial data, including their key 
properties as well as their assets and drawbacks for digital ethology. 

Geospatial Information

The main characteristic of geospatial information and data is their reference to 
locations relative to Earth. For example, geospatial information describes the 
surface of Earth, refers to real-world objects like buildings and bridges, allows 
the planning of cities or other areas, defi nes abstract entities like municipal or 
postcode areas, or describes spatiotemporal events like  traffi  c congestions and 
fl oods (Bartelme 2022). Objects with geospatial information are called geo-
spatial features. The digital impacts of human behavior are often geospatial. 
In many cases, spatial and temporal extensions are important and can occur 
at diff erent levels of granularity, with exact or fuzzy boundaries. For a digital 
representation of geospatial information, we need suitable data models. These 
models are encoded for storing, processing, and exchanging geospatial data.

Georeferencing

The spatial reference of a geospatial feature can be established in diff erent 
ways (Longley et al. 2015):

1. Names and codes: A location is described by place names, address 
data, code numbers, or similar information. Common codes are postal 
codes as well as codes for administrative or statistical areas, such as the 
 ISO 3166 (International Organization for  Standardization) and NUTS 
(Nomenclature of Territorial Units for Statistics) used in the European 
Union. Code schemas subdivide areas and typically have a hierarchi-
cal structure. For instance, a NUTS-1 unit consists of one or several 
disjoint NUTS-2 units. A typical drawback encountered when place 
names are used from web pages, tweets, or similar sources as data is 
that the place names are often ambiguous or have vague boundaries 
(Markowetz et al. 2005).
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2. Symbolic reference: Spatial reference is created through information 
that refl ects a situation in a way that is comprehensible to humans and 
that refers to other objects. Driving instructions from navigation sys-
tems (e.g., “turn right at the next intersection”) are an example of sym-
bolic references. Further examples are often contained in social media 
messages (e.g., tweets, Facebook posts).

3.   Coordinate reference systems (CRS) provide a framework that allows 
locations to be described as coordinates. This framework consists, 
among others, of a mathematical fi gure approximating the surface of 
Earth and a horizontal (geodetic) datum for assigning coordinates to 
points on this surface. For a geographic CRS, a position of the Earth’s 
surface is defi ned by angular measures related to the equator and prime 
meridian of the ellipsoid (see Figure 6.1). For example, WGS84 co-
ordinates are geographic coordinates. To display geoinformation on a 
fl at surface (e.g., on paper or on a screen), a mathematical mapping 
of positions of the Earth’s surface onto the plane is required and pro-
vides simpler and faster computations than geographic coordinates. 
Depending on the projected CRS chosen for this purpose, smaller or 
larger distortions may occur in terms of the location and the size of 
the area. National institutions and web applications often use projected 
coordinates.

4.  Linear referencing systems provide another form of  georeferencing that 
describes positions on a line feature (e.g., a road or pipeline) by a dis-
tance measure from a defi ned point of reference. These distances are 
typically stored by measures or m-coordinates.

Typically, IT systems require two- or three-dimensional coordinates to rep-
resent, exchange, and analyze geospatial data. In addition, operations on lin-
ear coordinates are often supported. Missing spatial references are a common 

Equator

p

Figure 6.1 Illustration of geographic coordinates.
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problem. Many photos exist, for example, that show some place on Earth but 
without a geotag to describe its position.

Modeling Geospatial Information

For an IT system to process real-world information, a suitable data model is 
required (Herring et al. 2022). To represent  geospatial information, its essential 
properties must be considered. In addition to geometry and topology, nonspa-
tial (thematic) and temporal properties may exist, yet only the fi rst two proper-
ties are specifi c for geospatial data. The combination of space and time is of 
special importance because it can be used to describe the dynamics of a feature 
(e.g., the expansion of an urban area).

Similar geospatial features are typically grouped in layers (e.g., buildings, 
roads, rivers), as illustrated in Figure 6.2. Thematically related layers (e.g., all 
traffi  c layers) can form a grouped layer.

Geometry Models

Geometric properties of geospatial data are used to describe the location and 
extent of a place in space. As illustrated in Figure 6.3, two basic approaches are 
used: a vector and a raster model (Gröger and George 2022; Herring et al. 2022):

In a vector model, points are the base element that generates lines, surfaces, 
and (3D) solids. Coordinates describe the position of a point, and a sequence 
of two or more points creates a line. A surface is bounded by one or more 
closed lines, and it may have one or more holes. Figure 6.3 illustrates the vec-
tor model on the left side. A geospatial feature stores a vector geometry by a 
corresponding attribute.

Layers

Built Areas

Points of Interest

Contour Lines

Figure 6.2 Layering of geospatial features.
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In a raster model, coverages are functions from positions in space to values 
of some type. The most common implementation of a coverage is a raster. It 
decomposes the data space into similar raster cells (also called pixels), which 
are usually squares or rectangles and are identifi ed by a column and row index. 
Each cell stores a single or composed data value. In the case of raster images, 
this value corresponds to color or brightness. In general, any type of value can 
be stored in the cells (“raster data”). The spatial reference must be established 
by  georeferencing; for instance, by specifying the coordinates of the corner 
points of a raster. A georeferenced raster image is called raster map.

The properties of these two  geometry models diff er signifi cantly. The vec-
tor model permits greater accuracy and better resolution scaling. In the vector 
model, a feature bundles an identifi er, its geometry, and other properties. This 
connection can be used for further analyses. The raster model harmonizes well 
with important acquisition methods (e.g., aerial or satellite images) and output 
devices (screen).

For digital ethology, both models are useful. As described by Smith (this 
volume), vector-based administrative data and raster-based  remote sensing data 
are important digital data sources. Balsa-Barreiro and Menendez (this volume) 
also list vector data (e.g., mobility patterns, census data, locations from per-
sonal wearables, point clouds from laser scanning) as well as raster data.

Topology

Topological properties describe the relative spatial relationships between geo-
spatial features. Typical questions they address include: Which areas touch 
another area? Which lines intersect an area? Which lines are connected with 
another line?

Topological properties can either be derived from geometric properties or 
explicitly represented by a data model. The former will typically be used to 
address questions related to digital ethology (e.g., which tweets correspond 
to an area of interest), since typically they do not need to be answered in a 
precise and consistent form (Kwan 2012). Routing is, however, an important 
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Figure 6.3 Vector model (left) and raster model (right).
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exception. To compute the shortest path or to follow a road network for some 
distance requires a topological node-edge model. The nodes can represent the 
points in space and the edges the direct connections between two nodes with 
their essential properties like distance or travel time. In public health, for in-
stance, this approach can be used to delineate hospital service areas (Wang 
2020). In urban analysis, network analyses are used to determine the accessi-
bility of particular areas such as parks for neighborhoods or specifi c population 
groups (Unal et al. 2016).

Maps

Maps visualize  geospatial information and allow its contents to be communi-
cated (Kraak and Ormeling 2021). For the presentation of geospatial data in 
maps on screen or in printed form, styling must be defi ned. Vector data can be 
visualized using graphical surrogates (symbols). Since points have no exten-
sion, they must be made presentable by special point symbols (icons). Specifi c 
symbols may be used for illustrating the semantics of line and polygon features.

Appropriate design rules must be defi ned for the thematic properties of geo-
spatial objects or of raster cells (Buckley et al. 2022). Qualitative properties, 
which can be represented by (fi nite) enumerations (e.g., place category), can be 
visualized by a graduated color scheme or by symbols. Quantitative properties, 
which originate from a (in principle infi nite) number range, can be represented 
by a color gradient. Alternatively, intervals can be formed, such places with 
less than 1,000 inhabitants or places with 1,000 to 4,999 inhabitants. Nominal 
properties such as names and codes as well as quantitative or qualitative prop-
erties that are diffi  cult to represent by icons or colors can be added to a map by 
using labels. In addition to the defi nition of properties like font and text decora-
tion, the application of label placement rules is important for comprehensible 
maps (Been et al. 2006). Appropriate design rules can be defi ned for diff erent 
scale ranges with respect to a layer.

Generalization is an important concept for the design of maps (Brassel and 
Weibel 1988) and comprises

• the selection of important information (e.g., only cities with more than 
100,000 inhabitants are displayed),

• the simplifi cation, aggregation, and/or classifi cation of data depending 
on the current scale (e.g., the presentation of individuals vs. the visual-
ization of groups of a minimum size),

• the emphasis of important information (e.g., by using a special symbol 
or color), and

• the displacement of features so that they do not overlap with other ob-
jects (e.g., schematic plans of transport networks abstracted from exact 
position and emphasize topological connections).
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Well-designed maps allow a broad audience to visualize the results of an analy-
sis: from a wide array of experts to common citizens. They help lead the viewer 
to draw proper conclusions and identify the next steps of analysis.

Standardization and Data Formats

As discussed by Kum et al. (this volume), data access and cleaning are impor-
tant steps for data analysis. To enable a smooth data exchange or “interoper-
ability,” the provided data must be accessible through standardized models 
and formats (Sondheim et al. 1999). In the fi eld of geoinformation, two or-
ganizations play an important role for the  standardization of data at the inter-
national level (Kresse et al. 2022). The   Open Geospatial Consortium (OGC) 
has established a large number of specifi cations and other recommendations, 
many of which are reviewed and ultimately published by the ISO Technical 
Committee 211 Geographic information/Geomatics (ISO/TC 211) as standards 
of the 19100 series. Important standards include the following:

• ISO 19107 Spatial Schema is a conceptual data model that describes the 
spatial properties of geospatial features. ISO 19136  GML (Geography 
Markup Language) implements this model for interoperable data ex-
change using  XML (Extensible Markup Language). GML is often inte-
grated into an application-specifi c data model. For example, CityGML 
(Kolbe 2009), which is a well-known OGC specifi cation for digital city 
models, follows this approach.

• ISO 19125 specifi es a subset of ISO 19107, especially for use in spatial 
databases and  geospatial web services. This simple feature model de-
fi nes also  WKT (Well-Known Text) and WKB (Well-Known Binary) 
as open encodings for data exchange.

• ISO 19115 Metadata is the accepted metadata model for geospatial data 
(Brodeur et al. 2019). In addition to obtaining basic information like 
content, representation, and geometric extent, metadata is useful for 
accessing quality (Dassonville et al. 2002) and for determining prov-
enance (Beilschmidt et al. 2017).

The data formats GeoPackage and  KML (Keyhole Markup Language) are two 
important OGC standards for data exchange. In addition to the ISO and OGC 
standards, other encodings are used for geospatial data. For vector data, shape-
fi les and the text-based GeoJSON (JavaScript Object Notation), formats are 
most important. For georeferenced raster data, GeoTIFF is often used for rep-
resentation. The identifi cation of  coordinate reference systems is mostly done 
by EPSG codes.
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Geospatial IT Systems

Location is a central aspect of human activities. Thus, digital ethology requires 
IT systems to analyze, process, and visualize geospatial data. Here, a suitable 
selection of systems is presented and discussed with respect to their applicabil-
ity for digital ethology.

Many IT systems are available for processing geospatial data. In a broad 
sense, each may be referred to as a  geographic information system (GIS). This 
term, however, refers to more specifi c types of systems. To distinguish them 
from other geospatial IT systems, the term is used only for traditional GIS in 
the following sense.

Geographic Information Systems

A  GIS is a computer-based system designed to collect, manage, analyze, and 
present geospatial information (Bartelme 2022). The acquisition of geoinfor-
mation comprises not only the data input, by using the GIS, but also the import 
of geospatial data encoded by diff erent data formats. Update functionality is 
provided as well. Management includes the appropriate description, structur-
ing, storage, and retrieval of geospatial data. GIS supports both the vector and 
raster models. Data are typically organized by corresponding layers. In ad-
dition to the proper datasets, metadata describing the geospatial information 
(e.g., area coverage, date of origin, data format, acquisition type) should also 
be provided.

The analysis functionality of a GIS serves to gain information and knowl-
edge from existing geospatial data. It allows measurements, coordinates trans-
formations and geometry analysis functions such as buff ering, overlay and 
nearest-neighbor search, topology analysis functions (e.g., routing), interpola-
tions, approximations, and simulations. Results can be new geospatial datasets, 
alphanumerical data, statistical evaluations, reports, and other forms of data. A 
parameterized execution of combined processing steps allows an automation. 
Users can defi ne workfl ows in GIS by visual programming languages like the 
ModelBuilder in ArcGIS.

A GIS provides a graphical user interface. The main component is a map 
that displays one or several layers according to user-defi ned styling rules. 
Temporal developments can be depicted by animated maps.

Well-known GISs include ArcGIS Pro from ESRI, GeoMedia from 
Hexagon, and the open-source system QGIS. In Figure 6.4, the user interface 
of ArcGIS Pro is shown as an example. The map is visualized in the center. 
The layer list on the left contains four layers: two layers are vector layers and 
represent outlines of buildings. An aerial image is depicted as raster layer in the 
right part of the map.  Open Street Map (OSM) is used as background layer in 
the left part. The ribbon contains basic GIS tools. The dialog on the right asks 
for the input parameters of a buff er computation.
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In digital ethology, a GIS can be used to select, prepare, and combine dif-
ferent types of source data, to analyze and visualize geospatial data, and for 
data export. For this purpose, a large set of analyses are possible. The map 
overlay is the traditional analysis operation for combining geospatial informa-
tion, and has been used since the 1960s to detect areas of urban expansion 
(Steinitz 2016). To extract geospatial data from individuals, neighborhood and 
proximity functions are essential. A typical example are studies that inves-
tigate whether minority and low-income populations are disproportionately 
exposed to industrial pollution (Sheppard et al. 1999). In another example, 
Yin and Shaw (2015) examined the relationships between physical movements 
and social closeness evolution. Aggregation and cluster algorithms are impor-
tant to form groups and detect spatial patterns. In a study by Leong and Sung 
(2015), clustering was used for crime analysis. Charreire et al. (2012) identi-
fi ed  built environmental patterns by using a GIS cluster analysis and inves-
tigated relationships between walking and cycling facilities and body mass 
index. Westerholt (2019) estimated hot spots from geospatial social media da-
tasets and found, in contrast to other city districts, that the Asian quarter in San 
Francisco was a hot spot of messages during Chinese New Year celebrations.

It is important to note, however, that a GIS has limitations for use in digi-
tal ethology. For instance, GIS is not designed to handle very large sets of 
single features. A certain grade of aggregation should thus be done beforehand. 
Analyses that are very time consuming and may need a distributed processing 
of data should not be done within a GIS. Furthermore, a user must be aware 
that a GIS is a proprietary software.

Figure 6.4 The user interface of ArcGIS Pro. Attribution for the building outlines 
and aerial image: Extract from geodata of the Landesamt für Geoinformation und 
Landesvermessung Niedersachsen ©2023, used in accordance with the data license 
(https://www.govdata.de/dl-de/by-2-0). OSM used per the Open Data Commons Open 
Database License by the OpenStreetMap Foundation (https://www.openstreetmap.org/
copyright/en).
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Virtual Globes

Virtual globes are programs that enable the representation of Earth based on 
a three-dimensional model. In addition to satellite and aerial images, a virtual 
globe contains further geospatial data (e.g., streets, railroad lines, place names) 
and georeferenced objects (e.g., photos, Wikipedia articles, 3D building mod-
els). Google Earth is a well-known example of a virtual globe.

Virtual globes also allow the creation of mashups by integrating user data. 
In Google Earth, the KML data format can be used for defi ning point, line, and 
area geometries as well as corresponding visualization rules. It is also possible 
to integrate raster maps and map services as well as user-defi ned 3D building 
models.

For digital ethology, virtual globes are helpful for checking hypotheses, 
validating the quality of given geospatial datasets, for fi nding explanations for 
outliers or unexpected results, and for verifying the results of analyses. Figure 
6.5 shows the results of an algorithm that computes center points for localities 
(Brinkhoff  2020). Corresponding locality boundaries and Google Earth’s im-
agery enable a user to check the results of the algorithm.

Spatial Database Systems

Database systems allow the permanent and secure storage of large amounts 
of information in databases and support effi  cient retrieval of data. The struc-
ture of data in a database follows the specifi cations of a database model to 
ensure uniform and consistent storage and update. In particular, the manage-
ment software supports simultaneous multiuser operations. The relational da-
tabase model is most commonly used. It allows the retrieval of data by SQ L 
(Structured Query Language). Sometimes the relational model is extended by 

Figure 6.5 The use of Google Earth to compare the computed centers of Israeli locali-
ties with the locality boundaries and the globe’s imagery. Attribution: Image © 2023 
Maxar Technologies Data SIO, NOAA, U.S. Navy, NGA, GEBCO.

Downloaded from http://direct.mit.edu/books/book-pdf/2458065/book_9780262378840.pdf by guest on 26 September 2024



 Geospatial Information Technology Systems for Digital Ethology 117

object-oriented functionality (“object-relational model”). For supporting large-
scale application, NoSQL databases are gaining importance.

Spatial database systems allow the integrated storage and spatial retrieval of 
geospatial data (Brinkhoff  2022; Rigaux et al. 2011). The structure and seman-
tics of geospatial data and the functionality of the spatial database system fol-
low internationally accepted standards to ensure interoperability (ISO 19125 
and ISO/IEC 13249-3 SQL/MM Spatial). A spatial database system can be 
used to manage the data of a GIS. It can also be run independently of a GIS to 
provide data to geospatial services or applications. Object-relational spatial da-
tabase systems with extensive functionality are Oracle Spatial and PostgreSQL 
with the PostGIS extension. First NoSQL databases like MongoDB and Neo4j 
also support geospatial data (Guo and Onstein 2020). Their functionality is, 
however, rather limited compared with the aforementioned systems.

A primary task of spatial database systems is to support spatial queries. An 
example is the point query, which determines all geospatial features whose 
geometry contains a given query point. Other examples are window and region 
queries that compute all features intersected by a given query rectangle and 
polygon, respectively. A distance query fi nds all features whose geometry is 
located within a given distance to a query geometry, and a k- nearest-neighbor 
query (k-NNQ) determines the k nearest features for a query geometry. A spa-
tial join allows combining two datasets and provides all pairs of features that 
fulfi ll a topological or distance condition. For an effi  cient processing of spa-
tial queries, spatial database systems use spatial indexes like  linear quadtrees 
(Samet 2006) or R-trees (Guttman 1984).

High-level spatial database systems support topological data models, 3D 
data, raster data, and spatial data mining techniques. The analysis of spatio-
temporal data (e.g., for moving objects) is currently not supported by common 
spatial database systems.

For digital ethology and other fi elds, spatial database systems are extremely 
helpful in organizing large and exceptionally large sets of geospatial data, en-
abling cooperation between diff erent users and software systems, and for ap-
plying aggregation and analysis operations on geospatial datasets. In Figure 
6.6, the SQL query selects from 1.7 million accidents in New York City those 
collisions that killed persons and clusters them by the k-means algorithm into 
12 spatial clusters. Their convex hulls are depicted.

For a  visualization of data, GIS or other tools are required. Although some 
spatial database systems provide a large set of geospatial functions, their ca-
pabilities are limited in comparison to GIS. Despite SQL  standardization, the 
handling of data by spatial database systems involves the use of proprietary 
solutions. In very large datasets (e.g., geotagged information from social 
networks), big data analytics can be performed by special frameworks and 
NoSQL databases (Bordogna et al. 2017; Hoel 2022).
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Geospatial Services

 Geospatial web services provide an important service by making geospatial 
data and maps available to a broad audience. Geospatial data or processing 
functionalities are available on the Internet (or Intranet) through common web 
protocols. Spatial database systems usually serve as the data source.

Both closed and open geospatial services are available. Closed services 
provide geospatial data exclusively for specifi c applications or libraries. Their 
protocol is not open and cannot be used by other systems. An example is the 
aerial and  satellite imagery retrieved by  Google Earth. The map services used 
by Google Maps, Microsoft Bing Maps, or Apple Maps also fall into this 
category.

Open geospatial services are usually based on general geospatial standards. 
In many cases, they are made available by public institutions, such as survey-
ing agencies or statistical offi  ces (Kresse and Danko 2022):

• The We b Map Service (WMS) (ISO 19128) is a portrayal service that 
computes user-specifi ed map sections and provides them using com-
mon raster and vector map formats.

• The We b Map Tile Service (WMTS) produces raster tiles in predefi ned 
bounds and resolutions. This restriction can signifi cantly increase 
server performance.

Figure 6.6 Performing a spatial clustering of collisions in New York City by using 
the PostGIS extension of PostgreSQL. Attribution: NYC Open Data (https://data.cityof-
newyork.us/Public-Safety/Motor-Vehicle-Collisions-Crashes/h9gi-nx95).
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• The We b Feature Service (WFS) (ISO 19142) provides vector-based 
geospatial features that fulfi ll a given spatial and nonspatial query 
condition.

• The We b Coverage Service (WCS) provides raster-based coverages ac-
cording to ISO 19123. A WCS implementation typically supports clip-
ping, scaling, interpolation, and  CRS transformation.

• The We b Processing Service (WPS) is a general framework for server-
side geospatial computations.

Geospatial services  can be integrated into GIS and web mapping applications. 
For digital ethology, portrayal services can be used to support a visual analysis 
of other geospatial datasets. The data and processing service are more relevant 
for data access. The main advantage of open geospatial services is their high 
grade of  standardization and interoperability. Proprietary web services also ex-
ist (e.g., the feature service by ArcGIS Server). A WPS may be used to provide 
specifi c functionality to a broad range of users.

Geospatial Sensor Data

Human activities infl uence the  physical environment. As described by Smith 
(this volume),  data collected from sensors are a valuable source for deriving 
measures of the physical and built environment. In the case of in situ sensors, 
the location of the sensor and the observed area are (almost) the same. For 
 remote sensing, these two locations diff er. In both cases, however, the location 
of the observed area is of high importance.

For geospatial sensor data, the  OGC has developed an architecture for a 
geosensor web (Botts et al. 2013). It comprises several data models and geo-
spatial services. First, the Se nsor Model Language (SensorML) provides a 
metadata model to describe sensors and includes information about sensor 
identifi cation, observable properties (phenomena), and the location of mea-
surement. Second, the Ob servations and Measurements (O&M) data model 
(ISO 19156) defi nes an encoding of observations, including phenomenon and 
measurements. Finally, the Se nsor Observation Service (SOS) allows query-
ing sensor descriptions and observations by spatial, temporal, and further fi lter 
conditions.

The SensorThings AP I (application programming interface) represents an-
other current OGC approach to process and provide geospatial sensor data. It 
takes concepts from the In ternet of Things (IoT) into account (Işıkdağ 2020) 
and specifi es a data model. In this model, a data stream groups observations 
that refer to the same phenomenon and are measured by the same sensor. The 
location can be given by the location of the sensor or by a feature of interest 
that describes the location being observed by the sensor. This may be the same 
as the sensor’s location but it may also diff er. The SensorThings API provides 
a web-based interface for requests and operations and is based on the RE ST 
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paradigm (Representational State Transfer) and JSON (JavaScript Object 
Notation). It supports spatial, temporal, and alphanumerical query conditions 
as well as insert, update, and delete operations. The SensorThings API extends 
MQ TT (Message Queuing Telemetry Transport), which is an important IoT 
protocol, and enables the transmission of measurements between devices, even 
if the bandwidth is low or delays occur.

Services for geospatial sensor data allow for the simple integration of large 
sets of sensor data into other applications. An important fi eld of application are 
 smart cities (Al Nuaimi et al. 2015; Meier and Portmann 2016). Smart cities 
utilize multiple technologies to improve health, transportation, energy, educa-
tion, and other services important for their residents. Sensor measurements 
are a central ingredient for controlling these services as well as the focus of 
many studies aimed, for instance, at understanding how  cities infl uence social 
behavior (see Balsa-Barreiro and Menendez, this volume). Privacy issues are 
of paramount importance and must be observed.

Geospatial  sensor data are often not available for all locations in a study 
area. If the measured phenomenon is continuous, samples can be extrapo-
lated using geostatistical methods provided by GIS, in particular by kriging1 
(Lorkowski 2021).

Geospatial Application Programming Interfaces

Because data processing in the context of digital ethology often requires com-
plex and time-consuming processing steps and algorithms, one solution is to 
include these into statistical software, data mining software, big data frame-
works, or similar packages. Still, the capabilities for processing and  visualiz-
ing geospatial data vary. If a problem requires more geospatial operations, the 
integration into a GIS, discussed above, might off er a solution.

Another solution is to program a stand-alone software that uses a geospatial 
programming library. Such APIs are provided by  GIS vendors (e.g., ArcGIS 
Maps SDK) or exist as independent solutions. For the Java programming 
platform, the open-source library JT S (Java Topology Suite) is often used as 
implementation of the simple feature model defi ned by ISO 19125. Ports into 
other programming languages are available.

A more comprehensive solution is the open-source GIS toolkit GeoTools. 
This Java API allows the representation of geospatial features and coverages. 
They can be uniformly queried from databases and web services. Further pro-
cessing capabilities, such as coordinate transformations, raster-vector conver-
sions, and rendering, are provided.

1 From a limited set of sampled data points, kriging estimates the value of a variable over a con-
tinuous spatial fi eld: (a) the spatial covariance structure of the sampled points is determined by 
fi tting a variogram; (b) weights derived from this covariance structure are used to interpolate 
values for unsampled points or blocks across the spatial fi eld.
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APIs can also be used to present geospatial data and maps via web appli-
cations. In the case of web mapping, the map is embedded into a web page. 
Navigation and information functionality are provided. Geospatial data are 
usually obtained via services and  spatial database systems. The creation of 
web mapping applications is supported by various JavaScript-based geospatial 
APIs. For example, most GIS vendors off er specifi c software packages that can 
be used to convert a GIS project into a web application. Corresponding APIs 
also exist for proprietary geospatial services. Another approach is to use inde-
pendent software libraries. A prominent representative is the free open-source 
software OpenLayers, which allows the straight integration of various data 
formats (including GeoJSON, GML, KML, OSM) and open geospatial ser-
vices (including WMS, WMTS, OSM Tile Service). A popular alternative is the 
JavaScript library Leafl et, which off ers less functionality but is easier to apply.

Figure 6.7 depicts a web page that visualizes the population development 
of census tracts for the New Orleans–Metairie Metropolitan Statistical Area 
between the 1990, 2000, 2010, and 2020 census. The original census data were 
aggregated to small census blocks and larger census tracts by the U.S. Census 
Bureau for reasons of manageability and privacy. The census tract geometries 
are also provided by the same agency. To produce the depicted map, several 
further steps, outlined below, are necessary that use some of the presented 
geospatial tools.

Figure 6.7 Population development of census tracts in the New Orleans–Metairie 
Metropolitan Statistical Area. Attribution: Thomas Brinkhoff , City Population, https://
www.citypopulation.de/en/usa/metroneworleans/.
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Census tracts of diff erent years diff er in their boundaries and are not imme-
diately comparable. For computing adapted population fi gures, previous cen-
sus blocks need to be assigned to 2020 census tracts. This task can be solved 
by overlaying the census block polygons with census tracts polygons. Another 
(simpler and more robust) approach is to determine a representative point for 
a census block and use it for a unique assignment to a census tract. The U.S. 
Census Bureau provides a centroid for a census block. Since centroids may 
lay outside of the original geometry, they are not really suitable for this task. 
Instead, it is better to determine (exactly or approximatively) the “visual cen-
ter” of a polygon. In Brinkhoff  (2020), the method of Garcia-Castellanos and 
Lombardo (2007) is favored because it can be programmed using an API like 
JTS or a script within a GIS.

The original census tract polygons are too bulky for a web application and 
need to be generalized for this purpose. An individual generalization of poly-
gons would, however, produce gaps and slivers between the polygons. Thus, a 
topological data model has to be constructed before performing the generaliza-
tion. Comprising parish polygons can be neatly computed by merging related 
census tract polygons.

The map is rendered by using the OpenLayer API, which requests the poly-
gons from a geospatial service and retrieves them from a  spatial database sys-
tem. The original  CRS is WGS84. The integration of other geospatial services 
works best, however, with the Pseudo-Mercator projection. Thus, the web 
mapping API transforms the coordinates. The background OSM is requested 
as raster tiles. Other background maps can be integrated by a user by specify-
ing a WMS or a WMTS service. For the  visualization, a suitable color gradient 
is defi ned. Arrow icons depict in the map the population increase or decrease. 
They are placed on the visual center of the corresponding polygon. Only icons 
that fi t into the corresponding polygon are shown.

Conclusions

This chapter has highlighted geospatial IT systems that can be used for digital 
ethology. For such analyses, vector as well as raster data are often required. To 
achieve a high grade of interoperability, geospatial standards for data models 
and data formats should be observed. This requirement concerns not only the 
access to input data but also the provisioning of research results and can be 
fulfi lled by using standardized  geospatial web services.

 GIS is the basic tool for geospatial analyses. It supports the acquisition, 
management, analysis, and visualization of geospatial data. For digital ethol-
ogy, the combination of various databases as well as neighborhood and proxim-
ity functions are essential. The latter group of functions is often accompanied 
by network analyses. Aggregation and cluster algorithms provided by GIS are 
important for forming groups as well as for detecting spatial patterns and hot 
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spots. Results can be new geospatial datasets, alphanumerical data, statistical 
evaluations, reports, and other types of data. In order to check hypotheses or 
validate  data quality as well as to fi nd explanations for outliers or unexpected 
results and to verify the results of analyses, we need a suitable visualization of 
geospatial data by maps in  GIS or in  virtual globes.

For large geospatial datasets, the use of spatial database systems is advis-
able as they support spatial queries and provide a basic (or in some cases a 
rather extensive) set of geospatial analysis functions. Spatial database sys-
tems also serve as a data source of  geospatial web services.  Sensor data are 
an important source for data about the environment and human activities. 
Geospatial standards and frameworks facilitate the access and the analysis of 
such sensor data.

For repeated data access or complex analyses, an automated execution of 
combined processing steps is necessary. Visual programming languages in GIS 
support the defi nition of such workfl ows. For the specifi cation of more com-
plex geospatial analyses as well as for geospatial web applications, several 
application programming interfaces exist.
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What Types of Physical 
and Built Environment Can 
We Find in Digital Data?

Lindsey Smith

Abstract

Processes such as  urbanization demonstrate how human activity infl uences the physical 
environment and the subsequent implications for Earth’s natural systems. Correspond-
ingly, changes to diff erent environments, and in particular built environments, are 
linked with human behavior and health. Understanding these relationships requires the 
defi nition and measurement of environments. Considering advancements in the col-
lection and processing of high-volume and high-velocity geospatial data, this chapter 
seeks to outline features of physical and built environments that may be identifi ed from 
digital data. Attention is given to open data with varying spatial and temporal resolu-
tions.  Administrative data,  remote sensing imagery, and data from  stationary sensors 
provide contextual information such as the rate of urban expansion and changes in air 
quality.  Mobile and  social sensing enable the collection of high-resolution data that 
contribute to the identifi cation of smaller-scale features. Developments in  classifi cation 
techniques, such as  deep learning, provide the opportunity to explore human–environ-
ment interactions in real time. Although challenges exist related to data integration 
and categorization and must be resolved by  future research, the combination of data 
from multiple sources adds value and holds promise for improving our understand-
ing of the patterns that rapidly change landscapes, and the role of environments in 
shaping human behavior.

Introduction

Urbanization has modifi ed Earth’s surface and contributed to considerable 
changes in land cover and land use. Understanding how humans use and alter 
the landscape has long been important for  disaster risk planning and sustain-
able resource management purposes (Meyer and Turner 1992; Turner et al. 
2007). While human activity has infl uenced the form and quality of both the 
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physical and built environments through processes such as  urbanization,  defor-
estation, and agriculture, a bidirectional association exists whereby the envi-
ronment simultaneously shapes human behaviors and health.

Socioecological models recognize multiple drivers of behavior (Sallis et al. 
2006). Alongside social and interpersonal factors, spatial and temporal factors 
related to the environments with which people interact are now embraced as 
 determinants of behavior and  health (Rainham et al. 2010). Conditions and 
opportunities vary by city and neighborhoods, producing social and  health in-
equalities (Marmot 2005; Santana 2017). As a potentially modifi able target 
for intervention, the built environment has been increasingly addressed by 
research and policy. For example, a wealth of urban health literature has ex-
plored air pollution, water contamination, food environments, green spaces, 
and active travel infrastructure as well as their relationships with related be-
havioral and health outcomes (Brunekreef and Holgate 2002; Houlden et al. 
2018; Lytle and Sokol 2017; Van Holle et al. 2012). Health, well-being, re-
sponsible production, as well as sustainable and resilient  cities feature in the 
United Nations Sustainable Development Goals as strategic approaches for 
tackling inequality.

Understanding diff erent environments and their relationships with human 
activity is therefore important. These relationships are, however, complex in 
nature and operate through multiple mediators and operators (Dahlgren and 
Whitehead 1991; Rutter et al. 2017). To date, much research has been lim-
ited by a focus on single attributes of the environment, narrow or simplistic 
conceptualizations of space, and either measures of risk exposure or behav-
ioral change without consideration for how these interact (Frank et al. 2019). 
Advances in geospatial and computational technologies have contributed to 
the emergence of big spatial data. For example,  remote sensing,   geographic 
information systems (GIS), and   global positioning systems (GPS) enable the 
collection of data with high spatial and temporal resolution. This, in turn, cre-
ates new opportunities to characterize environments and enhance understand-
ing of  human–environment relationships.

This chapter outlines features of the physical and built environments that 
have important implications for social science research. Digital data sources 
that enable the identifi cation of such features are subsequently discussed. 
Focus is given to big, open datasets that are accessible to researchers and may 
be used to create comparable and scalable measures. Approaches developed 
for processing data, however, may also hold relevance for individual-level 
information, such as the collection of imagery from wearable  cameras in  co-
hort studies. For each data type, an overview and examples will be provided, 
along with a discussion of strengths and limitations. In closing, opportunities 
and key challenges that pertain to all data sources are highlighted to guide 
discussions on how measures and frameworks may be developed to advance 
future research.
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Physical and Built Environments

The   physical environment refers to physical surroundings such as air, geologi-
cal and climate conditions, water, vegetation, and the built environment. The 
  built environment, more specifi cally, encompasses spaces and places that have 
been created or modifi ed by humans to support human needs and activities. 
This ranges in scale from cities to neighborhoods to infrastructure and features 
of urban form such as buildings and urban parks.

Table 7.1 provides a sampling of physical and built environments. The con-
cepts discussed in this chapter are contingent on the author’s research in urban 
spaces in high-income countries such as the United Kingdom and Canada (see 
also Appendix 7.1). A diff erent research scenario may require additional or 
alternative concepts not listed.

Physical environments that occur on Earth’s surface may be described by 
land cover type such as vegetation (e.g., forest, grassland, cropland), water 
types (e.g., wetland, open water), urban area, ice, bare soil, and rock. These 
environments may be further categorized by land use (i.e., the purpose for 
which land is utilized by people). Areas with the same land cover type can have 
diff erent land uses, which may be infl uenced by geographical factors including 
the availability of resources, existing infrastructure, and proximity to urban 
populations. A range of land use categories have been identifi ed and studied 
across a number of disciplines. Common land use types studied within an ur-
ban context include residential, commercial, transportation, recreational, and 
institutional. These uses, and how they change over time, provide information 
for planning and may infl uence the types and spatial confi guration of built 
environment features that are developed. The built environment may be sub-
ject to administrative boundaries and notions of  access or  ownership. Features 
of the built environment include transport infrastructure and services such as 
roads, footpaths, and health-care facilities. Measures of features (e.g., the den-
sity of intersections, retail outlets, and residential units) may also be used to 
derive information about the value of spaces in relation to human–environment 
interactions, such as a  walkability score.

Environments may be considered at a range of scales that correspond-
ingly aff ect the type and frequency of human behavior associated with them. 
Macroscale environments, such as heat and rainfall, may contribute to hazard-
ous events and aff ect displacement,  migration, and food production. Microscale 
environments, such as food retailers and facilities designed for  physical activ-
ity in the built environment, may encourage specifi c and more regular behav-
iors, such as types of food purchased and modes of travel used. Environments, 
particularly at the microscale, are moderated by quality. For instance, a park 
close to a busy road may experience higher rates of air and  noise pollution, af-
fecting pathways to use and associated health and well-being outcomes. While 
quality of environments may have an objective measure in the data, factors 
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such as safety, cleanliness, and noisescape can be perceived or experienced 
uniquely by diff erent groups and individuals.

Digital Data Sources

In social science research,  environmental data may be quantifi ed by a geo-
graphical unit (e.g., point location, administrative boundary, address buff er, 
activity space) to measure exposure, access, change, or use of space. Resultant 

Table 7.1 Examples of  physical and  built environments and corresponding open digi-
tal data sources. Both spatial scale and population impact decrease from top to bottom 
of the table.

Environments Digital Data Type and Example Source
Climate and weather: season, tempera-
ture, precipitation, natural hazard event

Remote sensing: global coverage of surface 
temperature
Stationary sensory: in situ weather 
recordings
 Social media: citizen response to fl ood 
event

Land cover: vegetation, water, soil, 
urban

Remote sensing: Classifi cation of land 
cover from multispectral satellite sensors

Land use: agricultural, conservation, 
residential, commercial, industrial, 
institutional

Administrative data: food and agriculture, 
business registry, census population data
Social media: spatiotemporal clustering of 
users

Boundaries: protected areas, municipali-
ties, plots, buildings

 Administrative data: census boundary fi les, 
land information

Features:
Greenspace: parks, gardens, trees
Bluespace: harbors, lakes, rivers, water 
features
Transport infrastructure: roads, foot-
paths, cycle lanes, bus stops
Services: health care, education, leisure, 
housing, retail
Utilities: wastewater system, power sta-
tion and lines

Administrative data: digitized land survey 
data
 Participatory sensing: volunteered points 
of interest plotted through open-source 
platform
 Mobile sensing:  street view imagery of 
store fronts

Quality: traffi  c, air quality, noisescape, 
lighting, litter, human perceptions

Stationary sensory: estimated surface mod-
els of air pollution from sensor network
Mobile sensing: street view imagery of 
building damage
Participatory sensing: mobile crowdsens-
ing of  noise
Social media: semantic analysis of geo-
tagged tweets
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metrics may be subsequently linked to social data (e.g., based on home or work 
address) for analysis.

Administrative Data

Spatial data representing the physical and built environments may be obtained 
from existing datasets. Administrative data, such as land survey data or census 
data, are typically derived from organizations and institutions. Although ad-
ministrative data has largely been neglected from the discussions associated 
with big data, such data can provide reliable information at national scales 
(Connelly et al. 2016). In contrast to raw sensing data, administrative data are 
usually cleaned (e.g., inaccuracies and inconsistencies in the data are rectifi ed) 
and organized by data specialists into a format available for download and use 
within a  GIS.

The  ESRI open data hub provides access to over 210,000 open GIS data-
sets that have been collected from organizations around the world. Searches 
of key features and areas return related web maps, live  dashboards, and da-
tasets. Data can be downloaded in a variety of formats, including vector for-
mats such as Shapefi le and GeoJSON, which are commonly used for repre-
senting geographic features as points, lines, and polygons, and raster formats 
such as GeoTIFF that stores  geospatial information as grids of pixels (see also 
Brinkhoff , this volume). Each dataset includes metadata describing the data 
source and the date when data were most recently updated. Often, local gov-
ernments provide access to regional vector fi les representing infrastructure, 
land use, and municipal facilities through an open data portal. The features 
available as well as the temporal and spatial range of these data may, however, 
be limited. Separate fi les for individual characteristics, such as parks, schools, 
and transport infrastructure, can make it diffi  cult to map cities and spaces fully. 
More systematic examples of administrative data collected at the national level 
include   DMTI Spatial (Digital Mapping Technologies Inc.) data in Canada and 
Ordnance Survey data in the United Kingdom; both are available to education 
institutions in their respective countries. These repositories enable consistent 
matching of environmental characteristics to national cohorts with geographi-
cal heterogeneity, such as the U.K. Biobank dataset (Sarkar et al. 2015), and 
novel analytical approaches that incorporate a combination of environmental 
characteristics at scale (Smith et al. 2019b).

In addition to spatial data fi les of vector features representing specifi c en-
vironmental characteristics, aggregated information can also describe environ-
ments by geographic units.  Statistics Canada, for instance, provides annual and 
biannual information on greenness, parks, and trees on properties at national, 
provincial, and metropolitan levels. As recorded in the Canadian census, which 
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is updated every fi ve years,  population density also provides a proxy for resi-
dential density by  dissemination area, census tract,1 or larger regions.

Ultimately, administrative data can provide independent measures of the 
environment that range in type and scale, as well as information on groups or 
areas that may not be represented in social sensing data (see below). Further, 
administrative data are less likely to contain processing and measurement er-
rors compared with those collected from human input or sensing (Groen 2012). 
While time and cost associated with data production may be reduced, the spa-
tial coverage and availability of data may be uneven, both within and between 
countries, and the temporal frequency of data updates is often slow and may be 
inconsistent across datasets of the same area.

Sensor Data

In addition  to administrative data, data collected from sensors provide a valu-
able source for deriving measures of the physical and built environment. 
Below, four primary types of sensing data are outlined: remote sensing, sta-
tionary sensing,  mobile sensing, and  social sensing.

Remote Sensing

 Remote sensing provides information about the Earth’s surface based on re-
fl ected or emitted radiation. Information is recorded by instruments at a dis-
tance, typically aboard a satellite or aircraft, and can be processed subsequently 
to identify features in the physical and built environment (Read and Torrado 
2009). Key advantages of satellite data include its global and relatively long 
temporal coverage, which allows patterns and impacts of the global landscape 
to be systematically captured (Wulder et al. 2019). Correspondingly, satellite 
data have long been used to monitor land surface temperature, meteorological 
and climate conditions, and greenness, as well as to map and detect change in 
large-scale land cover such as water bodies, vegetation, bare soil, and urban 
infrastructure.

Refl ective of the range of applications, a multitude of satellite-based remote 
sensing instruments exist (Horning 2019). Depending on age and purpose, sen-
sors vary in spectral, spatial, and temporal resolution, which can aff ect image 
quality and accuracy of object detection. A characteristic example of satellites 
used to monitor land surface is the  Landsat program, which was fi rst launched 
in 1972. Since 2008, Landsat data have been available for download at no cost 
due to a change in data policy; this has contributed to an expansion of scientifi c 
studies (Hemati et al. 2021; Zhu et al. 2019). The most recent Landsat satellite, 

1 In the Canadian census,  Statistics Canada uses geographic units such as dissemination areas 
(i.e., the smallest standard area available with a population of 400 to 700 persons) and census 
tracts (i.e., areas in large urban centers with a population of 2,500 to 8,000).
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Landsat 9, carries the  Operational Land Instrument (OLI) and the  Thermal 
Infrared Sensor (TIRS), which permits multispectral images to be produced at 
a spatial resolution of 30 m. Compared with the coarse resolution of early land 
cover maps (300 m to 1 km), resultant data have improved land cover classifi -
cation accuracy (Chen et al. 2015; Gong et al. 2013) and have been utilized at 
local, national, and global scales.

Studies utilizing  Landsat data have explored common drivers of land 
cover change, including  deforestation,  urbanization, human activities, and 
abrupt events such as wildfi res (Hemati et al. 2021). For example, a loss 
of 1.5 million km2 in global forest cover was recorded between 2000 and 
2012 (Hansen et al. 2013), and urban land cover in China was reported to 
have doubled between 1990 and 2010, replacing existing cropland (Wang 
et al. 2012). Such fi ndings are substantiated by alternative remote sensing 
sources such as  MODIS data (collected from NASA’s Moderate Resolution 
Imaging Spectroradiometer sensors) (Schneider et al. 2010) and nighttime 
light observations used to identify urban clusters (collected from The Defense 
Meteorological Program Operational Line-Scan System) (Liu et al. 2012; 
Zhou et al. 2018).

Processing raw remote sensing data and, particularly, identifying land cover 
types requires the application of  machine-learning algorithms and specialist 
knowledge of spectral classifi cation. Techniques including support vector 
machine, random forest, decision tree and artifi cial neural networks have been 
increasingly used to classify land cover (Talukdar et al. 2020). The develop-
ment and availability of global land cover products, such as FROM-GLC10 
(Gong et al. 2019), allow users to access classifi ed data without having to 
perform any data processing (Li et al. 2020). These products are, however, 
often limited in terms of their temporal coverage. As an intermediary approach, 
advances in cloud computing platforms such as  Google Earth Engine have 
reduced the need for storage requirements and provide access to myriad large-
scale datasets and algorithms for image processing (Gorelick et al. 2017).

While high-resolution remote sending data can aid the process of monitor-
ing climate conditions and mapping land cover and changes, inherent con-
straints of the data limit classifi cation accuracy (Talukdar et al. 2020). For ex-
ample, diffi  culties arise in distinguishing subtle variations in vegetation types 
with similar spectral refl ectance and small-scale features such as parking lots 
or small residential structures can be challenging to classify due to limited 
spatial resolution of Landsat imagery. Furthermore, information about land 
use (e.g., use of forestry for conservation or use of urban spaces for residen-
tial purposes) cannot be inferred, particularly in urban environments where 
single spaces may be used in multiple ways. Integrating remote sensing data 
with complementary sources such as administrative or  social sensing data may 
therefore be important for improving accuracy, understanding how people in-
teract with environments, and identifying fi ner-resolution built environments 
relevant to social science research (Yin et al. 2021).
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Stationary Sensors

In contrast to the large-scale coverage of data collected by remote sensing, 
 stationary sensors (e.g., environmental sensors and cameras) collect high-fre-
quency information from single locations. They are suited for detecting daily 
changes in features and quality of smaller-scale environments.

Monitoring sites in cities are commonplace for observing  traffi  c fl ows, 
travel modes, monitoring weather conditions, and detecting urban air qual-
ity and  noise. Data from dynamic sensor streams may be broadcast for 
the purposes of real-time  visualization (e.g., the Toronto  ESRI live stream 
 dashboard, which reports on transit, traffi  c, weather, and air quality for the 
metropolitan area). Alternatively, historic data collected at each sensor may 
be downloaded for analysis. Example applications include studies in the 
United Kingdom that utilize data collected hourly from fi xed weather sta-
tions (Meteorological Offi  ce Integrated Data Archive System) to explore ur-
ban heat eff ects for climate change resilience (Emmanuel and Krüger 2012; 
Heaviside et al. 2015) and weather eff ects on  mobility (Brum-Bastos et al. 
2018). Researchers acknowledge, however, the limitations of sparse spatial 
coverage of stationary sensors.

To estimate exposure between networks of monitoring sites, surfaces such 
as Weather Research and Forecasting, dispersion, or land use regression mod-
els may be developed within a  GIS. As part of the  European Study of Cohorts 
for Air Pollution Eff ects project (ESCAPE), a land use regression model was 
generated using data from up to 80 passive samplers at 36 sites across Europe 
(Beelen et al. 2013). Additional predictors of land use, traffi  c, and geographic 
characteristics from  administrative datasets were input into the model to derive 
average annual concentrations of particulate matter with aerodynamic diam-
eter ≤ 2.5 μm (PM2.5), nitrogen dioxide (NO2), and nitrogen oxides (NOX) as 
continuous variables, enabling the attribution of value to the home addresses 
of participants in multiple  cohort studies across Europe.

Despite the ability to estimate exposure from surface models, low density 
networks of monitoring points limit the capacity of models to capture accu-
rately the spatial variability in concentrations being measured (Marshall et al. 
2008). To address this and improve spatial and temporal variability, studies in-
creasingly incorporate mobile (Deville Cavellin et al. 2016) and  crowdsourced 
social sensor data, such as citizen weather station networks (Brousse et al. 
2022) and microphone-enabled smartphone apps, to measure ambient noise 
levels (Marjanovic et al. 2017).

Mobile Sensors

Mobile and portable sensors have contributed to increased spatial coverage 
of sensor networks. Street view datasets, such as   Google Street View (GSV), 
Bing Streetside, and Tencent (specifi c to China where these is no offi  cial 

Downloaded from http://direct.mit.edu/books/book-pdf/2458065/book_9780262378840.pdf by guest on 26 September 2024



 Types of Physical and Built Environment in Digital Data 133

coverage of GSV) are examples of  mobile sensor data that capture small-scale 
features in the built environment. GSV, the largest of these datasets, has full 
or partial coverage in 102 countries. Data are collected as 360° panoramic 
images from vehicles and updated (at most) annually, depending on location 
and  urbanicity. Images are available for download via the GSV application 
programming interface (API) which provides access to the most recent imag-
ery. The GSV “Time Machine” function and open-source packages (e.g., the 
module for downloading photos from GSV) further enable users to view and 
access historic data to assess retrospectively environmental change (Cândido 
et al. 2018; Cohen et al. 2020).

The emergence of  street view imagery has proven useful for identifying 
features such as retail outlets and validating existing GIS datasets. In addition, 
fi ne image resolution has facilitated the identifi cation of visual factors that af-
fect the quality of the built environment, such as greenness, broken windows, 
potholes, property damage, litter, and the estimation of urban canyons based 
on sky openness and building height. Street imagery also makes it possible to 
identify “nudge factors,” such as the presence of billboards advertising junk 
food (Egli et al. 2019; Huang et al. 2020), and relative perceptions of environ-
mental quality across space. For example, comparison of GSV imagery with 
hand-drawn maps revealed Latin American schoolchildren were more aware 
of litter in natural compared with urban environments (De Veer et al. 2022). 
Lastly, street view imagery makes it possible to explore human interactions 
with the environment, such as the number of street users and their modes of 
travel (Goel et al. 2018; Ibrahim et al. 2021).

Identifying features at scale requires the application of  deep learning tech-
niques whereby models are fi rst trained on a large sample of images. Applied 
examples include the use of  semantic segmentation and  convolutional neural 
networks to predict human perceptions of images (Zhang et al. 2018) as well as 
to identify streetscape green and blue spaces and to examine relationships with 
behavior and health outcomes, such as depression in the elderly in Beijing, 
China (Helbich et al. 2019), or walking in Hong Kong (Lu 2018). These com-
plex approaches rely on pixel-level classifi cation to recognize and understand 
the subtle diff erences of features within an urban scene.

Mobile sensor data are more cost- and time-eff ective than fi eld audits for 
identifying visible environmental features. Previous studies report accurate 
and consistent agreements between fi eld audits and the use of street view imag-
ery, highlighting its potential for fi lling in missing information from stationary 
sensor and administrative datasets. Critiques include irregular spatial coverage 
and variable collection frequency. In the case of street view data, only a snap-
shot of locations is provided, and this does not capture dynamics and fl ows 
of urban spaces or account for diff erences by time of day, day of the week, 
or season. In addition, data coverage may be biased toward more commercial 
streets, given the focus on businesses within Google Maps. As with remote 
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sensing and administrative datasets, value is added to  mobile sensor data when 
integrated with complementary information such as social sensing data.

Social Sensing

Social  sensing involves the collection, processing, and analysis of  crowd-
sourced data from humans using devices (Pandharipande 2021). Given the 
proliferation of smartphone usage with  GPS and camera capabilities as well 
as the unprecedented use of  social media platforms for broadcasting informa-
tion, social sensing has received attention as a means to acquire data about 
cities and human–environment interactions at scale (Aggarwal and Abdelzaher 
2013; Wang et al. 2015). Consequently, social sensing off ers potential for ap-
plications in urban planning, transport, health, and crime prevention.

Social sensing can be categorized into (a)  participatory social sensing, 
where participants are recruited or voluntarily contribute data about a geo-
graphical area, (b) the use of social media data, where the user is not purpo-
sively generating data to map environment features. Although not discussed 
here, population-level GPS data from smartphones also provides useful infor-
mation for  traffi  c fl ows and crowding.

Participatory Social Data. In general, the process of participatory sens-
ing involves citizens voluntarily and intentionally uploading local informa-
tion through a platform or application. This instance of user-generated con-
tent, coined   volunteered geographic information (VGI) by Goodchild (2007), 
has enabled collaborative mapping of environmental features based on local 
knowledge of participants worldwide.  Citizens have become  empowered to 
collect and map features that may not traditionally be included in administra-
tive datasets, such as cycling facilities and wheelchair routes.

One prominent example of VGI is OpenStreetMap (OSM), which has 
around 37,000 active contributors per month. OSM is an openly accessible and 
editable map of the world; contributors typically input points of interest (e.g., 
retail outlets, education and health facilities, transit stops) and linear features 
(e.g., rivers, roads, bus routes) that can be downloaded via various repositories. 
Key strengths of OSM include its community input and global coverage, yet 
concerns have been raised over biases in mapped features and the  validity of 
data. As a result, researchers have sought to demonstrate reasonable compari-
sons with administrative datasets in specifi c regions of the world (Dorn et al. 
2015; Haklay 2010), and tools such as TagInfo have been developed to guide 
users and encourage consistency when tagging features. Attempts to standard-
ize OSM tags also enables them to be mapped to standard codes, such as the 
 North American Industry Classifi cation System, allowing for linkage and com-
parison with  administrative data.

In addition to existing platforms for logging volunteered information, geo-
tagging campaigns may utilize mobile crowdsensing to build a denser network 
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and more reliable measures of environmental conditions. For example, in 
Brazil, Guiaderodas (a technology company that promotes accessibility in 
built environments) relied on  crowdsourcing to evaluate the accessibility of 
over 250,000 establishment locations for wheelchair users in over 115 coun-
tries. Data are subsequently used to provide information for app users to plan 
accessible routes. Measures of  noise have also been recorded for studies us-
ing microphones on personal smartphones. Capturing more complex measures 
of weather and  air pollution, for example, may require the use of specialist 
devices, which can limit the number of contributors (Brousse et al. 2022; 
Marjanovic et al. 2017).

Social Media Data. Social media platforms such as Twitter/X, Facebook, 
Instagram, Flickr, YouTube, online blogs, and review ratings sites allow bil-
lions of users to generate and share data in the form of text, image, or video. 
The use of social media on smartphones can also provide detailed contextual 
information, such as location and time, based on  GPS.

Geotagged social media data may be downloaded through an API. Although 
not initially intended to provide environmental information, spatial and tem-
poral clustering of check-in activities and geotagged tweets have been used to 
infer land use (Soliman et al. 2017; Zhan et al. 2014) and quality of parks by 
incorporating semantic content analysis (Kovacs-Györi et al. 2018). The po-
tential of using a framework to integrate image, text, and maps has also been 
demonstrated in the context of a localized event: the release of water from 
fl ood control reservoirs in Houston during Hurricane Harvey in 2017 (Fan et 
al. 2020). A graph-based approach was fi rst used to detect critical tweets, then 
an image-ranking algorithm for selecting relevant images, and lastly a kernel 
density estimation of geotagged locations was used to map the geographic 
coverage of disruptions. The combination of  social media data types and ap-
proaches may therefore contribute to enhanced real-time situational aware-
ness of rapid environmental changes, such as wildfi res and fl ooding, as well 
as slower changes, such as evolving perceptions and defi nitions of land use 
(e.g., use of residential spaces for employment which accelerated during the 
COVID pandemic).

While social media data provide new opportunities for understanding hu-
man–environment interactions at scale, key limitations lie in its  reliability and 
 representativeness. It is diffi  cult to infer the  validity of information in text, 
and data remain biased toward social media users, specifi cally those who en-
able geo-location services. Only 1–2% of tweets are geotagged, calling for 
geocoding and geoparsing methods to extract additional locations (Middleton 
et al. 2018). In addition, concerns around  geoprivacy due to the disclosure of 
individuals’ sensitive locations have been raised. As a result, spatial data may 
need to be masked or aggregated to protect individuals from being identifi ed 
through their location records.
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Key Considerations

Below, areas that require further discussion are highlighted to guide the appli-
cation of  big data in  environment–behavior research.

 Data Integration

Each data source is associated with unique strengths and capabilities for iden-
tifying environmental features. For example,  remote sensing imagery provides 
global coverage but cannot capture small-scale features or land use.  Street view 
imagery provides greater resolution but often at lower temporal frequency, 
whereas social sensing can capture high-frequency information but data qual-
ity is limited. Selecting a single data source may be appropriate for identify-
ing a single environmental feature; there will likely be trade-off s, however, in 
spatial and temporal coverage, and data quality. Furthermore, human behavior 
is embedded in a complex system of places, times, and environments. Much of 
the literature exploring relationships between the environment, behavior, and 
health has focused on single features. While useful for identifying associations 
with specifi c outcomes (e.g.,  walkability and walking), environmental charac-
teristics coexist and interrelate. Refl ecting on the growing recognition of the 
broader determinants of behavior and  health, a more holistic and integrative 
approach to measuring environments is required if we are to gain a better un-
derstanding of these complex interactions.

Combining digital data sources enables multiple environments and out-
comes of varying scales to be explored: from broad city-level infl uences on 
population health to feature-level infl uences on more personal behaviors. 
Curated data libraries provide the fi rst step in bringing spatial data about the 
physical and built environment from diverse sources into a single location. 
Subsequent consideration must therefore be given to how data are integrated, 
particularly given diff erent formats, time frames for collecting data, and dis-
parate scales and coverage. Here,  deep learning may provide an opportunity to 
bridge gaps between diff erent data types (Zhang et al. 2019).

 Data Categorization

Linking  environmental data with information related to social, behavioral, and 
health outcomes creates possibilities for analyzing associations and exploring 
inequalities by place. The unit at which data are aggregated and categorized, 
however, may have implications for  causality.

Sociodemographic, social, or health data, such as that acquired from the 
census or  social media, may be aggregated to an administrative boundary such 
as a census tract. Matching data with environmental features quantifi ed within 
the same unit enables broad population-level patterns to be observed. Such 
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analyses are limited by the modifi able areal unit problem, whereby the cho-
sen spatial unit diff erentially impacts results. For example, the same data ag-
gregated by census tract, postal code area, or an individual’s neighborhood 
may yield diff erent eff ects. Ecological fallacy (i.e., inferences made about in-
dividuals from group data) may also rise when investigating features of the 
built environment (Houston 2014). Exposure is considered to be the same for 
all who live in the same administrative unit, irrespective of mobility patterns 
and transport opportunities. Linking individual-level data from  cohort  studies 
helps to overcome this. Still, much work in this area has focused solely on 
the home address by quantifying features within a residential buff er. In doing 
so, researchers are at risk of the “uncertain geographic context problem” as 
relevant environments beyond the home neighborhood where behaviors occur 
are missed (Kwan 2012). Increasingly, studies use  GPS data to capture more 
relevant spaces. Features are quantifi ed within individuals’ activity spaces, 
based on locations they have visited over time. Delineation of activity spaces 
has been inconsistent and studies have confl ated measures of access with use 
of space (Smith et al. 2019a).

Consideration needs to be given, therefore, to the quantifi cation and  cat-
egorization of data to ensure its conceptual relevance for meeting study aims 
and enabling comparisons. Here, metadata can help ensure that data are not 
only fi ndable but described transparently in terms of collection processes and 
applicable for previous use cases. As high-volume location data become in-
creasingly available, consideration must be given to how spatial and temporal 
sequence patterning may be incorporated into measures, beyond simple de-
lineations of activity spaces (Fuller and Stanley 2019). As measures begin to 
refl ect environments of importance better, researchers must not lose sight of 
causal thinking and strive to develop stronger evidence on the pathways that 
act to infl uence use of spaces and changes in behavior.

Reproducibility

Given the volume  of digital data and application of machine-learning methods 
to process data, it is important that methods are reported transparently.  Code 
sharing sites such as  GitHub allow  researchers to test, collaborate, and build 
upon existing approaches. This has implications for replication, scalability, and 
comparison in  future studies.

Conclusions

Taken together, the wealth and quality of openly available digital data enables 
the identifi cation of a range of physical and built environments at diff erent 
spatial and temporal scales.  Remote sensing imagery,  administrative data, and 
 stationary sensors provide contextual information such as the rate of urban 
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expansion, changes in air pollution, and coverage of green spaces. Meanwhile, 
methodological advances in mobile and social sensing enable the collec-
tion and analysis of highly granular longitudinal data on small-scale features 
through  VGI. Developments in classifi cation techniques, such as deep learning 
algorithms, also permit real-time behaviors to be explored in place through 
 social media and mobile devices. Compared with traditional fi eld audits or 
the collection of information from study participants, acquiring and process-
ing digital data can be much less resource intensive. This holds promise for 
improving our understanding of the patterns that are rapidly changing global 
and local landscapes, and the role of environments in shaping human behavior 
and health over time.

While the volume and velocity of openly available data may not yet match 
that of commercial or  privatized data, the availability and variety of open data 
for characterizing physical and built environments is continually increasing. 
As computational capacity and data expand, users must provide key consid-
erations as to (a) the  representativeness and relevancy of data and (b) to in-
tegration, categorization, and  reproducibility. Value is added when variable 
data from multiple sources are combined to explore spatial patterns or develop 
immediate strategies, such as the direction of humanitarian aid following a 
natural hazard event. Approaches to data preparation and analysis also have 
implications for  causality, fi ndings, and potential inferences. Transparency in 
communicating methods and fi ndings, with eff orts toward reproducibility, is 
therefore key to ensuring integrity and reliability in research.

Appendix 7.1: Explanation of Useful Terms

 Big data: High-volume and velocity data which may be too large to be processed with 
traditional software applications. May be analyzed to reveal patterns, trends, and 
associations, especially relating to human behavior.

Open data: Freely available data that may be downloaded and modifi ed.
 Crowdsourced data: Contribution of information from a large number of people.
Geographic information system (GIS): Computer system for creating, storing, and ana-

lyzing spatial data.
Application programming interface (API): Intermediary software that enables the trans-

mission of data between two applications.
 Machine learning: A type of artifi cial intelligence (AI) that fi nds and learns from pat-

terns in big data.
 Deep learning: A type of machine learning that uses multiple layers of processing to 
fi nd smaller patterns in big data.

Semantic image  segmentation: Computer vision task in which each pixel of an image is 
labeled with a corresponding class of what is being represented.

 Convolutional neural networks: A form of  deep learning which uses multiple layers to 
process arrays of data such as those in images, and extract features.

Semantic analysis: Process of fi nding meanings in text.
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How Cities Infl uence 
Social Behavior

José Balsa-Barreiro and Monica Menendez

Abstract

Over the past century,  urbanization has witnessed a signifi cant rise, with the global 
population in urban areas surpassing 55% today and expected to reach nearly 70% by 
2050. While  cities contribute to productivity and innovation, dense urban living can 
bring challenges such as increased living costs, social segregation,  traffi  c congestion, 
and rising levels of air pollution. The  COVID-19 pandemic, coupled with technological 
advancements and social shifts, has reshaped urban landscapes. Since the majority of 
the world’s population resides in urban areas, addressing societal and environmental 
challenges necessitates a focus on cities. This chapter explores the intricate relationship 
between urban form and social behavior, drawing insights from an extensive review 
of literature across various themes: human cooperation, mobility, social interactions, 
integration,  quality of life, health, and safety perception. These fi ndings provide a 
comprehensive framework to understand the complexities of social dynamics in urban 
environments.

Cities as Complex Systems

The world is experiencing an unprecedented, substantial trend toward urban-
ization. As reported by the United Nations (UN-Habitat 2022), more than 55% 
of the global population currently lives in urban areas, and projections indicate 
this proportion will reach approximately 70% by 2050. This progression will 
lead to intensifi ed concentration of people, goods, means of production, and 
services within increasingly confi ned spaces.

The driving force behind urban growth lies in the advantages that are linked 
to  economies of scale (Gill and Goh 2010; Wheaton and Shishido 1981). Urban 
environments serve as hubs that concentrate a diverse array of job opportuni-
ties by facilitating the convergence of key agents, including people and work-
places. This concentration optimizes essential resources, reduces infrastruc-
ture investments, and encourages the development of collective transportation 
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systems (Pentland 2014). Presently, urban economies form the backbone of the 
most high-income countries (Frick and Rodríguez-Pose 2018), leading to the 
continual growth of cities in terms of population and economic prosperity over 
time (Thisse 2018). In the last decade, Dobbs and Remes (2013) estimated that 
the 2,600 largest global cities accommodated 38% of the global population 
while contributing to 72% of the global gross domestic product (GDP). Recent 
projections from the World Bank (2023) suggest that the contribution percent-
age might have already surpassed 80%.

Some particular discrepancies contradict previously  mentioned arguments, 
one of which lies in the nonuniform correlation between global  urbanization 
and  wealth expansion. Balsa-Barreiro et al. (2019a) analyzed the sustainabil-
ity of global economic growth from the 1960s, using factors such as wealth 
generation (in terms of GDP), environmental impact (CO2), and population 
indicators, particularly urbanization. By estimating the average location of 
the planet’s activity for each indicator annually, they illustrated the trajectory 
of these indicators over time. The fi ndings revealed diverging trends: while 
global wealth gravitates toward the East,  population growth and urbanization 
trend toward the South.

The progression of urbanization brings forth a multitude of challenges, par-
ticularly in environmental and social contexts. Notably, the upsurge in  mo-
bility and resulting traffi  c congestion poses signifi cant costs, potentially im-
peding urban competitiveness (Sweet 2011). Urban residents face the risks of 
exposure to the environmental impacts stemming from cities, which currently 
contribute to two-thirds of global energy consumption and over 70% of green-
house gas emissions (World Bank 2023). Moreover, rising social tensions, in-
cluding urban segregation and gentrifi cation, arise from imbalances in supply 
and demand within a fi ercely competitive global context. These complex is-
sues underscore the concept of urban diseconomies, a notion highlighted by 
scholars to portray the compounding challenges associated with agglomeration 
economies (Richardson 1995).

Regional disparities in urbanization rates highlight distinct patterns. In low- 
and middle-income countries, rapid urbanization stems primarily from limita-
tions in rural areas rather than urban opportunities. This phenomenon has re-
sulted in pseudo-urbanization processes (Balsa-Barreiro et al. 2021; Hashimov 
et al. 2013), posing risks of environmental unsustainability and social exclu-
sion. This includes the rise of  poverty pockets, which can increase crime rates, 
and the expansion of informal settlements with inadequate services, heighten-
ing vulnerability to potential hazards for their dwellers (Williams et al. 2019; 
Zerbo et al. 2020).

Four additional aspects are pertinent to comprehend the magnitude of the 
global urbanization process. The fi rst involves evaluating the accuracy of es-
timated projections for the mid-century within the current intricate context. 
Factors such as the impact of the  COVID-19 pandemic and the technologi-
cal transformation derived from artifi cial intelligence (AI) have contributed 
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to deepen the economic deglobalization initiated in the mid-2010s, poten-
tially leading to short- to medium-term structural changes in the labor market 
(Balsa-Barreiro et al. 2020b; Rossi and Balsa-Barreiro 2020). Some authors 
have initiated discussions on the future impacts of these factors over cities 
(Williams 2023) and population distribution, debating the potential for urban 
resilience (Foster 2020) versus the  urbanization crisis (Kotkin 2020) over the 
next decades. The second aspect concerns the granularity and scaling of the 
urbanization process (Bettencourt 2013). Although urbanization processes are 
commonly linked to large metropolises, they manifest at various scales and 
levels. Balsa-Barreiro et al. (2021) illustrated how the urbanization process 
operates across multiple scales, not solely confi ned to large cities, displaying 
fractal patterns characterized by repetitive geometry across scales (Batty and 
Longley 1994; Mandelbrot 1982). Consequently, smaller cities may experi-
ence rapid  population growth, leading to heightened traffi  c congestion and pol-
lution beyond their capacity (Borck and Tabuchi 2019). The third aspect high-
lights the growing role of cities as primary economic centers for entire regions, 
emphasizing the need for an urban-focused approach to tackle global social 
and environmental challenges (UN 2016). Finally, the fourth aspect refers to 
spatial disparities among cities based on  wealth levels. High-income countries 
demonstrate steady urbanization rates and low demographic growth, featuring 
built and well-established cities. Conversely, low- and middle-income coun-
tries experience rapid urbanization, often marked by unregulated and informal 
construction in many cities.

The intricate nature of urban complexities underscores the critical need for 
a more profound comprehension of urban dynamics to address proactively 
forthcoming social and environmental challenges. Achieving this requires a 
deeper understanding of the driving mechanisms that shape city performance, 
encompassing both physical and social dimensions. In this chapter, we inves-
tigate the correlation between the physical structure of cities and the social 
behavior of their residents. To achieve this, we conduct an extensive literature 
review of prominent studies that link these factors. Our goal is to establish a 
robust framework for  future research, shedding light on how physical and hu-
man factors interact in urban environments.

We will begin with an introduction to the factors infl uencing urban form. 
We then defi ne the concept of  urban morphology and its treatment in current 
literature. Next, we explore the reciprocal relationship between cities and hu-
man behavior through a literature review across seven major social themes: 
human cooperation, mobility, social interactions, integration, quality of life, 
health, and safety perception. We then outline potential data sources for gath-
ering information related to both social behavior and urban morphology. We 
conclude by summarizing key insights to consider in planning sustainable, ef-
fi cient cities for the future.
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Urban Form across Scales

There are two primary factors explaining the urban  confi guration of cities. 
First, the physical context surrounding cities constitutes a primary determi-
nant of their layout. Proximity to natural features such as rivers, coastlines, 
or valleys strongly infl uences and constrains the directional expansion of a 
city. Many cities are strategically planned to capitalize on their natural poten-
tial. Urban designs in tropical regions prioritize maximizing cooling breezes, 
while cities in desert areas often feature narrower road networks to mitigate 
sun exposure (Hang et al. 2009; Masoud et al. 2020). Second, the socioeco-
nomic aspect, refl ected in the diverse urban forms and their evolution, emerges 
from the interplay between physical and human factors, particularly regarding 
the economic utilization of natural resources. Throughout history, a notable 
portion of the world’s population has settled in coastal zones, utilizing water 
resources for various industrial purposes and enabling ease of navigation and 
coastal fi sheries. Approximately 40% of the global population resides within 
100 kilometers of coastal regions (Moser 2014), although this ratio signifi -
cantly rises when accounting for riverbanks, lakes, and other water bodies. 
This underscores the critical role of these natural elements in human develop-
ment. Medieval cities were historically located in strategically favorable and 
well-connected sites, serving as pivotal hubs for the development of markets 
catering to vast rural regions (Fujita et al. 2001). The expansion of these ex-
change centers and their transformation into substantial urban centers stemmed 
from the signifi cance of their potential market.

Technological advancements, particularly in transportation, played a piv-
otal role in both the expansion and morphology of cities across scales (Balsa-
Barreiro and Menendez 2021, 2022) Globally, the emergence of large cities 
centered on major commercial ports is attributed to low costs associated with 
maritime freight traffi  c, fostering extensive trade (Fujita and Mori 1996). 
Likewise, the extensive growth of suburbanization processes, known as  ur-
ban sprawl, in American cities is primarily linked to the widespread use of 
private vehicles, allowing point-to-point mobility. Within cities, this infl uence 
explains the prevalence of regular city grids, characterized by broad streets 
designed primarily for vehicular traffi  c fl ows.

The historical arrangement of elements reveals a diverse array of shapes and 
sizes that trace the complexity of the urban tissue (Marshall 2004), highlight-
ing human infl uence on constructing the built environment over time. Actual 
urban forms defi ne its present usage, as refl ected in its varying degrees of phys-
ical accessibility, social integration, and economic functionality (Martino et al. 
2021). This underscores the reciprocal connection between urban form and the 
socioeconomic factors molding cities.

Drawing upon these factors, urban forms can be examined across two dis-
tinct scales. First, the macro-scale focus on the city as a whole provides the 
most comprehensive perspective. At this scale, urban sprawl encompasses 
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building blocks and confi gurations of street patterns. The distribution, con-
fi guration, hierarchy, orientation, and connectivity of the street network are 
crucial elements that defi ne the  city layout, as shown in Figure 8.1. Second, 
the meso- and micro-scales are mainly characterized by neighborhoods, dis-
tricts, or any aggregated units, such as visible building blocks observed at a 
more detailed level. This scale allows the evaluation of socioeconomic dispari-
ties in urban forms, showcasing diff erences in land uses, economic prosperity, 
and social segregation based on income and racial factors. The integration of 
metrics related to urban form and social indicators enables the assessment of 
accessibility to infrastructures, open spaces, and basic services across diff erent 
regions of the city.

Vancouver, Canada Sydney, Australia Bogota, Colombia

Dubai, UAECape Town, South Africa Moscow, Russia

Paris, FranceKuala Lumpur, Malaysia Beijing, China
Figure 8.1 Confi gurations of street networks in densely populated cities on diff erent 
continents. Diff erent traces result from the interaction between physical and human fac-
tors. Each fi gure illustrates a distinct region, displaying diverse spatial scales for each city. 
The thickness of the lines represents the hierarchy within the street network.
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Urban Morphology

The study of urban environments involves various perspectives including vi-
sual, perceptual, and social aspects. Krier (1979) defi nes urban spaces as “all 
sorts of space between buildings,” emphasizing physical construction and re-
ferring to spaces where interactions between people and places occur. The form 
of the urban core is made up of essential physical elements, including building 
blocks, plots, and streets (Moudon 1997). Subsequently, other elements like 
land use (Levy 1999), natural environments, and green spaces (Kropf 2009) 
were integrated later. Building blocks, which delineate the smallest enclosed 
spaces within an urban grid, and streets, which comprise the public network for 
movement across the urban landscape, are widely recognized as key indicators 
by most authors.

Urban design encompasses primary dimensions, including form.  Urban 
morphology, as a distinct discipline, investigates physical structures, spatial 
layout, and changes of cities over time (Kropf 2017). This discipline, tradition-
ally qualitative and visual, has been transformed due to the abundance of data 
and enhanced computational capabilities, resulting in the emergence of quan-
titative methods known as urban morphometrics (Dibble et al. 2017). This ad-
vancement contributes signifi cantly to measuring and categorizing urban form, 
particularly enhancing typo-morphology studies (Samuels 2008) and space 
syntax theories for the analysis of spatial confi gurations of urban networks 
(Elek et al. 2020; Hillier 1996).

Urban morphologists have developed indicators to estimate various mor-
phological relations (orientations, areas and dimensions in 2D, volumes in 3D) 
between discrete elements, describing the morphology, geometry, and typol-
ogy of the built environment. Vertical indicators aid in studying building fa-
çades, horizontal indicators cover building distribution factors (density, dis-
tances), while volumetric indicators defi ne compactness. Street indicators refer 
to road network confi guration describing urban grid and axial lines, but also 
street composition, which include width, position, length, area, and orientation 
of roads. Additionally, land use, particularly the presence of green spaces, is a 
signifi cant factor in these studies. In this case, we must consider aspects related 
to total area as well as spatial distribution and fragmentation of green spaces 
throughout the city. Hence, urban morphology involves physical characteris-
tics such as shape, size, and density, yet its complexity lies in assessing spatial 
relationships among its elements. A simplifi ed proposal for the classifi cation of 
urban indicators is shown in Figure 8.2.

The estimation of these attributes involves the development of specifi c 
methodologies to derive a set of metrics or indicators. Methods and outcomes 
might diff er depending on factors such as the basic spatial unit, the spatial 
scale, and level of data aggregation, among others. For instance, studies con-
ducted by Hermosilla et al. (2014) and Boeing (2019) estimated indicators at 
the street level, whereas Biljecki and Chow (2022) conducted their analysis 

Downloaded from http://direct.mit.edu/books/book-pdf/2458065/book_9780262378840.pdf by guest on 26 September 2024



 How Cities Infl uence Social Behavior 145

at the building level. Unlike many studies that propose a limited number of 
indicators, the latter is one of the most comprehensive studies, presenting a 
list of 43 morphology indicators. Noteworthy contributions also come from 
Bourdic et al. (2012) and the enhanced version by Fleischmann et al. (2020). 
Their comprehensive review encompasses 72 quantitative studies, identifying 
a list of 465 measurable indicators of urban form. Due to terminological incon-
sistencies and vague methodological descriptions in some studies considered, 
they refi ned the list to 361 valid indicators. These indicators were classifi ed 
across six categories (dimension, shape, spatial distribution, intensity, connec-
tivity, and diversity) and three conceptual scales (small, medium, and large). A 
brief summary of this proposal is given in Table 8.1.

Cities and Human Behavior

Some environmental factors contribute signifi cantly to our perception of a 
place. In  urban settings, these  encompass physical and built environments 
shaping and defi ning the existing urban morphology. Their interaction high-
lights the complexity of urban spaces and their impact on our perception, ex-
tending beyond purely aesthetic or subjective comfort criteria. Cities located 
in naturally favorable environments with pleasant climates may possess poor 
urban planning, leading to varying perceptions among individuals. To address 
this ambivalence, numerous studies have employed diverse approaches to 
understand the impact of built environments on experience and perception. 
Multiple approaches span diff erent disciplines, including the ones coming 
from subjective geography (Hiss 1991; Lynch 1960), psychogeography (Self 
2007), and environmental psychology (Kopec 2012).

Geographical and sociological approaches off er signifi cant insights into 
the impact of the environment on social behavior. Geographic determinism 
emphasizes environmental factors as primary infl uencers on human behavior, 
cultural development, and societal progress. In contrast, possibilism high-
lights societies’ capacity to overcome these natural constraints (de Quadros 
2020). The Chicago School (ecological school) made substantial sociological 
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Figure 8.2 Classifi cation of urban morphology indicators, aligned with Elzeni et 
al. (2022).
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contributions. Symbolic interactionism theories proposed that both the built 
environment and social structures shape human behavior (Bulmer 1984). In 
the early 20th century, these ideas were tested in Chicago through compelling 
experiments. Thomas and Znaniecki (1918) argued that  immigrants’ transition 
from controlled European societies to the more competitive urban environ-
ments fueled Chicago’s dynamic growth. The school explored a wide array of 
social behavior in urban settings, analyzing specifi c behaviors such as alcohol-
ism, homicide, suicide, psychosis, and  poverty. Their fi ndings suggested that 
the urban lifestyle weakened primary social relationships, leading to social dis-
organization with signifi cant impacts on human behavior. Recent studies rein-
force these conclusions, demonstrating that insuffi  cient integration and higher 
mobility rates are associated with increased crime rates (Caminha et al. 2017).

Table 8.1 Condensed version of the morphological indicator’s list developed by 
Fleischmann et al. (2020), including categories with their respective defi nitions and a 
list of relevant indicators. 

Category Defi nition Indicators
Dimension Geometric properties of indi-

vidual objects
• Length
• Height
• Number of fl oors
• Mesh size
• Area

Shape Geometric dimensions’ math-
ematical properties

• Height-to-width ratio
• Compactness index
• Form factor
• Fractal dimension
• Rectangularity index
• Complexity index

Distribution Spatial distribution of objects in 
space

• Built front ratio
• Distance
• Continuity
• Concentration index

Intensity Density of elements by unit area • Covered area ratio
• Floor area ratio
• Number of plots
• Weighted number of intersections

Connectivity Spatial interconnection of street 
networks

• Closeness centrality
• Clustering coeffi  cient
• Node/edge connectivity
• Node connectivity

Diversity The diversity and complexity of 
the elements

• Power law distribution of areas
• Plot area heterogeneity
• Plot area diversity
• Intersection type proportion
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Aligned with the theories of possibilism, a thorough understanding of the 
intricate interplay between urban form and human behavior necessitates recog-
nizing their reciprocal infl uence. At the outset, an individual’s socioeconomic 
status shapes their urban preferences. Initially, individuals may identify with 
their place of birth, but social class increasingly shapes housing choices within 
cities. The gradual process of urban development signifi cantly refl ects social 
hierarchies, with income playing a pivotal role in shaping urban landscapes. 
Traditionally, higher-income households tend to favor exclusive areas with su-
perior amenities, opting for spacious homes in less congested suburbs, often 
surrounded by extensive green spaces.

In recent decades, Western countries have transformed their urban land-
scapes. Criticism of the  urban sprawl model, reliant on automobiles and incur-
ring associated costs, has sparked renewed interest in revitalizing city centers. 
This revitalization has been driven by factors like gentrifi cation, prompting af-
fl uent individuals to relocate to urban cores. It has favored interaction between 
affl  uent and lower-income groups, particularly during transitional periods with 
both groups sharing spaces (Lees et al. 2007). The changing dynamics are urg-
ing a reconfi guration of urban spaces within central neighborhoods, emphasiz-
ing policies that target their revitalization by limiting motor vehicle access 
and expanding green spaces. This indicates a partial transformation of urban 
metrics in established areas, demonstrating the continuous interplay between 
human behavior and urban design, guiding adjustments according to  socioeco-
nomic conditions.

Several notable studies have analyzed the substantial impact of urban de-
sign on the collective lives of residents. Jacobs (1961) criticized the mid-20th-
century American urban planning, advocating for diverse neighborhoods and 
community-driven city growth. She emphasized vibrant streets and highlighted 
the signifi cance of intricate urban environments in fostering community inter-
action and creativity. Her urban planning model challenges conventional ap-
proaches by emphasizing the signifi cance of neighborhoods and local commu-
nities in the development of cities. More recently, Hern (2017) also contested 
prevailing narratives regarding urban development, questioning preferences 
that prioritize economic growth and urban rejuvenation at the expense of  social 
 equity and community welfare.

At present, urban policies adopted by many Western cities prioritize human-
centric approaches. They focus on environmentally sustainable models, such 
as eliminating industrial pollution, improving urban green spaces, reducing 
reliance on private vehicles, and expanding  pedestrian-friendly zones. This 
transformation advocates for city models that emphasize human livability 
through compact, interconnected, and economically diverse forms (Burgess 
2000; Kain et al. 2022). The urban transition presents three key criticisms. 
First, certain once-praised urban models, like sprawling suburbs, now face 
criticism due to extended commuting times, environmental impacts, and their 
tendency to foster social isolation despite their perceived design benefi ts. The 
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city models perceived as being optimized today may lose their effi  ciency in the 
face of ongoing socioeconomic or technological changes. The current focus on 
compact, pedestrian-friendly, human-centered cities might yield considerable 
adverse eff ects, potentially resulting in less resilient urban economies, marked 
by job decentralization and fewer industries due to limited accessibility or an 
overreliance on the services sector. Second, the infl uence of digital economies 
and remote work may diminish the attractiveness of cities as business hubs, po-
tentially causing residential dispersion. Alternatively, increased labor fl exibil-
ity and  mobility levels could ultimately reshape many cities into tourist hubs, 
intensifying gentrifi cation and the displacement of their residents (Moskowitz 
2017). Third, a comprehensive evaluation of city-specifi c forms, exemplifi ed 
in Figure 8.3, necessitates contextual assessments within their respective geo-
graphical contexts (Balsa-Barreiro et al. 2022). Hence, certain urban designs 
and policies may be suitable for specifi c cities but not universally applicable 
across all.

The growing accessibility of building-level and  individual-level data has 
amplifi ed research exploring the intricate correlation between urban form and 
social behavior. To grasp this relationship comprehensively, we conducted an 
extensive literature review centered on key social aspects infl uenced by city 
confi gurations. Our review comprises seven primary subsections: human co-
operation and altruism, human mobility, social interactions, social integration, 
quality of life and livability, health, and crime and safety perception.

Human Cooperation and Altruism

The urban environment infl uences (negatively) individuals’ tendencies toward 
 prosocial behavior and helpfulness. Various studies indicate that residents in 
urban settings exhibit lower inclinations to engage in activities such as respond-
ing to postal surveys (Couper and Groves 1996), assisting a distressed stranger 
(Levine et al. 1976), rectifying accidental overpayments in stores (Korte and 
Kerr 1975), or contributing to charitable causes (Chen and Mace 2019).

Korte and Ayvalioglu (1981) conducted a Turkish fi eld study to compare 
urban settings’ impact on individuals’ willingness to help. They assessed four 
indicators: giving change, cooperating in an interview, responding to an acci-
dent, and reacting to a lost postcard. Their fi ndings revealed lower helpfulness 
among urban residents compared with those living in small towns. Moreover, 
they noted behavioral variations among urban dwellers based on specifi c ur-
ban districts. In a recent U.K. study, Zwirner and Raihani (2020) conducted a 
similar experiment across 37 neighborhoods in 12 cities (200,000 to 1,000,000 
residents) and 12 towns (fewer than 20,000 residents). Analyzing actions 
like posting a lost letter or assisting pedestrians, their results diverged from 
Korte and Ayvalioglu’s study and showed no link between urban residency 
and willingness to help strangers. Their fi ndings highlighted, however, that the 
neighborhood’s deprivation level was a signifi cant factor infl uencing helping 
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New York, US Rio de Janeiro, Brazil Tokyo, Japan
Figure 8.3 Confi gurations of street network and urban typologies in densely populated 
cities on diff erent continents. Each fi gure represents a specifi c layout in each particular 
city, all standardized to the same scale. Aerial imagery collected from Google Earth (2022).
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behavior. This underscores that prosocial tendencies depend more on the in-
come factors than population size.

The ambiguity in the outcomes of the aforementioned studies was already 
evidenced more than four decades ago by Amato (1983), who scrutinized nu-
merous studies examining  urban–rural diff erences in helping  behavior. In his 
assessment of six helping measures across 55 cities and towns stratifi ed by 
population size and geographical isolation, he found a negative correlation be-
tween population size and helping behavior in four of the measures examined, 
with many studies exhibiting contradictory results.

Human Mobility

The surge of  big data over the last decade has enhanced our comprehension of 
 human mobility at a profound level of detail. Some prominent studies (e.g., Lu 
et al. 2013; Song et al. 2008) exemplify the high predictability and consistency 
observed in our mobility patterns, notably accentuated within urban settings. 
This illustrates how our commuting and leisure patterns can be remarkably 
similar, contingent upon our  socioeconomic and demographic conditions. An 
alternative perspective, albeit yielding closely aligned outcomes, emerges from 
transportation studies. Ambuhl et al. (2021) conducted an extensive analysis of 
traffi  c behaviors across various cities spanning a year, utilizing data collected 
from loop detectors placed at diverse points within the urban network. Their 
fi ndings revealed a remarkable consistency in the aggregated patterns exhib-
ited by the majority of cities over time.

The urban form infl uences our mobility patterns. Leck (2006) illustrated 
how land use mixing in built environments strongly predicts our travel be-
havior. In general, city models characterized by extensive  urban sprawl lead 
to widespread mobility challenges (Batty et al. 2003), resulting in larger com-
muting distances and exacerbated  traffi  c congestion (Travisi et al. 2010). 
Prolonged congestion times not only increase commuting durations but also 
pose a potential surge in road fatalities (Yeo et al. 2015). In 2022, one-way 
commuting time in the top 50 U.S. metropolitan areas averaged 28 minutes, 
refl ecting a 20% increase from 2019 (Candiloro 2023), mainly due to the resur-
gence of urban sprawl driven by  COVID-19 (Peiser and Hugel 2022).

Advocates of compact city models emphasize their advantages in foster-
ing shorter commutes and encouraging preferences for active transportation 
(Mouratidis et al. 2019). The opposite scenario may, however, occur, leading to 
higher traffi  c density and consequent congestion in urban centers (ADB 2019). 
Consequently, the debate regarding urban sprawl versus traffi  c externalities 
remains ambiguous (Wang 2023).

Confronting this, numerous cities are adopting comprehensive policies 
aimed at discouraging the use of private vehicles, limiting road capacities, 
and promoting alternative transportation modes. Many European cities, for in-
stance, are implementing urban designs based on shared spaces that encourage 

Downloaded from http://direct.mit.edu/books/book-pdf/2458065/book_9780262378840.pdf by guest on 26 September 2024



 How Cities Infl uence Social Behavior 151

drivers to adopt more pedestrian-friendly behavior. The effi  cacy of this strat-
egy is, however, a subject of debate, particularly concerning its capacity to 
establish secure mobility models (Methorst et al. 2007). The impact of these 
policies evidence that individuals residing in urban areas drive signifi cantly 
less frequently compared with residents in other regions. In cities like Tokyo, 
the average car ownership value stands at merely 0.32 cars per household, 
which is three times lower than the national average (Japan) of 1.06 cars per 
household (Knowles 2023).

From an intraurban perspective, Wang and Debbage (2021) underscored 
the substantial infl uence of urban form on traffi  c congestion. Their research 
indicated that cities characterized by intensifi ed urban land use or with mul-
tiple centers (polycentric confi gurations) are more susceptible to  traffi  c con-
gestion. Examining the impact of the size of a city block on urban mobility, 
Zhang and Menendez (2020) revealed that opening superblocks to certain 
traffi  c fl ows notably improved traffi  c conditions. Loder et al. (2019) dem-
onstrated how congestion hinges on urban network topology, observing that 
certain indicators (e.g., network density and the number of road intersections) 
contribute to congestion by amplifying confl ict zones. Likewise, Choi and 
Ewing (2021) explored additional topological indicators in the Wasatch Front 
metropolitan area in Utah, United States. Their fi ndings indicated that urban 
networks with higher density and connectivity typically experience lower 
levels of traffi  c congestion.

The uncertainty in assessing the impact of specifi c topological indicators on 
urban traffi  c congestion may be attributed to factors related to the location of 
each city and substantial variations in the spatial orientation of urban networks 
across the globe (Boeing 2019). Nevertheless, despite some ambiguity and 
confl icting results, the paradox lies in the feedback loop between these factors, 
where traffi  c congestion can induce  urban sprawl, leading cities to become 
more extensive and less densely populated (Legey et al. 1973). Once again, 
this raises the question of whether this urban model represents the problem or 
the solution.

Social Interactions

City structure infl uences resident interactions. Public spaces, such as streets, 
squares, and parks, play a pivotal role in fostering social integration and com-
munal life. Talen (1999) refers to the concept of “sense” that pertains to the 
capacity of built environments to foster a feeling of community belonging 
among urban residents. Many cities emphasize the need to expand public 
spaces (Mahmoud et al. 2013), considering aspects like spatial distribution 
and fragmentation as relevant metrics. The type and frequency of social re-
lationships within public spaces depend on a wide range of factors including 
urban design, pollution levels, and collective safety, among others. In a study 
conducted in San Francisco, Appleyard et al. (1981) investigated the infl uence 
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of urban design and traffi  c on residents. His analysis of three streets with dif-
ferent traffi  c levels revealed that dwellers in  high-traffi  c areas had fewer social 
connections and a diminished sense of community compared with those in 
low-traffi  c zones.

Cities off er signifi cant advantages by facilitating social interactions among 
diverse individuals, leading to competitive benefi ts in terms of innovation 
(Pentland 2014). In the physical realm, Schläpfer et al. (2014) demonstrated a 
close relationship between the total number of contacts, communication activ-
ity, and population size according to well-defi ned scaling relations. Sato and 
Zenou (2015) analyzed interaction types and revealed that while individuals 
in densely populated regions interact with more people, these interactions are 
more random due to weaker social ties compared with residents in rural re-
gions. Examining factors like distance and  population density, Büchel and von 
Ehrlich (2020) discovered a positive correlation between cell phone usage and 
population, especially in close proximity, suggesting a complementary rela-
tionship between face-to-face and mobile interactions. Their fi ndings validate 
the operation of  economies of scale facilitated by cell phones. Moreover, Dong 
et al. (2017a) investigated how urban dwellers’ social interactions infl uence 
their purchasing behavior: individuals working in nearby locations, despite 
living in diff erent communities, often act as “ social bridges” between their 
communities, leading to similar purchase behaviors within those communities.

Social Integration

Some studies have focused on the social integration of individuals and commu-
nities within urban areas. In the United States, Baum-Snow (2007) conducted 
a study investigating the impact of the interstate highway system, authorized 
in the Federal-Aid Highway Act of 1956, on some major metropolises. The 
construction of high-capacity roads to new suburban areas through existing 
Afro-American communities contributed to the decline and spatial isolation of 
these communities within cities as a result of redlining policies.1 At the same 
time, it facilitated the  migration of White middle-class populations to suburban 
areas. Dmowska and Stepinksi (2018, 2019) evaluated the long-term conse-
quences of these policies by analyzing the spatial patterns of residential ra-
cial segregation in 41 American cities from 1990 to 2010. Interestingly, urban 
segregation extends beyond physical spaces. Morales et al. (2019) analyzed 
interactions on Twitter/X among urban residents across diverse European and 
American cities. Their fi ndings demonstrated that the physical segregation of 

1 Redlining is a discriminatory practice of withholding services, particularly fi nancial, in neigh-
borhoods labeled “risky” due to high minority and low-income populations. This practice be-
gan in the United States with housing programs from the 1930s New Deal and initially targeted 
areas where Black residents lived.
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some communities extended into the virtual space, visible through their online 
interactions and the diverse topics discussed.

Koramaz (2014) also investigated spatial aspects of urban segregation in 
Istanbul. She observed that social groups with lower levels of structural in-
tegration, particularly in the job market and education system, tend to reside 
in informally developed residential areas with poor environmental quality. 
Conversely, groups with higher levels of structural integration live in formally 
developed areas with optimal public services and environmental conditions. 
Beyond residential segregation, Legeby (2010) confi rmed that the structure 
and layout of public spaces in Swedish cities also play a role. Bakker et al. 
(2019) analyzed large volumes of cell phone data to examine the social integra-
tion of Syrian refugees in Turkey. They found that refugees in Istanbul lived 
in more integrated neighborhoods compared with those living in less popu-
lated regions. Moreover, regions like southeastern Anatolia showed a higher 
positive correlation between refugee employment and their interaction with 
locals, indicating a potential relationship between job opportunities and social 
integration.

Quality of Life and Livability

 Quality of life represents a dimension that can be  complex to estimate as it 
depends on various factors. Dubois and Ludwinek (2014) compared quality of 
life in both urban and rural Europe by examining a spectrum of factors, encom-
passing subjective elements like life satisfaction and more objective metrics 
such as living conditions, material deprivation,  trust in institutions, and so-
cial exclusion. Their research highlighted signifi cant disparities in the percep-
tion of various indicators based on the place of residence. Residents in urban 
areas within some of Europe’s wealthiest countries (e.g., France, the United 
Kingdom, or Germany) showed  higher rates of social exclusion and dissatis-
faction with their living conditions and accommodation compared with their 
rural counterparts. Conversely, in other Northern and Eastern European coun-
tries (e.g., Denmark, Finland, and Romania), opposite fi ndings were observed.

A signifi cant dimension in quality of life pertains to individual perceptions 
of happiness. Burger et al. (2020) discovered that, on average, urban popula-
tions tend to be happier than rural ones. They attributed this perception to fac-
tors such as higher living standards, higher access to diverse activities and ser-
vices, and better economic prospects, particularly for individuals with higher 
 educational attainment. Similarly, Leyden et al. (2011) highlighted that key 
factors contributing to this perception include physical accessibility, aff ord-
ability, and a wider array of cultural and recreational amenities.

The correlation between urban form and quality of life has been a sub-
ject of examination in various recent studies. Residents in suburban areas of 
sprawling cities experience longer commuting times and often display lower 
subjective well-being (Clark et al. 2020; Stutzer and Frey 2008). Sapena et 
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al. (2021) conducted an analysis of the spatial structures of 31 cities in North 
Rhine-Westphalia, Germany, revealing a signifi cant correlation between the 
spatial structure (e.g., compactness, spatial distribution, and fragmentation of 
built areas) and  quality of life indicators. Venerandi et al. (2018) found that 
the most deprived neighborhoods in the six major UK conurbations commonly 
exhibited higher  population densities, larger areas of undeveloped land, an in-
creased prevalence of dead-end roads, and more uniform street patterns. This 
observation aligns with a recent report from the Economist Intelligence Unit 
(EIU 2022) that ranked the most livable cities globally, where notably, none 
of these cities showcased a highly regular urban network. Mumford (1961) 
off ered a compelling perspective, suggesting that American gridiron plans, 
designed for effi  cient car traffi  c, lacked diff erentiation between main arteries 
and residential streets. This oversight potentially prioritizes car  traffi  c over sus-
tainable transportation modes, potentially impeding social interactions among 
urban residents.

Health

According to the U.S. County Health Rankings, rural residents are more 
likely to have higher rates of obesity, sedentary behavior, and smoking hab-
its, along with higher risks of various health issues such as diabetes, heart 
attacks, and high blood pressure (University of Wisconsin Population Health 
Institute 2022). Conversely, urban dwellers face greater exposure to air pol-
lution, exhibit higher rates of sexually transmitted diseases, and are more 
prone to excessive alcohol consumption. Additional studies indicate higher 
likelihoods among urban dwellers to experience mental illnesses and depres-
sion (Fauzie 2015).

Eff ective urban design can aff ect the physical and psychological health of 
urban residents (Mehta 2014), especially benefi ting active older adults. The 
presence of green spaces in cities correlates with lower morbidity by pro-
moting  physical activity, aiding psychological relaxation, and stress reduc-
tion (Braubach et al. 2017). The integration of more green spaces into urban 
streetscapes has been associated with better  mental  health and higher  social 
cohesion among city residents (de Vries et al. 2013). Moreover, the structure of 
tree canopies contributes to mitigating traffi  c pollution,  noise, and heat-related 
stress (Fisher et al. 2022; McDonald et al. 2020).

Urban form infl uences residents’ health, though with some ambiguity. 
Compact cities may initially appear dense, potentially leading to traffi  c con-
gestion and higher pollution levels. Many authors argue, however, that this 
model enhances effi  ciency concentrating and mixing land uses, fostering eco-
nomic diversity, reducing  work–home commutes, and encouraging sustainable 
transportation modes like public transit, cycling, and walking. This approach 
diminishes car usage and pollution levels substantially (Mansfi eld et al. 2015).
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Crime and Safety Perception

Studies like Parkinson et al. (2006) commonly uphold the belief that crime 
rates tend to be higher in cities, predominantly concentrated in the most de-
prived neighborhoods. Labbrook (1988) conducted a study in Japan, suggest-
ing that higher urban crime rates may be attributed to various demographic 
factors. These factors encompass quantitative aspects, such as higher  popula-
tion densities and growth rates, as well as qualitative factors, such as younger 
populations and higher  immigration. Interestingly, although crime rates are 
generally higher in cities, they do not necessarily escalate in direct correlation 
with city size (Oliveira et al. 2017).

Understanding criminal patterns relies on urban design factors. Kimpton 
et al. (2016) showcased a negative correlation between crime rates and green 
spaces. Their study highlighted that the existence of green spaces, at both mi-
cro and macro levels, is linked to lower crime rates. This trend is observable on 
a global scale, even in areas known for high crime rates, such as South Africa. 
Venter et al. (2022) observed that for every 1% rise in overall green space 
within urban settings, there was a corresponding decrease of 1.2% in the rate 
of violent crime.

Various studies have juxtaposed real crime rates with perceptions of safety, 
investigating the impact of built environments. For example, Zhang et al. 
(2021) scrutinized streets in Houston by comparing offi  cially reported crime 
rates to safety perceptions via  Google  Street View imagery. Their results re-
vealed intriguing paradoxes: places with elevated daytime activity seemed 
safer than perceived, whereas those with increased nighttime activity were 
perceived as more hazardous.

Mapping Context

Throughout this chapter, we have explored the intricate relationship between 
urban form and social behavior by synthesizing insights from various pa-
pers covering diverse social behavior topics. Some studies base conclusions 
on limited datasets or confi ned areas, whereas others speculate on the impact 
that urban forms have on social behavior. Notably, most emphasis focused on 
examining how  urban morphology infl uences social behavior, thus revealing 
a  research gap in investigating the reciprocal relationship and prompting the 
need for further exploration in future studies.

The proliferation of  big data has ushered in a wealth of building-level and 
individual-level information, providing a robust framework for understanding 
the bidirectional relationship between urban form and social behavior (Balsa-
Barreiro et al. 2018).  Individual-level data facilitate the reconstruction of mo-
bility patterns, purchase behavior, and social interactions in both  physical and 
virtual spaces, gathered at high frequencies across extensive populations. To 
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derive meaningful insights into human behavior, managing aggregated data 
becomes crucial, ensuring the  confi dentiality and  privacy of information 
(Carballada and Balsa-Barreiro 2021; Hardjono et al. 2019). Concurrently, the 
extraction of building-level data off ers a spectrum of variables and indicators 
pertinent to urban forms. Table 8.2 outlines various data sources and technolo-
gies utilized for data collection at both individual and building levels.

Conclusions

Cities are expanding rapidly and evolving into the predominant dwelling for 
the global populace.  Future projections underscore a heightened inclination 
toward urban lifestyles in the forthcoming decades. As we confront substan-
tial global challenges, cities will bear a considerable impact, underscoring the 
critical necessity to delve deeper into the underlying factors infl uencing urban 

Table 8.2 Sources and information  technologies for data collection related to social 
behavior at the individual level (I-L) and urban forms at the building level (B-L). P: 
physical space; V:  virtual space.

Level Data Source Information Data Description Scope

I-L Mobile phones Call detail records
Apps (profi le, type)

Social/communication/mobil-
ity patterns
Social/purchase behavior

P/V
P/V

Social networks Interactions Social patterns P/V
Personal 
wearables

Various Social/health patterns P/V

 Crowdsourcing Volunteer data Social/communication/mobil-
ity patterns

P/V

Banking Credit card 
transactions

Purchase behavior P

Mobility services  GPS traces Social/mobility patterns P
Surveys Experimental Social/communication/mobil-

ity patterns
P

B-L Aerial imagery Imagery Urban form/greenery P
 Remote sensing 
imagery

Imagery Urban form/greenery P

Laser scanner Point cloud Urban form/digital elevation 
models

P

Cadastral plans Thematic data Urban form/building heights P
Offi  cial reports Thematic data Urban form/household data P
Census  Socioeconomic data Household data P
Historical maps Thematic data Urban form P
Photogrammetry Imagery/point cloud Urban form/digital elevation 

models
P
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functionality and their interconnectedness with human behavior. Nonetheless, 
the intricate nature of cities, entangled within a web of multifaceted elements, 
leaves numerous inquiries and uncertainties unaddressed.

This chapter explored the intricate dynamics between  urban morphology 
and social behavior. To achieve this, we analyzed pivotal aspects of both fi elds 
and conducted an in-depth literature review focusing on social aspects infl u-
enced by city confi gurations. Our exploration spanned human  cooperation and 
altruism, human mobility, social interactions, social integration, quality of life 
and livability, health, and crime and safety perception.

The primary goal was to establish a comprehensive framework that facili-
tates a holistic understanding of the reciprocal relationship between urban form 
and social behavior. This study caters to a broad spectrum of interests across 
multiple disciplines, from urban planning to social sciences. The implications 
of our fi ndings hold substantial signifi cance for experts and policy makers, 
off ering insights crucial for the development of future cities that prioritize sus-
tainability and effi  ciency.
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Leveraging Video Footage 
for Ethological Observation 

of Human Behavior
Virginia Pallante, Lasse Suonperä Liebst,  Peter  Ejbye-Ernst, 

Camilla Bank Friis, and Marie Rosenkrantz Lindegaard

Abstract

Originating in biology, the ethological approach to studying human behavior has in-
creasingly spread across various disciplines, including the social sciences. In addition 
to off ering biologically proximate and evolutionary explanations, ethology provides a 
methodological framework for systematically observing and analyzing human behavior 
in natural face-to-face settings. This chapter discusses the relevance of using the etho-
logical approach for the study of human behavior, particularly by leveraging video re-
cordings of public behavior for ethological observation. This prospect is demonstrated 
through an outline of recent video-observational research on  violent and  bystander help-
ing behaviors. Further avenues are discussed to advance  video-based human ethology.

A Video-Based Human Ethology

The use of digital data has the potential to reshape how social science is fun-
damentally conducted, as the  digital footprint left on digital and  social media 
platforms provides unique insight into  human behavior (Blok and Pedersen 
2014; Zhang et al. 2020). Digital data takes many forms and shapes. In this 
chapter, we argue that the use of visual digital data, especially video recordings 
of behavior in public places, off ers a unique but as yet underutilized potential 
to examine human behavior. While people’s online presence and digital foot-
print bear witness to many aspects of human social life, a great deal of human 
behavior remains nondigital in nature and leaves none or only a shallow digital 
footprint and may thus be better observed in situ (Molotch and Boden 1993). 
Here, video data off ers great potential as it opens a window into the nondigital 
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social world, where people behave bodily, are co-present, and often interact 
face to face (Nassauer and Legewie 2022).

By capturing our daily routines and rare encounters, public cameras provide 
a versatile tool for conducting detailed and unobtrusive fi eld observational re-
search on human behavior. Within social science, however, systematic natural-
istic observation—whether video-based or conducted on-site—has been sur-
prisingly underutilized compared to  self-reports in qualitative interviews and 
surveys (Reiss Jr 1992). This indirect approach to studying human behavior 
allows understanding of people’s motivations for their actions, but it provides 
only a coarse-grained picture of how people actually behave. As such, for de-
cades there has been a call for wider use of naturalistic observation techniques 
within the social sciences (Baumeister et al. 2007). Refl ecting this, Erving 
Goff man (1971), an extremely infl uential and early pioneer of the study of 
interpersonal behavior, suggested that the subfi eld of micro-sociology should 
be practiced as “ interaction ethology,” a kind of human ethology with a par-
ticular focus on the interactional aspect of social behavior. His realization was 
that ethologists had developed the most detailed methodological skill set and 
procedures for systematically observing human interaction in situ, and that this 
should be taken as a methodological model for how micro-sociology should 
be conducted. Recently, Goff man’s vision has begun to show its methodologi-
cal potential in the social sciences. While Goff man needed to rely on on-site 
observations of human behavior decades ago, high-quality video recordings 
(captured, e.g., by surveillance cameras and smartphones) are now available to 
scholars (Gerrard and Thompson 2011). When such video data is utilized for 
ethological observation, it opens groundbreaking possibilities for the study of 
human behavior (Nassauer and Legewie 2022; Philpot et al. 2019).

First, the sampling of human behavior through video recordings may dra-
matically increase the sample size of rare events, which an on-site  observer 
may never (e.g., terrorist attacks) or only rarely witness (e.g., street fi ghts) 
(Lindegaard 2022). Second, observation and quantifi cation of human behavior 
through video recordings have higher  reliability and precision than on-site ob-
servations. This is because the event and subsequent behavior can (and often 
needs to) be observed many times, in slow motion, to cross-validate records 
between observers. As such, evidence suggests that the dynamic or interac-
tional part of social encounters cannot be reliably captured with on-site obser-
vations (Morrison et al. 2016). For example, while ethnographic participant 
observation has excellent ecological validity, its reliability in capturing micro-
interactional details is low.

Finally, video recordings are a highly unobtrusive data source. In many 
countries, recording devices, such as surveillance systems installed by po-
lice and municipalities in public settings, are an accepted part of the natural 
environment. What the videos reveal, therefore, is people’s unstructured be-
havior, unaff ected by the observer. The unobtrusiveness of video data further 
has the benefi t that even dangerous human behavior may be observed without 
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exposing the observer to direct threat, as could happen in on-site observations 
(Lindegaard et al. 2020).

In sum, there is little doubt that if Goff man had lived to experience the 
digital era, he would have embraced video data, just as several of his students 
did (e.g., Collins 2008). This current chapter follows in Goff man’s footsteps 
and highlights the value of a video-based human ethology to study face-to-
face interaction. With this ambition, it must be acknowledged that other at-
tempts have been made to develop video-based approaches for the micro-soci-
ological study of social interaction, such as the Video Data Analysis approach 
(Nassauer and Legewie 2018). This latter approach does not, however, take its 
point of departure in ethology and therefore has no separate interest in biologi-
cal considerations of proximate and evolutionary explanations or  cross-species 
comparisons. In addition, the current approach puts a stronger emphasis on  in-
tercoder  reliability tests and has an explicit ambition to test the  generalizability 
of behavioral hypotheses and, as such, in quantitative and large-N applications.

The exciting prospect of video-based human ethology is that many of the as-
sumptions regarding human interpersonal behavior embedded within the social 
sciences can be checked against systematic observational evidence (Mortensen 
and Cialdini 2010). Often, such reality testing is not a priority within the social 
sciences, refl ecting a weak interest in replicable testing (Makel and Plucker 
2014) and the fact that the available methods off er low reliability and valid-
ity for examining human behavior. This has put the social sciences in a puz-
zling position where, as sociologist John Levi Martin (2017:118) summarizes, 
“probably more is known about interactions between chimpanzees than inter-
actions between humans.” We believe that a video-based human ethology is 
one way to address these issues.

Video Observation as a Method

Video-based human ethology can be applied to the study of various human be-
haviors, and here we will focus on one area where its methodological value has 
been clearly demonstrated: the study of interpersonal violence. Traditionally, 
this fi eld of study relied almost exclusively on  self-reported data and labo-
ratory experiments—despite the limitations of these methods for examining 
violent behavior (for a review, see Philpot et al. 2019): Self-reports of violence 
and other crimes are subject to social desirability and recollection bias, likely 
exacerbated by the distress of these events. Laboratory experiments are limited 
by the practical and ethical circumstances that actual violence cannot be real-
istically simulated.

The growing availability of video data off ers a way to overcome this meth-
odological impasse in studying actual, unstructured violence. In analyzing 
these data, we largely follow a procedure developed and applied within hu-
man ethology (Eibl-Eibesfeldt 1989; Jones et al. 2018). This involves a strong 
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emphasis on inductive observation of the behavior under study to inform the 
construction of an ethogram or behavioral inventory with detailed behavioral 
defi nitions. In ethology, ethograms are taken as the point of departure to study 
the behavioral repertoire of a species (Lehner 1998). The development of an 
ethogram is the product of nonsystematic ad libitum observations to select 
which behaviors to include, particularly those that are more discernible, delim-
ited, and repeated over time (Altmann 1974). These behaviors can range from 
social interactions to individual activities, postures, or movements. This phase 
includes testing and revising the  inter-reliability of the ethogram by compar-
ing the ratings of two or  more independent  observers. Once high agreement 
is reached, the ethograms are applied systematically to observe and code the 
behavior of interest.

Ethograms are often refi ned and validated in subsequent studies; the aim is 
to develop a standardized ethogram of a given category of behavior. To illus-
trate, consider bystander behavior at violent public events. Initially developed 
by Levine et al. (2011), the  ethogram of  bystander behavior has been applied 
and validated in a number of studies (Ejbye-Ernst 2022; Liebst et al. 2019; 
Philpot et al. 2020). The resulting standardized ethogram includes bystander 
behaviors such as “pacifying gesturing,” “calming touches,” “blocking con-
tact,” “holding, pushing, or pulling an aggressor away from the confl ict,” and 
“consoling a victim of aggression.” An example of an ethogram for nonvio-
lence includes face-touching behaviors (Liebst et al. 2022) and was developed 
during the  COVID-19 pandemic to examine the potentially adverse (self-in-
oculation) eff ects of mask-wearing. This ethogram describes fi ne-grained dis-
tinctions between whether a person touched a mucosa area (e.g., the T-zone of 
eyes, nose, and mouth), which is the main entry point for viral infection.

Although video records allow for the application of the ethological method 
to humans, the recorded social contexts can diff er compared to animal studies. 
Ethological research frequently focuses on closed animal communities, where 
repeated interactions among the same individuals are possible, and where kin 
and social relationships are known or can be determined through repeated ob-
servations of the same subjects. By contrast, public security cameras record 
public spaces where people are present for only a limited amount of time, 
and typically no repeated observations of the same person are possible. Even 
though video records may thus fail to document some of the dynamics that oc-
cur between affi  liated individuals during recurrent interactions, they provide a 
realistic insight into what is at the core of urbanized human ecology: a social 
structure organized between interacting strangers (Christakis 2019).

Bystander Helping in the Wild

In our  violence research, we have specifi cally utilized video observation to 
examine the role of bystanders in violent incidents. For decades, the leading 

Downloaded from http://direct.mit.edu/books/book-pdf/2458065/book_9780262378840.pdf by guest on 26 September 2024



 Using Video for Ethological Observation of Human Behavior 165

theory of bystander behavior within the social sciences has been the so-called 
“bystander eff ect” hypothesis (Darley and Latane 1968). This theory posits 
that people lose their moral compass when present in crowds, and thus re-
main passive and apathetic when witnessing someone in need of help. In other 
words, in crowds, the responsibility for taking action is diluted among those 
present, which, in turn, inhibits the helping likelihood. The bystander eff ect 
hypothesis was initially developed to explain the case of Kitty Genovese, who 
was raped and murdered in public in New York in 1964, while 38 bystanders 
allegedly remained passive. To study bystander passivity, fi eld experiments 
were conducted: researchers staged emergencies in public places and then 
documented how the likelihood of intervention decreased when co-present 
with additional bystanders.

Despite being initiated by real-life violent events, research soon became un-
coupled from the reality it set out to explain, due to the experimental approach 
used. The staged emergencies were often very trivial in nature (e.g., people 
dropping coins in an elevator), thus questioning the  generalizability of these 
results to actual violent events, such as the Kitty Genovese case. Stressing this 
concern, a meta-analysis showed that the bystander eff ect was attenuated in 
experiments that simulated emergencies with some level of danger, albeit none 
simulating direct violence (Fischer et al. 2011). For the most dangerous situ-
ations included, the analysis indicated that additional bystanders off ered wel-
come support, making the intervention more—not less—likely. The problem 
remained, however, that no meta-analysis is better than the studies included. 
Without analyzing any violent studies, it could not provide ecologically valid 
insights into how bystanders act in actual violent events.

The fi eld of bystander studies encapsulates the concern of Tinbergen 
(1963:411) that researchers “skipped the preliminary descriptive stage that 
other natural sciences had gone through, and so was soon losing touch with 
the natural phenomena.” A reality check is needed, based on detailed natural-
istic observations of real-life bystander behavior (Lindegaard 2022). The fi rst 
video-based study of this kind was conducted by Levine et al. (2011) who, 
in direct contradiction to the bystander eff ect narrative, showed that bystand-
ers play an active and eff ective role in regulating violent events. Building on 
this insight, Philpot et al. (2020) conducted a video-based study to investi-
gate whether bystanders intervened in 219 street violence assaults captured on 
video in the Netherlands, the United Kingdom, and South Africa. They found 
that in nine out of ten situations, at least one, and typically four, bystanders did 
something to help the victim (Philpot et al. 2020). Furthermore, it was found 
that the likelihood of victims receiving help increased with the number of by-
standers present. In other words, intervention is the norm, and there is safety 
in numbers. This is the reality of real-life bystander behavior outside the arti-
fi ciality of the experimental setting. Characteristically, this was also the case 
in the Kitty Genovese case: historical analysis has documented that bystanders 
actually tried to intervene, although unsuccessfully (Manning et al. 2007).

Downloaded from http://direct.mit.edu/books/book-pdf/2458065/book_9780262378840.pdf by guest on 26 September 2024



166 V. Pallante et al. 

These insights represent only the beginning of an ecologically valid and 
detailed understanding of bystander behavior. With the use of video-based 
ethological methods, a range of additional insights into bystander behavior has 
been revealed:

1. Regarding the causes of individual bystander intervention, the video 
data off er mixed results concerning the number of bystanders pres-
ent, in contrast to the uniformly robust result that social relationship 
ties between bystanders and confl ict victims dramatically increase the 
likelihood of individual intervention. Friends help friends (Liebst et 
al. 2019; Lindegaard et al. 2017). This conclusion is consistent with 
social psychological and evolutionary theory, which stresses that indi-
viduals have stronger empathic feelings toward in-group members with 
whom they have interdependent social ties (de Waal and Preston 2017; 
Stürmer et al. 2006).

2. Further, the level of violent danger is a very infl uential predictor of 
intervention. This suggests that people act when it really matters, es-
pecially when events become explicitly aggressive and dangerous 
(Lindegaard et al. 2021).

3. Bystander intervention is not a single act, as often portrayed in experi-
mental settings. Instead, it is an intervention trajectory involving vari-
ous actions that follow a specifi c behavioral pattern. Bystanders who 
intervene tune into the aggression level of the confl ict, and stopping 
the fi ght requires consistent insistence and preparedness to scale up the 
intervention intensity (Ejbye-Ernst et al. 2021).

4. Relatedly, bystander intervention is not merely performed by an in-
dividual but is typically carried out in collaboration with others. This 
is because the violent confl ict may require the actions of several indi-
viduals acting in concert to be stopped (Bloch et al. 2018; Levine et al. 
2011; Weenink et al. 2022).

5. Bystander interventions may take place during all phases of the con-
fl ict, including in its aftermath where bystanders may provide conso-
lation to victims of aggression (Bloch et al. 2018; Lindegaard et al. 
2017). This behavior is similar to what has been documented among 
human children (Verbeek 2008) and nonhuman primates (de Waal and 
van Roosmalen 1979).

6. Given the high bystander intervention rate, there might be a concern 
that intervening bystanders may be victimized themselves when help-
ing others. In general, however, the likelihood of bystander victimiza-
tion is low (around 5%), and if victimization occurs, it is often rela-
tively non-severe (Liebst et al. 2020).

7. Bystander intervention is actually eff ective in terminating violence, es-
pecially when performed as forceful interventions rather than as mere 
expressions of disapproval (Ejbye-Ernst 2022).
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Prospects and Challenges

Video-based human ethology holds great promise, but the journey ahead is 
replete with a plethora of possibilities and unaddressed issues. Numerous ques-
tions emerge from the fact that although humans are a great ape and should 
be studied as such (Turner and Maryanski 2018), we are also diff erent—not 
in kind but in degree (Darwin 1871)—from other animals and primates. This 
diff erence has important methodological and theoretical implications. Homo 
sapiens, like every other species, has unique characteristics that must be con-
sidered. Critical specifi cities for humans include evolved cognitive skills, 
which enable advanced capacities for collaboration, symbolic communication, 
and cultural learning (Tomasello and Herrmann 2010; cf. Bard et al. 2021). 
Specialized methods and theories have been developed to grasp these human 
social qualities, which cannot be fully captured through ethological observa-
tion of nonverbal behavioral displays (Geertz 1973).

The limitations of human ethological observation may be further magni-
fi ed by the technology of public security cameras, which typically do not cap-
ture sound and thus do not permit content analysis of verbal communication. 
Considering that ethology is the study of behavior, and that humans often use 
speech when they interact (Austin 1975), video data is not optimal for examin-
ing verbal human behavior. With respect to the study of violence, this is crucial 
because during the initial phase of confl icts or in low-intensity disputes, verbal 
exchanges often unfold prior to the use of physical force (Friis et al. 2020). 
Thus, the inherently dispute-related nature of many violent crimes, involving 
mutual verbal insults and retaliations (Felson 1982), cannot be fully grasped 
with public security cameras.

One way to overcome this limitation is to analyze how verbal behavior 
is often expressed in conjunction with nonverbal cues (Eibl-Eibesfeldt 1989) 
and to use this to make some rough inferences from observations of nonverbal 
behavior to their verbal counterparts. Alternatively, scholars are using video 
data recorded by devices that capture sound, such as mobile phones and body 
cameras (Friis et al. 2020; Sytsma et al. 2021). Finally, the lack of sound may 
be compensated for by  triangulating with other verbal data sources (e.g., inter-
view data in combination with video-observational data). This could provide 
insights into the cultural, motivational, and meaningful content of social life, 
which aids in understanding why people do what they do (Friis 2022; Small 
and Cook 2021).

Furthermore, video data combined with additional information on the loca-
tions of public security cameras may off er a fruitful basis for explaining the 
behavioral data captured on camera. For instance,  Sampson and Raudenbush 
(2004) combined systematic observations with census data, police records, 
and surveys to examine whether racial stigma, the economic context, and the 
actual observation of social disorder shape how people perceive social disor-
der. Similarly, in the analysis of criminal events, participant observation and 

Downloaded from http://direct.mit.edu/books/book-pdf/2458065/book_9780262378840.pdf by guest on 26 September 2024



168 V. Pallante et al. 

interviews with people in specifi c locations may help to contextualize and 
explain observed interactions. These data sources provide information on the 
characteristics of the neighborhood as well as the people living in the area, 
including the subjective motivations that underpin the observed behaviors 
(Lindegaard and Bernasco 2018).

When adopting ethological insights to study human behavior, it is neces-
sary to consider the extent to which its methodological aspects are distinct 
from its theoretical aspects. For Goff man, inspiration from ethology should 
be methodological, not theoretical. In his view, the ethological application of 
a “Darwinian frame” leads to “very unsophisticated statements,” but “if we 
politely disattend this feature of ethology, its value for us as a model stands 
clear.” (Goff man 1971:xvii). While Goff man seems to be referring to a reduc-
tionist evolutionary perspective that was prevalent at the time, contemporary 
ethology and evolutionary theories today are interested in questions central to 
sociological reasoning (Meloni 2014): prosociality, empathy, and how social 
relationships create group structures and infl uence confl ict management strate-
gies (de Waal 2000; de Waal and Preston 2017). As such, recent micro-sociol-
ogy, inspired by Goff man, is engaging in fruitful dialogues with evolutionary 
and biological schools of thought, which support rather than erode the impor-
tance of sociological mechanisms (Heinskou and Liebst 2016; Lindegaard et 
al. 2017; Turner and Maryanski 2018).

A precondition for this type of  interdisciplinary exchange is  cross-species 
comparisons of behaviors between humans and nonhuman primates (Turner 
and Maryanski 2018), and in this area, we lack human adult ethological data. 
The limited evidence available is biased toward human children (Verbeek 
2008), leading to the constrained conclusion that “other primates are mentally 
like human children” (de Waal 1989:249). Using a video-based human etho-
logical approach, Lindegaard et al. (2017) conducted the fi rst study on hu-
man adult post-confl ict consolation behavior, comparing the observed patterns 
with those of chimpanzees (Lindegaard et al. 2017). We strongly recommend 
that  future research examine other human adult behaviors with a view toward 
cross-species comparisons.

Video-based  interaction ethology off ers a way to compare human behavior 
in diff erent confl ict phases, confl ict types, and cultural contexts. Behavioral 
variations are found in diff erent steps of confl icts—for example, affi  liative 
touching is more frequent in the aftermath than before or during robberies 
(Lindegaard et al. 2017; Philpot et al. 2022)—and intervention behavior is 
more physical at the end of the confl ict than at the beginning (Ejbye-Ernst 
et al. 2021). Further, cultural comparisons allow us to theorize about the 
mechanisms of the observed behavior and may help us understand the extent 
to which human nature is universal (Brown 1991).  Cross-cultural comparisons 
between South Africa, the Netherlands, and the United Kingdom, for instance, 
reveal similar bystander intervention frequencies in street violence events 
(Philpot et al. 2020).
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Bystander intervention in street fi ghts might be, however, confl ict-type 
specifi c and thus not generalizable to other kinds of confl ict (e.g., robberies, 
partner violence, war atrocities). For example, in an analysis of  bystander  in-
tervention during armed robberies in the Netherlands, we found that bystand-
ers only intervened in a minority of robberies (unpublished data), in contrast 
to street violence (Philpot et al. 2020). Further, when bystanders do intervene 
in robberies, the risk of victimization is much higher during armed robberies 
than in street fi ghts (Liebst et al. 2020). Such examples highlight variations 
in bystander behavior across diff erent types of confl ict, potentially related to 
diff erences in confl ict dynamics, cultural settings, and causal mechanisms, and 
underscore the need for further research in this area.

The primary strength of the ethological approach is its focus on detailed and 
naturalistic description (Lorenz 1973) yet integrating this with a focus on ex-
plaining causal mechanisms remains challenging. For Goff man, this was less 
of a concern in his vision of interaction ethology, as he deliberately refrained 
from moving beyond description to test causal hypotheses (Verhoeven 1993). 
Recent Goff man-inspired research using video data, however, argues that such 
a step should and could be taken, given the strength of video observation is 
how it allows one to “study if there is causality at the microlevel” (Nassauer 
and Legewie 2018:163). Considering the studies mentioned above, the issue 
is that most rely on cross-sectional, between-subject (or between-situation) 
designs—a weak approach for testing  causality. One solution could be to em-
ploy fi eld-experimental methods more extensively, as it is commonly done in 
ethology (Cuthill 1991), despite the obvious ethical limitations with respect to 
how violence or danger may be simulated in fi eld experiments.

An alternative to testing causality in aggression and bystander behaviors is 
to match subjects with themselves under diff erent study conditions, a powerful 
method for controlling both observed and unobserved confounders (Dawkins 
2007). Typically, this involves observing the same subjects under diff erent sit-
uations, which is often not feasible with public video data. Recently, however, 
a few studies have shown that subjects can be measured several times within 
unfolding situations, allowing for a fi xed-eff ect panel regression approach that 
is considered a robust approximation to causality (Listl et al. 2016). This was 
done, for example, in the cited video-based study that examined danger levels 
as a predictor of intervention (Lindegaard et al. 2021): By following the same 
individuals throughout the unfolding situation, we established which level of 
danger caused the bystanders to intervene. The success of video-based human 
ethology hinges on how its descriptive and causal-explanatory potentials are 
united. This should be a priority in future work.

While one of the strengths of video-based human ethology is its high eco-
logical  validity and  reliability, a potential weakness is its  generalizability, of-
ten due to working with nonrepresentative samples of low statistical power 
(Taborsky 2010). Manually coding behavior second by second is very labor-
intensive. To increase sample sizes, computer programs could be used for 
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automatic behavior annotation, creating observational datasets much larger 
than would otherwise be possible; this approach may also be considered digital 
ethology (Anderson and Perona 2014). Specifi cally, computer vision scientists 
have worked for decades on training algorithms to detect automatically dif-
ferent kinds of behavior in video clips (Jain et al. 2015). Instead of relying on 
costly and potentially biased human  observers, such as municipal employees 
or law enforcement agents, computer vision tools could identify relevant study 
situations from large pools of video clips. Although using computer vision 
tools to identify confl ict situations might yield numerous false positives, fi lter-
ing out these erroneous clips would still signifi cantly reduce the time required 
for sampling relevant situations compared to human observers. An example 
of integrating computer vision tools in video-based interaction ethology is our 
research project investigating social distancing behavior during the  COVID-19 
pandemic. We were able to measure automatically when people failed to keep 
the recommended distance from each other on the street. Using computer 
vision enabled us to analyze the behavior of over half a million individuals 
across thousands of hours of footage (Bernasco et al. 2022), a task that would 
have been impossible with human coders.

Closing Remarks

While video-based human ethology shows signifi cant potential for future re-
search on human behavior, its primary development has been within the do-
main of interpersonal violence. In our view, many other fi elds could benefi t 
from utilizing video observations. Broadly speaking, the use of this approach 
may be one means to make the social sciences a more high-consensus and 
rapid-discovery science, similar to what has been achieved within the natural 
and medical sciences. Compared to these disciplines, a limitation of the social 
sciences is that they are to a lesser degree propelled forward by innovations 
in research hardware and technologies (Collins 1994). For example, Galileo’s 
brilliance was not only his novel ideas but how he made use of research hard-
ware and technologies: lenses assembled into microscopes and telescopes that 
led to a series of groundbreaking discoveries. The social sciences have em-
braced such research hardware to a lesser extent, but this is likely to change 
with the advent of a more hardware-driven and computational science that 
harnesses the potential of digital data, simulations, and artifi cial intelligence 
(Sallach 2003). For the micro-sociological study of interpersonal behavior, 
video technology is specifi cally suggested to hold potential for scientifi c ad-
vancement, given its possibilty to map the micro-world of human behavior 
(Collins 1994).

While this application remains to be fully embraced within academia, the 
groundbreaking potential of video data has already proven its worth outside 
academia. In a certain sense, living in contemporary society implies being a 
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video-trained human ethologist, given our massive exposure to video-recorded 
content. Video data allow us to see behavioral realities that cannot and should 
not be unseen, whether as scholars or citizens (Goold 2006). Poignant exam-
ples includes the murder of George Floyd in 2020, where security and witness 
footage drove the global outrage over the atrocity we all observed, or the video 
documentation of war crimes in Syria and Ukraine. Video technology, ever-
present in contemporary society, is already revolutionizing our perception of 
the world.
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Geolocation-Centric Monitoring 
and Characterization of Social 

Media Chatter for Public Health
Abeed Sarker

Abstract

The adoption of social media is currently at an all-time high. More than half of the world 
has access to  social media. The large-scale adoption and growth of social media have 
demonstrated the benefi ts and drawbacks of human activities over such platforms. As 
the  digital footprint of human behavior via social media platforms continues to evolve, 
it is essential to identify strategies and execute actions that can utilize the data generated 
for the benefi t of humankind. Since most of the human footprint on social media is in 
the form of free text, the fi eld of  natural language processing holds substantial promise 
in converting such data into valuable and actionable knowledge. Geolocation-related 
metadata available with or inferred from social media posts enable knowledge to be ag-
gregated at various spatiotemporal granularities. Fine-grained area-level insights about 
human behavior can, for instance, be obtained through social media-based surveillance 
in close to real time. Geolocation-specifi c statistics derived from social media data may 
also be combined with other area-level data from more traditional sources to obtain 
comprehensive knowledge on chosen topics. Following a brief introduction to social 
media and natural language processing, the utility of social media data, particularly 
when combined with geolocation-based information, is discussed. Two examples—
COVID-19 and substance use—are used as case studies.

Introduction

Social media refer to Internet-based platforms over which communications in-
volving text, voice, video, and/or images take place. Growth in the use of social 
media has been primarily driven by social networking websites, which enable 
people to connect with others and share information. The adoption of social 
media is currently at an all-time high, and it is estimated that over 4.5 billion 
people in the world use social media (Statista 2022c). Despite the staggering 
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number of existing social media users, the adoption of such platforms contin-
ues to grow. Globally, the most commonly used  social network is Facebook. 
Other popular social networks include but are not limited to Instagram (pri-
marily used for image sharing), Twitter/X (supports microblogging), YouTube 
(video sharing), and Reddit (topic-specifi c forums that allow subscribers to re-
main anonymous if they desire). While social media are still disproportionately 
popular among younger people, adoption is currently happening at a faster 
rate among older people according to the Pew Research Center (2021). As 
demographics shift, it is only a matter of time before the global social media 
user base becomes quite accurately refl ective of the world population. In fact, 
there is perhaps no other platform currently available that has a better reach 
than social media.

The widespread use of social media has resulted in the continuous gen-
eration of massive data. Such data encapsulate knowledge on essentially any 
topic. Connected networks also enable the rapid dissemination of information 
to many people, typically without any geolocation-based limitation. Both the 
volume of knowledge and the rapidity with which it can spread have the po-
tential to be leveraged to determine and infl uence population-level behaviors. 
Consequently, over the last decade, social media platforms have been utilized 
for a variety of purposes, including (but not limited to) politics, health, and 
fi nance. The role of social media in the presidential elections of the United 
States, for example, has been extensively studied (Bossetta 2018). In the 
broad fi eld of fi nance, the  power of  social media-based communication and 
behavioral infl uence was demonstrated in 2021 when a group of subscribers 
coalesced on a Reddit forum to invest collectively in stocks of GameStop—a 
company in the United States that was on the verge of bankruptcy according to 
many institutional investors (Anand and Pathak 2022). It was reported that the 
collective trading of small investors on Reddit in January 2021 surpassed the 
previous trading volume record set in 2008 in the New York Stock Exchange 
by a factor of six (from approximately four billion shares to 24 billion). This 
 collective  behavior, which was specifi c in the United States from the perspec-
tive of geolocation, led to a steep, unprecedented rise in the market valuation of 
the company, by over 1000% in two weeks, baffl  ing institutional and seasoned 
investors. These events demonstrated the utility of social media and the infl u-
ence that social media-based human activities can have within specifi c spatial 
and temporal windows. The utility of social media-based data for health-re-
lated tasks, particularly the possibility of deriving geolocation-specifi c insights 
for public health, has been realized over recent years, and substantial research 
eff orts are currently ongoing to utilize data eff ectively from this ever-growing 
resource. The primary focus of this chapter is to outline some of the oppor-
tunities associated with social media data in the realm of public health, with 
particular emphasis on the geospatial aspects, and the research challenges that 
such data present. Two case studies— COVID-19 and substance use—are used 
to illustrate the use of social media data in real life.
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Social Media and Health

A considerable portion of chatter on social media is concerned with health-
related topics. People often share their health problems, discuss treatment op-
tions and effi  cacies, ask questions, describe personal experiences, and provide 
suggestions, including self-management strategies for myriad health condi-
tions. These discussions capture important information about health topics in 
an unstructured form. Such data are often referred to as patient-generated  big 
data and have been shown to contain information not available through other, 
more traditional, sources such as electronic health records and published litera-
ture. The information is typically enriched with metadata1 including geoloca-
tions, which may enable spatial aggregation. Even when geolocation informa-
tion is not explicitly present in the metadata, researchers have developed tools 
that can estimate geolocation based on other profi le-level data (Dredze et al. 
2013). In theory, patient-generated social media data can be categorized, ag-
gregated, and analyzed to obtain population- and area-level insights in close to 
real time and at low cost. Importantly, the data are collected in an unobtrusive 
manner, which may mitigate biases that typically arise in synthetic experimen-
tal settings (Fan et al. 2018). The value of patient-generated data from social 
media for public health has been realized over recent years, and it is being used 
increasingly for health-related tasks, such as pandemic surveillance (Chen et 
al. 2020), pharmacovigilance (Sarker et al. 2015),  mental health-related topics 
(Chancellor et al. 2021), and substance use surveillance (Sarker et al. 2019), 
to name but a few.

Challenges and Limitations of Social Media Data Processing

While the knowledge contained in social media  big data holds considerable 
promise, the extraction and utilization of such knowledge have been limited for 
years by our capabilities, or lack thereof, in big data and  natural language pro-
cessing (NLP). NLP is the fi eld of computer science that broadly addresses the 
problem of automatic understanding of human language in text or verbal form. 
The fl ow of natural language, by nature, is nondeterministic; thus, traditional, 
rule-based computational models are not capable of eff ectively processing 
such data. Automatic processing of health-related natural language data from 
social media is particularly diffi  cult due to the presence of colloquial expres-
sions, misspellings, noise, and context-ambiguous statements. The conversion 
of health-related social media big data into valuable and actionable knowledge 
has required the development of advanced NLP and  machine-learning (ML) 
methods—research areas in which enormous advances have been made in re-
cent years. We are therefore at an important point in time in our understanding 

1 Data that summarizes or provides additional information about other data.
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of how best to leverage social media chatter for improving public health, in-
cluding in the context of geolocation-centric surveillance.

Currently, social media text mining systems employ pipelines of NLP and 
ML modules that gradually fi lter out the noise and convert unstructured chat-
ter into aggregated knowledge. NLP methods do not have to rely on explic-
itly coded rules; rules are learned automatically from the chatter itself via 
ML methods, which have in some fi elds reached human-level performances 
(Montejo-Ráez and Jiménez-Zafra 2022). Within NLP, the most exciting ad-
vances have perhaps been brought about by innovative strategies in text rep-
resentations. Early NLP methods simply used rules such as character patterns 
(often referred to as regular expressions) on the text-based representations. The 
incorporation of ML into NLP approaches necessitated the use of vector-based 
representations of texts, resulting in the creation of sparse vector models such 
as the bag-of-words2 and n-gram3 models. The next leap was in the genera-
tion of dense vector representations of words or phrases that required large, 
unlabeled datasets—of which there is an abundance on the Internet and social 
media—and the representations were capable of capturing the semantics of the 
texts such that similar words/phrases would appear close together in vector 
space (e.g., word2vec models; Mikolov et al. 2013). One shortcoming of such 
word- or phrase-level models was that they were unable to capture contextual 
diff erences; for instance, homonyms4 would have the same vector represen-
tations. These challenges were overcome very recently with the creation of 
contextual vector models that better captured meanings with large sequences 
of texts, as in the  bidirectional encoder representation from transformers or 
BERT (Devlin et al. 2019). In addition to these advances in text representation, 
the capabilities of computing large volumes of data and  optimizing complex 
ML models have also made large strides. While many challenges still exist in 
the automatic processing of health-related natural language data (e.g., in cases 
when the relevant concepts are sparse or rare), advances have enabled the uti-
lization of social media chatter for many targeted tasks. Parallel advances in 
geolocation inference strategies when metadata are not available (Harrigian 
2018; Mahajan and Mansotra 2021) have improved our capabilities to conduct 
geolocation-specifi c studies.

In addition to the technical challenges associated with mining knowledge 
from social media, there are limitations inherent to this resource that may not 
be solvable through technological advances. At the area-level, a major limita-
tion concerns the issue of  representativeness. Social media cohorts at specifi c 

2 A text representation commonly used for sentences or documents. Each word is represented 
as a number, in a list or vector, that specifi es its presence/absence or count. Word order is not 
preserved.

3 A text representation approach that uses contiguous sequences of n words. Unlike bag-of-
words models, n-gram models preserve information about word sequences.

4 Two or more words with the same meaning or pronunciation but diff erent meanings. 
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geolocations are not necessarily representative of the entire population. It is 
well known that social media data generally underrepresent older age groups 
while overrepresenting younger ones. Representations may also vary based on 
the problem being studied. Given a specifi c health problem, certain segments 
of the population may be more likely to  self-report personal information than 
others. In the case of substance use, discussed in more detail below, studies 
have shown that college students are more likely to report nonmedical use of 
stimulants (Sarker et al. 2016), whereas opioid use may be underreported due 
to stigma and other factors (Chenworth et al. 2021; Graves et al. 2022). In 
areas where substance use is criminalized, people may also underreport com-
pared with those living in areas where the issue is treated as a public health 
issue. The extent to which such under- and overreporting happens among par-
ticular cohorts is not fully understood. Absent this knowledge, the best strategy 
to validate fi ndings from social media is perhaps to compare them with infor-
mation from traditional sources, such as surveys. Some recent studies have 
attempted to calibrate problem-specifi c demographic distribution statistics by 
developing automatic methods to detect self-reported demographic informa-
tion (e.g., gender, age-group, and race) and then adjusting the distributions 
against the distribution detected using the same methods from generic social 
media data (Yang et al. 2023). Such methods are promising, but the limitations 
associated with  representativeness, and other limitations of social media data, 
remain important open problems.

Types of Social Networks and Their Contents

While this discussion has mostly projected social media as a sphere of homo-
geneous data, in reality, that is not the case. Data generated over each  social 
network are unique, as are the utilities associated with the data. Facebook, 
Twitter/X, Instagram, and Reddit, mentioned above, can be broadly classifi ed 
as generic social networks. On such networks, subscribers can essentially post 
on any topic they desire. Consequently, much of the content can simply be con-
sidered to be noise, and NLP pipelines processing the chatter must fi rst fi lter 
out such noise. The structures of the posts can also be signifi cantly diff erent. 
Facebook and Reddit, for example, allow long posts. In contrast, Twitter/X 
posts are length-limited, and so posts are short and often lack context. In ad-
dition to these generic social networks, others are dedicated specifi cally to 
health-related topics (e.g., MedHelp, PatientsLikeMe), and are generally rich 
in information but lack metadata, such as geolocation, and attract lower num-
bers of daily active users. The distinct structures and contents of these social 
networks have naturally led to distinct digital footprints of their subscriber 
cohorts. Since subscriber behaviors evolve over time based on the characteris-
tics of the social networks, these diff ering behaviors provide exciting data for 
digital ethology.
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Geolocation-Centric Data Analysis and Application 
Programming Interfaces

As mentioned above, the knowledge encapsulated in social media data goes 
beyond just natural language chatter or images. Most social networks allow 
subscribers to make geolocation information visible in their posts. Posts by 
subscribers on Twitter/X, for example, often contain  geolocation information 
in the form of exact coordinates or information obtained at the city or state 
level. Such information that complements the contents of social media posts 
are called metadata. Metadata, such as geolocation and timestamps, are auto-
matically encoded in the posts. Therefore, geolocation-based metadata, when 
available, can be used to study geolocation-centric digital behavioral patterns 
among the subscribers. Data posted at specifi c geolocations by many subscrib-
ers at defi ned time periods can be aggregated and analyzed to study subpopula-
tion-level behavior digitally. Studying aggregated data from many subscribers, 
as opposed to data from a single subscriber, is invariably more valuable from 
social media sources. Individual subscribers may not post all information rel-
evant for behavioral or other analyses, but when posts from large numbers of 
subscribers are aggregated, the most important topics relevant to that group of 
subscribers tend to become visible as they surface above the rest. Aggregating 
by geolocations may reveal important distinctions in topics relevant to people 
from diff erent locations.

Due to the growing utility of social media data, many platforms have made 
them available through application programming interfaces (APIs), which 
allow computer programs to connect to the data streams on networks and 
collect data based on the relevant protocols. Twitter/X, for example, recently 
released an academic API to support noncommercial research. This API al-
lows researchers to collect the contents of the posts as well as the metadata 
associated with such posts. Two key metadata elements that have been utilized 
heavily in research are timestamps and geolocation. Specifi cally, these meta 
contents are used to aggregate posts on the platform, given a specifi c time 
and topic, and to analyze them over specifi c geolocations. As mentioned 
earlier, recent studies have also proposed methods for inferring geolocation 
from social media posts when explicit geocoding is not available (Dredze 
et al. 2013; Mahajan and Mansotra 2021). These inference methods have 
substantially increased the proportion of posts that can be aggregated by 
geolocation to derive insights. Researchers use geolocation-specifi c data for 
tasks such as infectious disease outbreak surveillance, and a number of recent 
studies have utilized such data to study the  COVID-19 pandemic. Below, 
we look at two case studies that have utilized metadata from Twitter/X for 
geolocation-centric analyses.
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COVID-19

The pandemic caused by the novel coronavirus provides a current example of 
a recent global health crisis and has received considerable research attention 
since the outbreak of the virus in late 2019. This research led to the develop-
ment of eff ective mRNA and other vaccines in record time. Ongoing research 
includes, but is not limited to, studies that focus on the long-term impacts of 
COVID-19 infection (typically referred to as long COVID), identifi cation and 
analysis of new mutated variants of the virus, and methods for detecting poten-
tial future outbreaks in a timely manner. There is now general understanding 
and acceptance that future infectious disease outbreaks like  COVID-19 may 
happen. It is also generally accepted that no one mechanism of infectious dis-
ease surveillance is by itself suffi  cient to provide timely alerts; a combination 
of approaches is required. Localized infectious disease outbreaks, including 
future variants of COVID-19, can exert tremendous strain on health systems, 
causing large numbers of deaths (Carinci 2020), as was observed in some coun-
tries (e.g., Italy and Spain) as well as in big metropolitan  cities (e.g., New York 
City) during the early waves of the pandemic. Traditional surveillance methods 
struggled to keep up with the pace of the outbreaks due to the time and eff ort 
required to compile data (González-Padilla and Tortolero-Blanco 2020; Gupta 
and Katarya 2020; Lakamana et al. 2022; Sabouret et al. 2020), which typically 
comes from sources such as hospitals. The need to develop novel surveillance 
strategies with the potential to forecast upcoming outbreaks was realized dur-
ing the COVID-19 outbreak. Infodemiology-oriented data-centric methods for 
surveillance (Eysenbach 2009), such as those that rely on social media posts, 
have the potential to detect patterns in chatter associated with geolocation-
specifi c outbreaks and provide timely alerts to relevant health agencies.

Social media proved to be of high utility during the early COVID-19 out-
breaks, as it became the primary mode of communication for many, particu-
larly after “lockdowns” and/or “social distancing” measures went into eff ect. 
Research during the early months of COVID-19 revealed that social media 
chatter was rich in fi rst-person reports of COVID-19 positive test results (Guo 
et al. 2021; Myrick and Willoughby 2022). Many people shared the symptoms 
they were experiencing, often with day-to-day updates. Research also showed 
that these  self-reports of positive test results and expressions of symptoms 
can be detected and extracted automatically using NLP methods. In fact, early 
research showed that about one-third of the people discussed symptoms up 
to two weeks before they tested positive for COVID-19, and some relevant 
symptoms were reported before their associations with COVID-19 were com-
mon knowledge. For example, the fi rst report of anosmia was observed on 
Twitter/X in the fi rst week of March, while Google Trends showed that search 
queries for the symptom peaked after March 20, 2020 (Sarker et al. 2020). 
This suggests that information specifi c to COVID-19, including self-reported 
symptoms, may be available and detectable from social media. Self-reported 
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symptoms represented only a subset of all COVID-19 topics covered in social 
media chatter, and the knowledge generated often preceded those from other, 
more traditional, sources. Findings from numerous studies conducted during 
the COVID-19 pandemic suggest that strategic mining of knowledge from so-
cial media chatter can provide valuable and timely insights about infectious 
diseases, including insights on upcoming outbreaks and potential communities 
at risk, enabling relevant experts to plan appropriate responses (Callard and 
Perego 2021; Chen and Wang 2021; Golinelli et al. 2020; Li and Zhang 2021; 
Matharaarachchi et al. 2022; Tsao et al. 2021; Turiel et al. 2021).

Geolocation-Centric Surveillance

In response to the  COVID-19 pandemic, Twitter/X released a customized API 
for the collection of data in real time. Combining metadata, particularly about 
geolocation, with  NLP methods showed excellent potential for conducting lo-
calized surveillance of outbreaks. Since this was the fi rst global pandemic in 
the era of social media, the data collected since its beginning served as test-
beds for innovative approaches. In summary, research showed that social me-
dia chatter provided both challenges and opportunities for  geolocation-centric 
monitoring. An outline of these is provided below.

Prior to COVID-19, studies using social media to detect infectious disease 
outbreak relied primarily on volumes of data that emerged from targeted geo-
locations. Keyword-based methods were used to detect relevant social media 
posts (e.g., about fl u or fl u-like symptoms) to estimate the incidence of new in-
fections (Broniatowski et al. 2013). Such methods proved too simplistic in the 
case of COVID-19, as the behaviors of people over digital platforms evolved 
substantially during the COVID-19 pandemic compared with past infectious 
outbreaks. First, the volume of chatter associated with COVID-19 was dis-
similar to any previous infectious disease outbreak. Once awareness about it 
increased throughout the population, posts on the topic surged. The vast major-
ity of posts were not fi rst-person experiences; rather, they were mostly focused 
on sharing information. Second, the large-scale sharing of information also led 
to the spread of misinformation, which included but not limited to, conspira-
cies about the pandemic and vaccines, promotion of fraudulent products for 
the treatment and diagnosis of COVID-19, and the sharing of unverifi ed news. 
Consequently, an eff ective strategy for conducting geolocation-centric surveil-
lance proved to be a multistep process.

The fi rst step in utilizing social media chatter for geolocation-centric 
monitoring of infectious disease outbreaks is to collect the right data. For 
COVID-19, the specialized API provided by Twitter/X served this purpose. 
The metadata that accompanies the posts often includes geolocation informa-
tion. Even if a small fraction of the post-level metadata contains geolocation 
information, having a large volume of data generated on a daily basis enables 
the collection of very representative geolocation-specifi c behavioral digital 
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footprints on the chosen topic. For a topic such as COVID-19, however, most 
of the  digital footprint may be noise or misinformation; thus, a crucial step in 
processing is to characterize the data so that irrelevant or unwanted content 
(e.g., misinformation) can be separated from relevant or useful content (e.g., 
fi rsthand reports of positive tests). This characterization problem is also per-
haps the hardest to automate. Here, the latest developments in  NLP research 
can help. To solve this characterization step, recent studies have proposed 
modeling it as a supervised classifi cation5 problem. Supervised classifi cation 
is an ML approach where models are trained based on manually annotated 
data. In this case, eff orts were made to annotate data manually to identify mis-
information, fi rsthand reports of symptoms, and informative contents (Gerts 
et al. 2021). Next, state-of-the-art supervised classifi cation models, such as 
transformer-based ones (Li and Zhang 2021; Nguyen et al. 2020), were trained 
on the annotated data and deployed to characterize streaming data automati-
cally. Posts deemed to be relevant are mapped onto their origin location. In the 
United States, signifi cant correlation (Spearman r = 0.88, p = 0.000) was found 
between the distribution of automatically detected posts at the state level and 
real COVID-19 case counts. Figure 10.1 shows the population-adjusted distri-
bution of automatically characterized Twitter/X posts from early 2021 at the 
state level.

Social media-based surveillance is not limited to the United States or high-
income countries. Due to its widespread global adoption, social media-based 
surveillance can be implemented almost anywhere in the world. This may be 
particularly useful for geographical areas where testing services are limited or 
slow and traditional surveillance of outbreaks is ineff ective. To test the utility 
of social media-based geolocation-centric monitoring outside of the United 
States, one study focused on India—a large country with a population of over 
one billion where surveillance at the national level is extremely challenging 
(Lakamana et al. 2022). In the study, between February and June 2021, over 
500,000 tweets about COVID-19 were geolocated to be from India. The chat-
ter about COVID-19 increased almost at the same time as the number of con-
fi rmed cases in India, with a high correlation (Spearman r = 0.944; p = 0.001). 
The top tweeting states were Maharashtra, Karnataka, Tamil Nadu, and Uttar 
Pradesh—states that also recorded some of the highest numbers of COVID-19 
cases. There was also a signifi cant correlation between the state-level case 
numbers and the number of tweets emerging from those states (Spearman 
r = 0.84, p = 0.0003). Fatigue, dyspnea, and cough were the top reported symp-
toms emerging from India, and emotion analysis showed a surge in negative 
emotions in 2021 compared with the previous year. Anxiety levels and con-
cerns about black fungus (mucormycosis) also surged—the latter was known 
as a problem during the outbreak there. The strong correlations between actual 

5 A  machine-learning approach in which labeled examples are used to train a model, which is 
then used to classify unlabeled samples.
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COVID-19 cases and the numbers reported on social media, as discussed 
above, illustrate the potential of social media-based geolocation-centric pan-
demic monitoring. With the growing adoption of social media globally, it has 
the potential to serve as a future platform for geolocation-centric surveillance 
on a global level. In fact, social media-based surveillance has the potential to 
reach populations that are hard to reach via traditional surveillance mecha-
nisms—in close to real time and at low cost.

Substance Use

Social media platforms have emerged as potential sources of knowledge for 
studying topics about which information is either not available or scarce to 
obtain from traditional sources. One such topic is substance use and substance 
use disorder. Substance use and its impact constitute a major public health 
problem globally, and in some countries, like the United States, it is currently 
considered to be a national crisis. In 2020, over 90,000 Americans died from 
drug overdoses according to the National Center for Health Statistics (2021), 
and more than 100,000 overdose deaths occurred in the 12 months leading up 
to December 2021, an average of over 270 deaths per day. Whereas nonmedi-
cal use of prescription medications has historically contributed signifi cantly to 
the drug overdose epidemic, recent years have seen notable increases in the use 
of synthetic opioids and psychostimulants. The current epidemic of substance 
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Figure 10.1 Population-adjusted state-level distribution of fi rsthand reports of posi-
tive COVID-19 tests on Twitter/X.
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use-related deaths and substance use disorder, including opioid use disorder, 
is the continuation of decades of constantly evolving trends (Jalal et al. 2018). 
Within the United States, inequitable access to treatment and enforcement of 
drug use laws have led to racial disparities in substance use, addiction, treat-
ments, and outcomes (Sanmartin et al. 2020). Over recent years, many stud-
ies have highlighted disparities in the treatment of people who use substances 
that can be traced to  socioeconomic status, race/ethnicity, gender identity, 
community, criminal history, and health-care coverage (Burlew et al. 2021; 
Lagisetty et al. 2019). The COVID-19 pandemic exacerbated the substance use 
epidemic, disproportionally aff ecting communities of color and minority popu-
lations (Volkow and Blanco 2021). It has been realized that the implementa-
tion of public health approaches to fi ght the substance use crisis across the 
globe needs to be multifaceted, focusing on evidence-based programs (Becker 
et al. 2021), actively addressing barriers to treatment, such as treatment access 
and stigma (Volkow 2020), and improved surveillance of emerging substance 
use trends (Kolodny and Frieden 2017; Strickland et al. 2019). Surveillance 
must be timely to detect emerging “waves” of the epidemic, which is currently 
believed to be in the early phases of a “fourth wave” in the United States, in-
volving polysubstance use, illicit fentanyl analogs and stimulants (Ciccarone 
2021), and responses to these evolving trends need to be tailored to the under-
lying needs of the aff ected populations.

A necessary aspect of curbing the epidemic of substance use is to obtain 
insights about its trends in a timely manner so that responses can be executed 
accordingly. Traditional surveillance systems consist of surveys (e.g., those 
conducted by the National Survey on Drug Use and Health, NSDUH), poison 
control centers, hospital data about treatment admissions and discharge, over-
dose-related emergency department visits, overdose death records, and others. 
Such traditional surveillance systems have considerable lags associated with 
them (Flores and Young 2021). For mortality data, for example, there is a lag 
time of 12 to 18 months (Anwar et al. 2020). Due to these major delays, emerg-
ing trends can only be detected and understood retrospectively. Here, social 
media can potentially provide an excellent source of real-time information. 
Indeed, the utility of social media for conducting substance use surveillance 
(toxicovigilance) has been realized in recent years, resulting in a fast increase 
in the number of studies exploring social media for substance use-related top-
ics. Social media sources hold substantial promise for toxicovigilance research 
and signals comparable to NSDUH surveys and NEDS6 can be discovered 
from social media via automatic characterizing and mapping of data (Chary 
et al. 2017; Sarker et al. 2019). Social media are also well-suited for study-
ing aggregated behaviors from targeted cohorts since the social media user 
base is fairly diverse. Social media data can potentially be used to understand 

6 NEDS (Nationwide Emergency Department Sample) is part of a family of databases and soft-
ware tools developed for the Healthcare Cost and Utilization Project.
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substance use and substance use disorder among subpopulations such as those 
who have rising rates of overdose deaths and worse treatment outcomes (e.g., 
Black and Hispanic populations), lower chances of seeking treatment (e.g., 
women), or are often excluded (e.g., uninsured).

Social Media-Based Monitoring Strategies

Strategies for conducting monitoring of social media chatter eff ectively for 
substance use are similar, in principle, to those for COVID-19 described above. 
Unlike COVID-19, however, substance use-related chatter is sparse, so the  data 
collection process requires additional innovations. In the past, studies have 
used automatic, data-centric methods for generating street names and misspell-
ings of substances for data collection (Sarker and Gonzalez-Hernandez 2018). 
Following data collection, supervised ML needs to be applied to fi lter out most 
of the posts that mention substances but are not reports of personal use.  Once 
self-reported substance use posts are identifi ed, they can be mapped to geolo-
cations to obtain an understanding of how substance use is distributed spatially 
at specifi c time periods. Figure 10.2 shows the distribution of county-level 
substance use-related chatter in the United States in 2019, estimated purely via 
automatic characterization of Twitter/X data.

Research that attempted to establish social media as a potential source 
for geolocation-centric monitoring had to fi rst validate whether signals de-
tected from these resources were meaningful. Since it is not possible to as-
certain if individual social media subscribers at specifi c geolocations are 
self-reporting accurate information, this  validation focused on comparing 
aggregated social media data on substance use with established traditional 
sources. In the case of substance use, these established sources include, for 
example, overdose deaths from the CDC WONDER database (Spencer et al. 
2022) and national surveys such as the NSDUH (SAMSHA 2017, 2020). A 
study conducted using this strategy of  geolocation-centric analysis showed 
that for the state of Pennsylvania, estimates derived from Twitter/X about 
opioid use were correlated with opioid overdose-related deaths (Spearman 
r = 0.331, P = .004) at the county level (Sarker et al. 2019). At the substate 
level, tweet-level estimates were also found to be correlated with prescrip-
tion opioid use (Spearman r  =  0.346), illicit drug use (Spearman r = 0.341), 
illicit drug dependence (Spearman r = 0.495), and illicit drug dependence or 
abuse (Spearman r = 0.401). This study demonstrated the utility of analyzing 
geolocation-specifi c patterns of Twitter/X chatter on substance use, as it can be 
applied to understand behavior at a large scale accurately and in close to real 
time. Social media-based monitoring thus off ers the possibility of detecting 
patterns faster than any other traditional form of surveillance.
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Ethical Considerations of Utilizing Social Media Data

The rapid growth of social media and its utility in digital ethology raises im-
portant questions regarding the ethical considerations that need to be made 
when using such data (see also Medeiros et al., this volume). Because of the 
evolving nature of this research area, there are currently no standardized and 
universally accepted guidelines for the usage of social media data in health-
related or other tasks. The protocols for data use are primarily driven by the 
organizations behind the social networks and their end-user agreements. For 
research within the broader medical domain, the protocols for the inclusion of 
social media data in research are largely guided and approved by institutional 
review boards. By and large, these boards attempt to ensure that the inclusion 
of data from social media does not pose any additional risks to the people 
whose data are being used. Generally speaking, the use of data is considered 
to be acceptable as long as the data are publicly available. Over recent years, 
researchers in this space have made eff orts to reach consensus regarding the 
acceptable use of data. Many research groups have also outlined eff orts to pro-
mote safe use of the data that go beyond what is required by the data use agree-
ments specifi ed by the social networking companies. These eff orts include, for 
example, the removal of user data from studies if subscribers themselves delete 
their data or make their data private.

Due to the evolving nature of the data and research in this sector, ensuring 
standards for the ethical use of such data for digital ethology is a moving target. 
This will perhaps continue to be the case in the near future, much like the fi eld 
of artifi cial intelligence itself. This fact is being increasingly recognized by 
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Figure 10.2 Self-reported substance use rates in the United States at the county level 
on Twitter/X.
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researchers in this space, and eff orts are in place to reach consensus collabora-
tively and/or raise awareness about concerns.

Conclusions

The evolution of social media, its large-scale adoption, and the rapid advances 
in data science have opened up unprecedented opportunities for digital ethol-
ogy. Here, I have focused specifi cally on the utility of geolocation-centric so-
cial media chatter analysis for public health tasks and have outlined two case 
studies. As the  digital footprint of human civilization on social media contin-
ues to grow, it is reasonable to expect new opportunities and challenges will 
arise in the future. The currently known limitations of this data source will also 
likely evolve over time. The evolving nature of research in this domain means 
that ethical guidelines will evolve. Consequently, it is imperative that experts 
from diff erent domains and stakeholders with diverse intentions collaborate to 
establish protocols that will ensure the responsible use of such data, leveraging 
it for the common good and minimizing potential harm.
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Integrating Knowledge 
from Individual- and 

Aggregate-Level Data
Sven Sandin

Abstract

Modern technologies and societal changes have generated vast amounts of data, per-
sonal and individual or aggregated in clusters or geographic regions. Even though this 
development has stimulated a wealth of research aimed at understanding disease etiolo-
gies and promoting lifestyle changes, opportunities remain, and the  integration of data 
is underutilized.

This chapter describes how geographic and  aggregate-level data, with informa-
tion about environmental and social exposures, can be combined with individual-level 
health data to increase our understanding of disease etiologies. With an emphasis on 
data primarily available in Nordic countries, it provides a summary of data sources, 
references for further reading, approaches and methods for analyses, legal aspects, 
and limitations.

Compared with data at the individual level, analysis of data at the aggregate level has 
many advantages in terms of access and  privacy. Nonetheless, because the availability 
of  individual-level data is the main strength of data from the Nordic countries, the sum-
mary starts with a description of these data and ends with aggregate and geographical 
(area-level) data. Note that in the Nordic countries, all register-based individual-level 
data can be linked to geographic regions (e.g., hospital, city, county) associated, for 
example, with place of birth or current residence. The information provided here should 
be helpful for anyone interested in disease-specifi c research and public health work to 
understand better underlying risks and causal paths.

Introduction

In 1943, the national Danish cancer register was created as a national research 
register, and in the 1950s, the other Nordic countries followed suit; reporting 
of malignant cancers became mandatory by law. National population registers 
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and registers for vital statistics combined with unique personal numbers 
opened the door for population-based epidemiology (Pukkala et al. 2018). In 
the wake of cancer research and cancer epidemiology, a multitude of diff erent 
registers and data sources have since been developed and become available 
for research purposes in the Nordic countries (Laugesen et al. 2021). Today, 
the Nordic countries (Denmark, Finland, Iceland, Norway, and Sweden) com-
prise a total population of approximately 27 million. The countries provide 
unique opportunities for joint  health register-based research in large popula-
tions with long and complete follow-up, facilitated by shared features such as 
tax-funded public health-care systems, similar population-based registers, and 
the personal identity number as a unique identifi er of all citizens (Laugesen 
et al. 2021). Notwithstanding these similarities, joint Nordic data resources 
remain underutilized in health research, and it should be possible to combine 
a wider array of data sources and apply modern methods to address research 
questions with better precision and accuracy. Examples of such data sources 
include weather data (temperature, rain, humidity, sun hours), pollution and 
air quality, road  traffi  c and  population density in diff erent geographic regions 
as well as socially informative data (education, income, occupation, work). 
Furthermore, multigeneration and twin registers can provide information about 
inherited risks, opening the door for statistical analyses strengthening causal 
interpretation of results. In all Nordic countries, repositories of offi  cial statis-
tics act as hubs linking diff erent data sources through the personal identifi ca-
tion number, which is in turn linked to tax records that provide information 
about geographic location.

The national population data sources available in the  Nordic registers are 
not universally available to any citizen. For behavioral and lifestyle data or 
phenotype information not provided by national registers,  cohort studies can 
be linked.

Whereas national registers and population-based cohorts are unique in 
their ability to generate unbiased estimates thanks to the complete (or almost 
complete) subject selection, other data sources off er methodological chal-
lenges, such as case-control studies, case cohorts, and self-selected samples. 
Consequently, the landscape of data sources has grown exponentially and in-
cludes a large variety of diff erent designs, as well as data collected with no a 
priori design, or a lack of design. And whereas in the past national registers, 
cohort studies, and special case-control studies have provided undisputed in-
formation and knowledge useful for development of health measures, an ef-
fi cient mapping and utilization of new data sources is required to keep up the 
pace of discovery. The development of statistical and computational methods, 
such as artifi cial intelligence,  machine learning, and modern computer pro-
cessing capabilities, provide useful tools.

With the goal of facilitating the creation of data informative for human 
health, the purpose of this chapter is to provide an overview of the diff erent 
data sources available (see also Appendix 11.1), to demonstrate how to fi nd, 
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combine, and share the data, and to identify analytical challenges associated 
with their use.

Nordic National Registers

In each Nordic country, every citizen has a unique national identifi cation num-
ber provided at birth or at  immigration. The authorities use this number in all 
correspondence or registrations to ensure that citizens can be uniquely identi-
fi ed. Tax offi  ces in the Nordic countries keep records on date of birth, emi-
gration, or immigration. In addition, each country has a range of nationwide 
registers on health-related and other topics relevant for the authorities to moni-
tor. Some of these were established decades ago, whereas others are more re-
cent. As detailed below, all Nordic countries administer  medical birth registers 
where information related to all births, preceding pregnancies, and maternal 
and perinatal conditions are recorded; patient registers record diagnoses by 
clinical specialists and vital statistics registers provide information about date 
of birth, death, immigration, and emigration.

Reporting to many registers (e.g.,  patient register) is mandatory by law and 
with few exceptions does not require  consent (e.g., smoking during pregnancy 
in the Medical Birth Registry of Norway). Outside of the national cancer reg-
isters, the main purpose is not research but administration, monitoring, and 
quality assurance. Since personal ID numbers are used in all registrations, in-
formation from one register can be linked to information from others. This is 
permitted for research purposes under special circumstances (see below for 
description for each country). There are also requirements as to how data can 
be stored, used, and shared. When those circumstances are met, the research-
ers can apply for data from the register-keeping authorities. Health registers, 
for instance, are usually administered by diff erent institutions than registers 
containing social information. When applications are approved, researchers 
receive data fi les containing copies of data they requested. These data usually 
require a lot of reorganization and cleaning before they can be used for statisti-
cal analyses. In addition, when combining data from two or more countries, 
extensive harmonization work is needed before analyses can be conducted in a 
similar (or as similar as possible) manner.

 Medical Birth Registers

All Nordic countries have nationwide birth registers with complete coverage 
of live and stillbirths (Table 11.1). This register contains information on infant 
and maternal characteristics as well as on the pregnancy and delivery. The 
Swedish and Norwegian registers also collect information on fertility treat-
ments, their indications, and procedures. The midwife or physician overseeing 
the delivery collects the following data at the hospital or home in the case of 
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planned home deliveries:  maternal height and weight, smoking status, parity 
and complications during pregnancy or delivery, infant gestational age, weight, 
length, head circumference, live/dead-born, and malformations and complica-
tions at birth.

 Patient Registers

The  national  patient registers (NPR) are similar in the Nordic countries (Table 
11.1). Since each Nordic country has a publicly fi nanced health system with 
equal access, this ensures complete coverage of the population. NPRs include 
information about a patient’s geographic location; the hospital, department, 
and clinical specialty needed; admission and discharge date; whether the visit 
was acute, planned, in- or outpatient; the type of diagnosis according to the 
International Classifi cation of Diseases (ICD) diagnosis as well as surgical and 
medical procedure codes. Currently, ICD-10 diagnostic codes are used.

NPRs have evolved over the years. In Sweden, for example, its NPR was 
founded in 1964 but national coverage began only 1987 (except for psychiatric 

Table 11.1 Overview of Nordic registers, showing the starting year that social and 
health-care data began to be collected in Finland, Denmark, Norway, and Sweden.

Type of data Finland Denmark Norway Sweden
Unique personal identifi er of all 
residents 1968 1968 1967 1961

Medical birth register 1987 1973 1967 1973
Cause of death 1971 1970 1951 1961
Inpatient specialist care diagnoses 1969 1977 2008 1987/19731

Outpatient specialist care diagnoses 1998 1995 2008 2001
Primary care diagnoses 2011 — 2006 —
Detailed neonatal specialty care 20052 — 20093 20013

Cancer 1953 1943 1953 1958
Prescribed medicine/drugs 1964 1995 2004 2005
Medical pension and sickness leave 
(date, diagnosis) 1962/19994 1976 1992 1990

Unemployment and social welfare 1970 1976 1992 1990
Taxable income 1970 1970 1993 1990
 Educational attainment 1970 1973 1974 1970s
Occupation 1970 1981 — 1960s
Military draft cognition tests5 1982 1957 1970 1951–20106

1 Nationally, all psychiatric diagnoses from 1973 and somatic diseases from 1987
2 Birth weight under 1500 gram or born before 32 weeks of gestation
3 All children admitted to neonatal care
4 Sickness leave from 1994
5 Finnish data include personality; Finnish/Norwegian data include physical fi tness
6 Also from 2017 but with very low number summoned and tested
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diagnoses when national coverage began in 1973 for inpatient specialist care). 
From the beginning, only inpatient visits with diagnoses from specialist care 
were included; diagnoses from outpatient specialist care were added sequen-
tially, county-by-county, between 1999 and 2005. Extensive  validation eff orts 
had been made for diff erent diseases with good results. Coverage and  reli-
ability vary, however, depending on the type of condition. Acute conditions 
requiring inpatient care (e.g., myocardial infarction) have better coverage than 
conditions such as obesity, type 2 diabetes, or subclinical depression and mood 
disorders which are typically treated by general practitioners.

 Drug Prescription Registers

All Nordic countries have nationwide  prescription registers that contain in-
formation about prescribed and collected drugs coded using the Anatomical 
Therapeutic Chemical (ATC) classifi cation system. ATC has fi ve levels: The 
fi rst level indicates anatomical main group and contains 14 codes (e.g., N = 
nervous system and C = cardiovascular). The second level indicates the thera-
peutic subgroup. Levels three to fi ve indicate fi ner details that describe chemi-
cal and pharmacological subgroups. The last level contains 5,067 codes. Even 
though there is information about drug dosage, the dose information is entered 
as free text and is therefore diffi  cult to use. Limitations include the lack of in-
formation about drugs dispensed in hospitals and over-the-counter drugs. One 
practical limitation is the lack of data on why the drug was dispensed, which 
may provide information that helps to avoid biases due to  confounding by in-
dication (Catalog of Bias 2018; Greenland and Neutra 1980).

 Sweden’s Multigeneration Register

The multigeneration register (Ekbom 2011) is a register administered by 
Statistics Sweden (SCB) and is comprised of persons who have been registered 
in Sweden after 1961 as well as those born in 1932 or later. These people are 
referred to as index persons. The register contains connections between index 
persons and their biological parents. In 2016, there were about ten million 
index persons in the register. Information is also collected for certain index 
persons from older national registration material. For index persons who were 
adopted, there is also information on their adoptive parents. Currently, there 
are about 150,000 index persons with information on adoptive mother or adop-
tive father. Thus, pedigree information on a child, mother, father, maternal, 
and paternal grandparents is available, and information about siblings (full, 
maternal and paternal half siblings), cousins (of diff erent types), and aunts and 
uncles can be derived. This information on pedigrees has allowed family stud-
ies separating inherited risk from the environment without the need for genetic 
data. It has also the additional strength of capturing the entire inherited genetic 
information, whereas genome-wide association studies (GWAS) capture only 
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a fraction (Bai et al. 2019, 2020). Another important use of this data source is 
analyses adjusting for family  confounding; that is, factors related to the fam-
ily cluster (including genes) and not the individual per se (also unobserved 
factors). For example, one study estimated the relative risk for individuals in 
the lowest Swedish income quintile of being convicted of violent criminality, 
compared with the highest quintile, to be a sevenfold increased risk. When 
adjusted for (unmeasured) family risk factors, the risk diff erence disappeared 
(Sariaslan et al. 2014). In another study, off spring exposed to higher levels 
of smoking during pregnancy had greater rates of severe mental illness rates 
than did unexposed off spring. This study failed, however, to fi nd support for a 
causal eff ect of smoking when adjusting for (unobserved) family risk factors 
(Quinn et al. 2017).

In the other Nordic countries, the mother–child information from medical 
birth registers and information about the father can be used to derive similar 
information (Bai et al. 2019).

 Cause of Death Register

All Nordic countries have  cause of death registers, which include informa-
tion about date and place of death, cause of death, and whether the death was 
natural, an accident, or suicide (Brooke et al. 2017; Helweg-Larsen 2011; 
Norwegian Institute of Public Health 2022; Statistics Finland 2021; Tolonen et 
al. 2007). All registers were founded before 1970.

 Registers Informative for Social Exposures

All Nordic countries administer national registers for education, work and 
unemployment, occupation, income and taxation, housing, and other social 
factors. One register example is LISA ( Longitudinal Integrated Database for 
Health Insurance and Labour Market Studies) in Sweden, with similar data-
bases available in the other countries.

Created by SCB (Ludvigsson et al. 2019), LISA integrates existing data 
from the labor, education, and social sectors with the goal of enabling analysis 
and evaluation in the fi eld of health/illness. LISA currently comprises 28 vin-
tages and covers the period from 1990 to 2017. The database is expanded with 
a new vintage every year, with a delay of about 15 months, and is longitudinal: 
data for the same person can be linked for all years the person is in the popu-
lation. Between 1965 and 1990, an extensive survey was sent out every fi ve 
years to all inhabitants of Sweden, and this information is also linked to LISA. 
This detailed questionnaire, completed by all citizens, provided information 
about work and type of occupation as well as information on the conditions 
and standards of living. LISA includes data on yearly income and taxation, the 
highest level of education attained, occupation, number of days unemployed, 
income due to unemployment, early retirement, marital status, disposable 
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income, number of children of diff erent ages in a household, and the European 
Socioeconomic index created from the International Standard Classifi cation of 
Occupations (ISCO).

 Country-Specifi c Procedures for Data Access

 Norway

In Norway, the use of register data for medical research is regulated by the 
General Data Protection Regulation (GDPR), the Health Research Act, the 
Health Registry Act, and the Statistics Act. In addition, most health registers 
have their own specifi c regulations.

In general, the use of health-related information for research purposes 
requires informed  consent from the participant, yet information reported to 
the national health registries is confi dential and reported without consent re-
quirements. Therefore, the use of individual-level health-related information 
for research requires the approval and exemption from  confi dentiality from 
a Regional Committee for Medical and Health Research Ethics. Application 
to the ethics committee must include a project description that specifi es the 
project aims and justifi es the need for new knowledge, along with details on 
the planned data linkages and reasons why this information is needed to con-
duct the project. The application must also describe who will have access to 
data and how data will be stored. After acceptance, if someone not mentioned 
in the original application needs to have access to data, an amendment must 
be submitted.

Anonymized data (i.e., data which cannot be traced back to an individual 
living person) from the health registers (even linked between registers) can be 
used freely without applying for ethical approval. In such cases, the registry-
keeping authorities are responsible for ensuring that the data provided to the 
researcher are “truly anonymized” (i.e., the data are indeed impossible to trace 
back to an individual) as judged by the responsible Norwegian authorities.

 Statistics Norway administers data on education, income, social, and work-
related information. The Statistics Act forbids any  individual-level data from 
Statistics Norway to be stored in countries other than Norway. This severely 
constrains the use of Norwegian data in international research.

In practice, analyses involving such data must be carried out in Norway, 
and only the results can be shared. Researchers at an approved research in-
stitution or body within the EU/EEA may, as an exception, be granted access 
to indirectly identifi able data (pseudo anonymized) from the health registers. 
In its assessment, Statistics Norway places importance on measures to ad-
dress the increased risk of data processed outside Norway’s jurisdiction. In 
such cases, requirements are generally set for a specially adapted agreement 
with the foreign research institution/authority to ensure that Norwegian rules 
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of law are applied and that a Norwegian legal venue is established (Statistics 
Norway 2022).

In practice, data may be shared in a common repository if there is no pos-
sibility to extract raw data on individuals and there is strict control of access to 
data.  This “human restriction” security level includes contracts with register-
keeping authorities and usually involves very few analysts (ideally only one 
for each study). This person is known and selected by the data processor who 
also ensures the competency level for the data processing. Together with the 
technical solution (SSH tunnel and time-limited certifi cates), this guarantees 
data protection.

 Finland

In Finland, register data can be used for secondary purposes, including medi-
cal research, according to the Act on the Secondary Use of Health and Social 
Data (552/2019), the Personal Data Act, and the Act on the Openness of 
Government Activities. Other associated laws include the Statistics Act, the 
Act on National Personal Records Kept under the Health Care System, and the 
Medical Research Act. The Data Protection Ombudsman guides and controls 
the processing of personal data and provides related consultation.

The general principle regarding medical research is that whenever possi-
ble, non-individual-level data is preferred by the authorities (as stated in the 
Personal Data Act). If individual-level information is needed for research, in-
formed  consent is requested from the participants whenever possible. If getting 
consent is not possible, for example, due to a high number of individuals in 
the dataset (as is often the case in register studies) or because historical data is 
needed, a permission for research can be requested from the Health and Social 
Data Permit Authority (Findata) or, in some cases, directly from the authority 
keeping the register. Consent is always needed if register data are linked, for 
example, with survey data. If there is a need to combine data from the registers 
of multiple owners or obtain  data  from private social welfare and health-care 
service providers, the permits are issued by the Findata authority. If data are 
needed from a single register owner, the authority that oversees that register 
takes fi nal responsibility for all research use of their data.

In principle, if a study uses only register-based information, an approval of 
an ethics committee is not required by law. In practice, however, research in-
stitutions where the study is conducted can require ethics committee approval 
for all studies conducted by that institution. Medical studies using register data 
usually apply for a statement from the regional ethics committee in the hospi-
tal district. In Finland, as in Norway, application to the ethics committee must 
include a project description/research plan specifying its aims and detailing 
planned data linkages, as well as an explanation as to why this information is 
needed to carry out the project.
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As with the application to the ethics committee, the application for a data 
permission must include a data utilization plan, a list of individuals who will 
process the data, and a description of the requested data. If someone not men-
tioned in the original application needs to have access to data, an amendment 
must be submitted. Data from health registers can be shared with research col-
laborators in other countries if data security is suffi  ciently high. This applies 
primarily to collaborators in Europe (EU and EEA countries).  Data sharing 
outside Europe is much more strictly regulated.

In most cases, remote access to pseudonymized data is granted. Identifi able 
data can be delivered to researchers in some restricted cases, if data security is 
suffi  ciently high; for instance, if the researcher already has the identifi cation 
numbers (e.g., own cohort) or if the researcher will link additional data to the 
dataset (e.g., medical records from the hospitals). Permission and processing 
of the register data for research purposes is liable to charges.

 Sweden

In Sweden, research using the Swedish registers requires affi  liation with a 
university and approval from the Swedish Ethical Review Authority (2023). 
The registers are primarily administered by three government bodies: SCB, 
The National Board of Health and Welfare (Socialstyrelsen, or SOS), and the 
Swedish tax agency. As of 1947, all Swedish citizens are assigned a unique 
personal identifi cation number at birth, which makes it technically possible to 
link all governmental registers. In research, the personal ID number is always 
replaced by a random identifi er by the register holder for  privacy reasons. To 
request data for research purposes from a national register, an ethics permis-
sion is needed. Approval is not, however, suffi  cient to enable access to the reg-
ister data; each authority alone decides on what information can be provided to 
the applicant. After approval from the national ethics board, a lawyer at each 
register reviews and approves the use of data through a process that does not 
need to take research aims into consideration. Their goal is solely to protect 
the privacy of individual Swedish citizens, based on regulations to which the 
respective authorities are subject. When ordering data for research purposes, 
a main responsible person is usually assigned at either Statistics Sweden or 
the National Board of Health and Welfare to coordinate the activities linking 
the diff erent registers and selecting the appropriate records. This work will be 
charged to the researcher ordering the data.

The National Board of Health and Welfare (SOS) is a government agency 
under the Ministry of Health and Social Aff airs. The primary register for medi-
cal research is the  NPR, which  contains records of all visits to a clinical spe-
cialist; nationwide inpatient care since 1987 (1973 for psychiatric diagnoses). 
Outpatient specialist diagnoses are available in the patient register between 
1999 and 2005 for diff erent counties. All diagnoses are recorded using ICD 
7, 8, 9, and 10. SOS is also responsible for the cause of death and the cancer 
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registers. It is not the policy of SOS to provide individual-level data to re-
searchers outside Sweden and the EU/EES. Instead, they advise researchers 
from other countries to cooperate with colleagues affi  liated with a Swedish 
university, to whom SOS can provide data according to standard legal provi-
sions and procedures. Over the last few years, the Swedish government has 
invested in health registers, which has resulted in the creation of the National 
Quality Registries. The National Quality Registries have been built up by ded-
icated health-care professionals with the aim of monitoring the outcome of 
specifi c health conditions (e.g., breast cancer, psychiatry, heart disease). The 
objective has been to generate valuable knowledge to improve health care and 
support research.

SCB is the Swedish government agency responsible for producing offi  cial 
statistics in Sweden. It is the holder for registers of vital statistics (date of 
birth, death,  immigration and emigration), for education, as well as social mea-
sures. SCB collects, supports, and coordinates offi  cial statistics. It produces 
statistics from many subject areas with diff erent kinds of geographic divisions, 
such as county, municipality, partial areas, and postal code areas. The products 
are developed by Statistics Sweden as commissioned work. In Sweden, data 
for individual respondents (microdata) are protected by the Secrecy Act. It is, 
however, possible for researchers to apply for access to microdata for use in 
specifi ed research projects. The system for researchers’ access to microdata 
stored at Statistics Sweden is called Microdata Online Access (MONA). Data 
are described through Statistics Sweden’s standard system for documentation 
of microdata. Information about MONA and the documentation is published 
on the website in Swedish. The SCB longitudinal database  LISA contains indi-
vidual data on sickness, parental, and unemployment insurance.

 Denmark

In Denmark, there are two main  owners of  data from national registers: 
 Statistics Denmark and the Danish Health Data Authority. As public authori-
ties and data processors, both are subject to Danish laws for treatment of per-
sonal data, including the Act on Processing of Personal Data and the Danish 
Act of Health.

Statistics Denmark manages data registers on the total population, including 
information on various demographic factors and social conditions. To obtain 
access to data from Statistics Denmark, a research project must be associated 
with a Danish public research unit. Furthermore, the Danish Data Protection 
Agency must approve the research project if data are linked to data from other 
authorities or registers. If data from Statistics Denmark are linked with data 
from the Danish Health Data Authority, approval from the Danish Health Data 
Authority is also required. Subsequently, Statistics Denmark extracts data from 
the registers and places all the data on a server at Statistics Denmark (EIT 
Health Scandinavia 2022).
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The Danish Health Data Authority is the supreme authority of health 
care in Denmark and is part of the Ministry of Health. The Danish Health 
Data Authority is responsible for all health registers, including the medical 
birth register, the  cause of death register, and  NPR. To  access data from 
the Danish Health Data Authority, the Danish Data Protection Agency must 
approve the research project; if the research project includes direct contact 
with humans or human biological material, approval must also be obtained 
from the National Committee on Health Research Ethics. Over the Scientifi c 
Service of the Danish Health Data Authority, researchers can obtain access 
to these data in a safe IT environment, known as “the Research Machine” 
(Forskermaskinen) (Sundhedsdatastyrelsen 2022). The Research Machine 
allows remote access to most health registers in a secure environment; it 
requires a personal user ID and two-factor login and no remote access. The 
user is allowed to use email to send out results from the Research Machine 
but may send individual-level data.

 Aggregate-Level Data

While individual-level data provide the most precise information on individu-
als,  aggregate-level data off ers valuable insight. For instance, diff erent occu-
pations are often associated with diff erent environmental exposures (e.g., the 
exposure of workers in sawmills and lumberyards to wood fi ber dust). This 
information can be exploited after individuals are linked to occupational reg-
isters. Although individual exposures may vary depending on the exact job 
task and length of work, such classifi cation can provide important information 
(Knight et al. 2010) and relate occupation to health outcomes. It is important, 
however, to adjust for  confounding since occupation is strongly linked to edu-
cation and other  socioeconomic factors which are also generally associated 
with health.

Urbanicity, another type of  information defi ned on an aggregate level, has 
often been proposed to infl uence psychiatric outcome and mental illness (e.g., 
schizophrenia) and is available from national registers and polls as well as 
from cohorts. For example, SCB off ers information from demographic areas 
(DeSO), using unique codes to indicate nine positions. The fi rst four positions 
indicate the county and municipality to which an area belongs, as it consists 
of the county and municipality code. The fi fth position is a letter: A, B, or C, 
which groups the DeSO into three diff erent categories: A is located primarily 
outside major population concentrations or urban areas; B is mostly located in 
a population concentration or urban area, but not in the central city of the mu-
nicipality; C is located in the central part of the municipality (Figure 11.1). In 
each area, information about age, education, and living conditions is available.

Geographic variations in disease frequency, or exposure (e.g., air pollution), 
can be used in the search for underlying risk factors. Geographic variations in 
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physical environment (e.g., temperature, humidity, wind, and sun exposure) 
may give insight in health and wellness and may be increasingly important 
with future changes in the climate ( Beauté et al. 2016; Bhopal 1993). Such 
data is generally available on a geographic regional level from national meteo-
rological institutes. These measures are available across the European Union 
using the Nomenclature des Unités Territoriales Statistiques (NUTS), the hi-
erarchical geographical region classifi cation system (Publications Offi  ce of the 
European Union 2003). The aim was to obtain comparable areas in terms of, 
for example, surface area and population size in the various EU member states. 
Introduced in 1988 by EUROSTAT, it is also used by the Nordic countries for 
area classifi cation, which can be linked to the individual data in the national 
registers. NUTS can then, in a next step, be linked to national geographic areas 
such as postal codes (zip codes). Using diff erent units or diff erent defi nitions 
of geographic units can result in increased variations in health outcomes; see 
the study of Legionnaires disease (Beauté et al. 2016).

Figure 11.1 Demographic areas coding. Image source: Processing © SCB, other geo-
data © SCB, Lantmäteriet.
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Combining Heterogeneous Data Sources

For a number of health outcomes, the immense gain in statistical power 
achieved by pooling research studies has allowed a detailed examination of 
various relationships, such as attempts to quit smoking, the duration of hor-
monal replacement therapy after menopause, and combined eff ects of mater-
nal and paternal age in autism (Collaborative Group on Hormonal Factors 
in Breast Cancer 1997; Doll et al. 2004; Sandin et al. 2015; Sundström et al. 
2019). Naturally, the pooling of studies is constrained by the available expo-
sure data collected in diff erent sites/countries, sometimes several decades after 
the original study was created. Perhaps more important, pooling studies often 
requires a reduction of the exposure level to a lowest common denominator. 
Aligning data measured in many diff erent ways and for diff erent purposes 
is a challenge and can result in severe oversimplifi cation. When combining 
several, more or less heterogeneous, data sources, the following issues must 
be considered.

Selection of Data Sources

 Finding relevant data can be a challenge. It is clear that documenting various 
data collections and  data samples in public access databases would facilitate 
such a task. For population-based studies, the  Maelstrom project can serve as 
a good example (Bergeron et al. 2018). The Maelstrom project administers a 
database where studies can be registered, the study variables can be mapped 
to existing variables that facilitate cross-study comparisons, longitudinal mea-
surements are displayed, and the contact information for study principal inves-
tigators is accessible.

The lack of generally accepted and utilized variable standard(s) hamper 
pooling eff orts. Thus, harmonization work is repeated for each pooling project, 
which is a waste of sparse resources. Again, Maelstrom may off er a solution 
or a start.

To evaluate  validity and  reliability of collected data, local experts (e.g., 
clinicians) are usually needed, thus allowing human knowledge to be embed-
ded. For example, a pooling study including longitudinal clinical diagnoses 
of type 1 diabetes and a second data sample using  self-reports can make the 
overall results impossible to interpret. The clinical diagnoses may change 
over time as well as the coding system, and changes in the health system may 
aff ect ascertainment.

 Study Design

Integrating knowledge from diff erent data sources is infl uenced by the under-
lying study design. A cohort created as a random sample from a well-defi ned 
population has the advantage of allowing many diff erent research questions to 
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be addressed, but other designs may off er diff erent advantages. While  cohort 
studies are often considered easiest to combine, data from diff erent designs 
should be considered complementary, not competing. Even though much of 
the criticism of case-control studies is valid, as in biased case selections or lack 
of a relevant control group, it is not a feature of the design per se. In the Nordic 
countries, there exists an infrastructure for designing and creating case-control 
studies with at least the same quality as a prospective cohort study (e.g., where 
the full population can be enumerated). Strategies for generating new knowl-
edge should be open for inclusion of data from diff erent designs, and data from 
most designs may be combined using statistical techniques.

Sharing Data

International collaboration as well as data pooling and sharing is key to modern 
research. Not all collaborators and data sources are positioned within the same 
legal system. Thus, ways of sharing and combining data must be considered. 
The most common and, from an analyst’s perspective, best way to share data 
is by sending the original data. Encryption in combination with data transfer 
using secure protocols (e.g., https/TLS) ensure sharing of data with minimal 
risk of data theft during data transport. Combining all data onto one site  opti-
mizes the analytical choices. While it is now diffi  cult to share data between the 
European Union and the United States (Hallinan et al. 2021), it is possible to 
share data within each region. In the European Union, data is shared by apply-
ing standard agreements for data transfer agreements.

When this is not always possible, more advanced and restricted ways of 
 data sharing must be considered. If the safety concern is related to sharing 
of individual-level personal and sensitive data, sharing aggregated data may 
off er an alternative. This, however, comes with restrictions on the analytical 
tools that are available to analyze the data and will therefore not always fi t. A 
simple example of aggregated data is the study of mortality between males 
and females. For a country of Germany’s size, a table of 80 million rows and 
two columns would be needed yet to calculate the diff erence in proportion, a 
2 × 2 table containing the number of rows where males and females die and 
survive will suffi  ce. These information lossless measures are called suffi  cient 
statistics (e.g., for estimating the diff erence in proportions of dead males and 
females). Only statistical analyses where suffi  cient statistics can be derived 
from aggregate-level data can be performed without losing any information 
(Hallinan et al. 2021; Persson et al. 2020; Sandin et al. 2006). When the aggre-
gated data is too crude (too high loss of information) for the intended analysis 
to be executed, simulation approaches may be used. Applying statistical simu-
lation methods made possible by the power of modern computers allows us to 
“simulate” or generate a synthetic database with the same numeric properties 
as the original data, but where all links to original (individual-level) data have 
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been eliminated (Nowok et al. 2016). Once the synthetic database has been 
shared and analyzed, the computer code can be sent back to the original data 
owner and applied to the original (real) data.

For data sharing in larger collaborations across several sites, data federation 
techniques off er a viable solution to this problem by permitting controlled ac-
cess to datasets located and managed in disparate locations without the need 
for permanent storage at a single location (Haas et al. 2002). Under this sce-
nario, each study site retains control of their own data in separate databases at 
their respective site (Figure 11.2). The GenomEUTwin project stored epide-
miological data for around 600,000 twins from across Europe and Australia 
(Muilu et al. 2007). In the iCARE project—a collaboration of national registers 
for autism research between Sweden, Denmark, Norway, Finland, Israel, and 
West Australia—software was developed to share data as well as to analyze 
data in a central node using data aggregated at each site (Figure 11.2) (Carter 
et al. 2016).

Depending on legal requirements, an even more privacy protective ap-
proach may be applied, such as by using technologies off ered by Datashield 
(Wilson et al. 2017b; Wolfson et al. 2010). Datashield implements a database 
federation but in combination with statistical computational techniques similar 
to the aggregated data (above). Here, only minimal statistics are shared to the 

Remote Site 1 Remote Site 2

Remote Site 3 Remote Site 4

Local Research
Dataset

Local Research
Dataset

Local Research
Dataset

Local Research
Dataset

Federation
Component

Access
Portal

VIPAR Master
Server

Figure 11.2 Topology of ViPAR (from Carter et al. 2016; https://creativecommons.
org/licenses/by/4.0/deed.en). This database application is built around a master server, 
linked to remote sites. Each site maintains their own data. Analysts access the web-
based portal where they run analyses. During analysis, the federation component 
retrieves data from the sites into computer RAM on the master server where they are 
analyzed and removed without ever permanently being stored.
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central analytical server; individual-level data never leave the local site. As an 
example, for calculating a linear regression line, only measures (n, ∑ x, ∑ x2) 
are needed from each site (“suffi  cient statistics”). 

Generating Knowledge

Internal and External Validity

While many associations and treatment contrasts  can be reliably estimated 
within single studies,  external validity may be less dependable. For instance, 
even if the relative risk of a health outcome is estimated close to the underlying 
truth internally in the study, the absolute measures may be biased. This needs 
to be considered and may be addressed by weighting (Wang et al. 2020).

 Confounding needs to be considered as an important topic, both when 
designing new studies or gathering data from diff erent data sources. Healthy 
worker eff ect is such an example. Originally observed in occupational  cohort 
studies, healthy worker eff ect refers to a situation where people available 
for and willing to participate in a study tend to be healthier than the target 
population. This specifi c form of selection bias usually results in an under-
estimation of risks, such as for mortality caused by occupational exposures 
(Naimi et al. 2013).

Replication

One single study, no matter how well  designed or implemented, is unable to 
provide irrefutable evidence regarding the correctness of an association. By us-
ing study replication design with independent data samples, the  generalizability 
of results can be addressed as well as the increasing concern of bias and non-
reproducibility of results from research studies (Ioannidis 2005; Moonesinghe 
et al. 2007). This is a current priority of the NIH (National Institute of Dental 
and Craniofacial Research 2018), which also calls for large population-based 
studies with contemporary and accurate clinical diagnoses and for studies that 
can adjust for individual and familial  confounding as well as temporal trends.

Knowledge Embedding

Failing to embed properly human knowledge, experience, and empirical knowl-
edge is wasteful. Immediate examples of this include the integration of clinical 
knowledge about case ascertainment and clinical exposure or known features 
of health system(s). An analytical example is when applying known genetic 
correlations in equations (Bai et al. 2019; Svensson et al. 2009) instead of 
estimating the correlations from the data itself. On the other hand, embedding 
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human knowledge in the wrong way or embedding less solid knowledge could 
increase both bias and measurement errors.

Challenges

Combining data sources, especially large data with high statistical power, but 
sometimes limited validity, can lead to false alarms (e.g., warning for spu-
rious association between diet or other environmental exposures and health 
outcomes). False alarms undermine the credibility of science, move the focus 
from more important and causally true associations, and increase the anxiety of 
consumers of the research literature. The reasons for false alarms include badly 
designed studies, nontransparent (or entirely lacking) analysis plans (often with 
extensive and ad hoc subgroup analyses), lack of adjustment for multiplicity of 
statistical tests, and fi ndings uncritically promoted by the investigators. Media 
attention often worsens the problem when a potentially large proportion of the 
population may be concerned about a particular exposure. Examples of this 
include the fear that one might contract brain cancer from using a cell phone 
use (IARC Working Group on the Evaluation of Carcinigenic Risks to Humans 
2013) or that vaccines increase the risk for autism. It took over a decade to ease 
public concern over media alarms regarding cellular phones (IARC Working 
Group on the Evaluation of Carcinigenic Risks to Humans 2013). The false 
claim of autism risk following vaccination has yet to be dismantled in the 
minds of a large proportion of society and has aff ected other health outcomes 
(Madsen et al. 2002). An important yet often neglected consequence of false 
alarms is that they can undermine eff orts to promote healthy lifestyles based 
on well-established evidence. False alarms increase the risk that the general 
public will deny all evidence and leave them with a sense that nothing matters.

Given the many rare outcomes and sparse exposures,  big data approaches 
are needed. Geographic disparities as well as temporal trends in disease risk 
and health markers may indicate the presence of environmental factors. Still, it 
is a challenge to bring in such innovation, which must be paired with funding, 
into these and related fi elds.

Summary and Notes about Future Needs

There are many key issues that need to be addressed in the  future:

1. High-quality data do not occur automatically. As researchers, or us-
ers of data, we all have a responsibility to generate new data. Current 
research models give too little credit to these issues. After years of 
planning, generating funding, and collecting quality assurance data, 
analysts often expect to take fi rst and last place in the list of authors 
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by arguing they made the scientifi c contribution. We need a new model 
to reward the creation and management of new data. New data in a 
new area should be designed, not as isolated islands, but with the aim 
and target to combine with other data sources upfront. All new studies 
want to perform new measures (e.g., new risk scores, new measures of 
 physical activity, rating scales). Each new study, however, should not 
overlook the importance of reusing existing measures, which would 
allow the fi eld to connect multiple related studies to facilitate pooling 
and replication.

2. Study documentation: Projects like  Maelstrom should be supported.
3. Legal concern: To solve issues around data access and sharing, more 

conscious, brave, and scientifi cally engaged lawyers are needed as col-
laborators to move the fi eld forward. Too often lawyers act in the role 
of guardians of a company, university, or database. As such, denial of 
data access is often the fi rst level of defense. For the community, this 
may result in unethical procedures where accrual and generation of 
new knowledge is hampered—often contrary to the wish of patients or 
study participants (Dufva et al. 2021).

4.  Privacy and  data sharing: In a globalized world where collabora-
tions are key for fast and effi  cient development, we need to develop 
community-based agreements on how to use personal data. Whereas 
the European Union has taken one standpoint in strengthening the 
rights of individual citizens to own and control their personal data, 
other countries do not agree and have instead adopted laws where 
governments have the right to all data. This situation seriously ham-
pers collaborations.

5. Methods and competence: There is an urgent need for advanced sta-
tistical methods, analysts, and software tools to apply these methods 
to  optimize the use of data, targeted for the research question at hand.

6. Data, method, and software: Publications in health research, and other 
work, should include not only a written description of the analytical 
approach. In Open Science publications, and for science funded by the 
NIH, there is often a requirement that data should be made available 
after publication. While this is a step forward, it is not suffi  cient. The 
analytical method should be documented through publication of the 
software code used, and comments on the diff erent steps taken to reach 
the fi nal conclusions.

7.  Replication: We need models and approaches that encourage replica-
tion and verifi cation of research results. Not only should “new” hypoth-
eses be rewarded; more credit should be given to replication studies. 
This will allow studies that cannot be replicated to be downplayed and 
studies which are replicated, but where results cannot be replicated and 
verifi ed, to be shamed.
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Appendix 11.1: Useful Links

Europe

•  Infrastructure for spatial information in Europe (INSPIRE): https://inspire-
geoportal.ec.europa.eu/

• European Union offi  cial statistics (EUROSTAT): https://ec.europa.eu/eurostat
• Data at the World Health Organization: https://www.who.int/data

 Sweden

• The National Board of Health and Welfare web page: 
http://www.socialstyrelsen.se/english

• The Swedish Medical Birth Register: http://www.socialstyrelsen.se/register/
halsodataregister/medicinskafodelseregistret/inenglish

• National Patient Register: http://www.socialstyrelsen.se/register/
halsodataregister/patientregistret/inenglish

• The Swedish Cancer Registry: http://www.socialstyrelsen.se/register/
halsodataregister/cancerregistret/inenglish

• Swedish National Quality Registries, a unique research base: http://
kvalitetsregister.se/englishpages/useregistrydatainyourresearch.2251.html

• Ethical aspects of registry-based research in the Nordic countries: 
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC4664438/

• Statistics Sweden (SCB), government of Sweden’s bureau for offi  cial statis-
tics: https://www.scb.se

• Regional statistical products: 
https://www.scb.se/en_/Services/Regional-statistical-products/

• Guidance for researchers and universities: 
https://www.scb.se/en_/Services/Guidance-for-researchers-and-universities/

• Longitudinal integration database for health insurance and labor market 
studies (LISA): https://www.scb.se/en_/Services/Guidance-for-researchers-
and-universities/SCB-Data/Longitudinal-integration-database-for-health-
insurance-and-labour-market-studies-LISA-by-Swedish-acronym/

• MONA – leveranssystemet för microdata: 
https://www.scb.se/sv_/Vara-tjanster/Bestalla-mikrodata/MONA/
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 Denmark

•  Statistics Denmark, government of Denmark’s bureau for offi  cial statistics: 
https://www.dst.dk/en

• The Danish Health Data Authority: https://www.sst.dk/da
• Overview of Danish health data: https://www.danishhealthdata.com
• Publications for several Danish registers: 

https://journals.sagepub.com/toc/sjp/39/7_suppl

 Finland

• The Act on the Secondary Use of Health and Social Data: 
https://stm.fi /en/secondary-use-of-health-and-social-data

• Personal Data Act (unoffi  cial translation): 
http://www.fi nlex.fi /fi /laki/kaannokset/1999/en19990523.pdf

• Act on the Openness of Government Activities: 
http://www.fi nlex.fi /fi /laki/kaannokset/1999/en19990621

• Statistics Act: http://tilastokeskus.fi /meta/lait/tilastolaki_en.html & http://tilas-
tokeskus.fi /meta/lait/2013_tilastolaki_en.pdf

• Medical Research Act: 
http://www.fi nlex.fi /fi /laki/kaannokset/1999/en19990488.pdf

• Data Protection Ombudsman: http://www.tietosuoja.fi /en/index.html
• Findata, Health and Social Data Permit Authority: https://www.fi ndata.fi /en/
• Finnish Information Centre for Register Research: 

https://rekisteritutkimusen.wordpress.com/
• Institute for Health and Welfare (THL): https://www.thl.fi /en/web/thlfi -en 

(e.g., Medical Birth Register, Hospital Discharge Register, Care Register for 
Health Care, Register of Primary Health Care visits)

• Statistics Finland, government of Finland’s bureau for offi  cial statistics: 
http://www.stat.fi /index_en.html

• Population Register Centre: http://vrk.fi /en/frontpage (data e.g., on address, 
nationality, mother tongue, and family relations)

• Social Insurance Institution of Finland: http://www.kela.fi /web/en (data e.g., 
on reimbursed prescription medication purchases and welfare benefi ts)

• Finnish Cancer Registry: http://www.cancer.fi /syoparekisteri/en/
• Finnish Centre for Pensions: http://www.etk.fi /en/ (data on all old-age and 

disability pensions)

 Norway

• The Regional Committees for Medical and Health Research Ethics: 
https://helseforskning.etikkom.no/?_ikbLanguageCode=us

• A translated (unoffi  cial) version of The Health Research Act: 
https://app.uio.no/ub/ujur/oversatte-lover/data/lov-20080620-044-eng.pdf

•  Statistics Norway, government of Norway’s bureau for offi  cial statistics: 
http://www.ssb.no/en/

• The Norwegian Institute of Public Health (NIPH), which administers the 
Medical Birth Registry of Norway, the Norwegian Cause of Death Registry, 
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the Norwegian Neonatal Network (a quality registry for neonatal medicine) 
and the Norwegian Prescription Database: https://www.fhi.no/en/

• The Norwegian Patient Registry administered by the Norwegian Directorate 
of Health: https://helsedirektoratet.no/english/norwegian-patient-registry

• The Cancer Registry of Norway: https://www.kreftregisteret.no/en/
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Challenges in Data Science 
in the Use of Large-Scale 
Population Datasets for 

Scientifi c Inquiry
Hye-Chung Kum, Steven Bedrick, and Michele C. Weigle

Abstract

In today’s digital world, traces of almost all human activity are logged in various da-
tabases, which some have termed the  social genome data. When appropriate methods 
are applied to this real-world data, the potential for new insights is endless. The social 
genome data may transform many fi elds of science, just as the human genome data 
has transformed biology. Yet, obtaining, accessing, integrating, cleaning, and using the 
social genome data to realize its full potential has many computational, statistical, and 
ethical challenges. The general methodological approach adopted to study human be-
havior found in the social genome data is data science. The application of data science 
in an iterative spiral process can result in the transformation of  data to information to 
knowledge to action by iterating between inductive and deductive reasoning. Data sci-
ence applies methods from both computer science and statistics, and also seeks to syn-
thesize them and develop new methods to address the context and needs of a particular 
disciplinary fi eld. In this paper, the importance of incorporating  human judgment and 
expert domain knowledge into the data science activities at all steps and the numerous 
design decisions required to obtain valid results and ultimately useful insights is em-
phasized. Challenges and open questions in applying data science to the emerging fi eld 
of digital ethology for scientifi c inquiry follow. In sum, data science  teams must have a 
wide view to see the context, understand ethical considerations of the data, and be able 
to communicate both the insights and the limitations inherent in the data.

Introduction

Over the last few decades, most of the processes in our society have been 
digitized, leading to a new digital world where almost all traces of human 
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activities, from birth to death, are captured in various databases. In our pre-
vious work, we have referred to the digital footprints left by humans as the 
social genome data (Kum et al. 2014); that is, large-scale datasets of records 
collected from a large proportion of individuals in a population that report on 
people’s interactions with governments, businesses, and other individuals—
collected and linked from many data sources (e.g., the health, education, fi nan-
cial, Census, location, shopping, employment, or social networking records). 
This encompasses all aspects of human activity including exposure and out-
come data. Social genome data are the basis of population informatics (Kum 
et al. 2014), also called population data science (McGrail and Jones 2018), 
which leverages these large, complex, diverse, integrated individual-level real-
world data to address population scale research questions and gain insights by 
observing human behavior in the digital traces (Kum et al. 2014).

Just as human genome data has transformed, for example, biology in many 
ways, the potential for new insights when appropriate methods are applied to 
social genome data is endless and may transform many fi elds of science. Yet, 
obtaining, accessing, integrating, cleaning, and using the social genome data to 
realize its full potential has many computational, statistical, and ethical chal-
lenges (Blei and Smyth 2017; Cesare et al. 2018; Haneef et al. 2022). We adopt 
the view that social genome data are  big data as characterized by some aspects 
of the scale, complexity, heterogeneity, and  uncertainty of the data sometimes 
referred to as the fi ve Vs of big data: volume, velocity, variety, veracity, and 
value. This requires a new way of synthesizing insight from the raw real-world 
data beyond the traditional methods, regardless of the size of data (Borgman et 
al. 2015; Ekbia et al. 2015).

In this paper, we fi rst present a brief overview of data science as we de-
fi ne the phrase, the general methodological approach we adopt to study human 
behavior in the social genome data. This includes a description of how data 
science results in the transformation of data to information to knowledge to ac-
tion. Then we present challenges and open questions in applying data science 
to the emerging fi eld of digital ethology.

To ground and motivate our discussion, we introduce a case study involv-
ing a hypothetical (but in many ways realistic) analysis  into the impacts of a 
wildfi re smoke event on the population of a city. Wildfi re smoke is rapidly be-
coming a signifi cant public health and climate justice issue (Black et al. 2017; 
Liu et al. 2015; Reid and Maestas 2019). Smoke events aff ect many aspects 
of behavior and activity, and, as such, our hypothetical analysts must work 
with data regarding many aspects of the life and structure of the city includ-
ing, for instance, data about emergency department (ED) visits, meteorological 
conditions, and traffi  c patterns. This includes both data about individuals and 
also data about the environment—both physical and social—around those in-
dividuals, which are all part of the social genome data (see chapters by Smith, 
Pallante et al., and Sandine, this volume). Analyzing this diverse collection of 
data to produce actionable policy that could improve residents’ well-being will 
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require a data science  team that includes expertise in domain science,1 statis-
tics/math, and computer science/IT (Cao 2017). We will use this scenario to 
illustrate diff erent aspects of the data science analysis process.

Data, Information, Knowledge, and Action (DIKA)

The main methodological approach that is needed to extract information and 
knowledge from the social genome data to obtain new insights about human 
behavior is data science. We adopt the view that data science applies meth-
ods from both computer science and statistics but also seeks to “blend them, 
refocus them, and develop new methods to address the context” and needs 
of a particular disciplinary fi eld (Blei and Smyth 2017). In addition, we em-
phasize the importance of incorporating  human judgments and expert domain 
knowledge into the data science activities in all steps to obtain valid results and 
ultimately useful insights. Data science requires sensemaking techniques bor-
rowed from cognitive science (Grolemund and Wickham 2014) that allow the 
data scientists to apply their work to a larger framework. Further, the methods 
and techniques required for this may vary by domain, and even by research 
question. Data scientists need to be able to have a wide view to see the con-
text of the question at hand, understand ethical considerations of the data, and 
be able to communicate both the insights and the limitations inherent in the 
data (Blei and Smyth 2017). Data science overlaps in many ways with the 
fi eld of Knowledge Discovery and Data Mining (KDD), traditionally defi ned 
as “the non-trivial process of identifying valid, novel, potentially useful, and 
ultimately understandable patterns in data” (Fayyad et al. 1996). We postulate 
that data science as a methodology goes beyond KDD in that it explicitly in-
cludes the timely and eff ective communication of the patterns to the relevant 
stakeholders to support knowledge, decisions, and actions.

Figure 12.1 depicts our framework for leveraging the digital traces in the 
social genome data to support evidence-based action. This “data to action hi-
erarchy” is adapted from the standard DIKW (data–information–knowledge–
wisdom) pyramid (Ackoff  1989) with an added focus on data science and its 
application to social genome data. At the foundation (level 1), we fi nd our 
social genome data library with an appropriate infrastructure for its secure and 
compliant access. One of the critical steps in data science is to defi ne a research 
question that will inform the domain but will also be feasible to answer with 
the data on hand. We need domain scientists who are able to map domain-
level questions and inquiries into tractable, or even abstract, tasks that provide 

1 In this scenario, the specifi c kinds of “domain science” needed will depend on the ultimate ana-
lytical and policy goals of the study, but might include, for example, public and environmental 
health, forestry, botany, meteorology, and urban planning. Furthermore, domain expertise in 
history, sociology, demography, and political science, with an emphasis on the local commu-
nity, may be essential.
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a target for the investigation. They will need a good understanding of what 
data are available in the social genome data library. These questions can then 
be used to help drive the analysis, using various methods (level 2), including 
KDD, machine learning (ML), artifi cial intelligence (AI), and other statistical 
methods. The expertise of domain knowledgeable computer scientists is essen-
tial here to be able to extract relevant data and determine appropriate analysis 
techniques to eff ectively address the given questions. The outcomes of these 
analyses are the answers to the tractable data questions that were posed. Ideally 
the initial results, this new information (level 3), can be used to generate new 
questions that can then lead to more insights. Though this is depicted as a 
pyramid, it is really an iterative process where questions are asked about data, 
which are analyzed using methods that produce information, leading to new 
questions, potentially requiring additional sources of data for analysis (and 
thus, perhaps, new methods). This process continues until the information that 
is produced results in new knowledge (level 4). This happens when multiple 
pieces of information can be combined by a human with their domain knowl-
edge, expertise, and experience. The new knowledge in the domain expert can 
then lead to actions and decisions based on data. Unlike highly automated anal-
ysis tasks, this process often requires a  team of data and domain scientists with 
a wide range of expertise iterating through many deliberations,  judgments, and 
analyses. In the following sections, we will expand upon the issues and chal-
lenges faced on this path from data to action.

Level 1: Data Infrastructure

The fi rst step for data to support action is to build a compliant data infrastruc-
ture (level 1) where social genome data can be ingested, often in the form of 

Figure 12.1 Data, information, knowledge, and action (DIKA) pyramid. KDD: Knowl-
edge Discovery and Data Mining; ML:  machine learning; AI: artifi cial intelligence.
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a data lake: a “repository storing raw data in their native format,” without a 
pre-defi ned purpose or specifi c intended use (Ravat and Zhao 2019). Along 
with the raw data, some type of metadata about the raw data must be managed 
so that use can be supported dynamically as the need arises. In addition to the 
data and metadata, we posit that the underlying software code used throughout 
the full data pipeline, (involving, e.g., ingest, cleaning, transformation) is also 
an integral part of the data infrastructure, in order to facilitate good science 
through replication and  reuse (Goodman et al. 2014). Typical users of the  data 
lake are skilled data scientists trained in both computer science and statistics 
with technical skills in data wrangling and pattern extraction.

By “compliant data infrastructure,” we mean the combination of secure 
computer systems along with the associated policy and procedure layers for 
data governance that facilitate compliance with legal and ethical obligations 
(Kum and Ahalt 2013) for use of the data. As data move through the diff erent 
processes described in the DIKA pyramid, access requirements will change, 
and an eff ective infrastructure will have more than one level of access (e.g., 
restricted, controlled, monitored, and open access). Access controls often 
relate to granularity of data; for instance, as in a scenario in which some 
users in some contexts are only able to access data that has been aggregated 
to a certain degree. Beyond purely technical controls, institutions generally 
require policy controls when analyzing social genome data, in the form of 
various types of security,  privacy, and human subject research approvals. 
The details of the data governance and ethical issues are beyond the scope 
of this paper, but the myriad of laws that apply to the diff erent data sources 
and purpose of use, and diff erent institutional policies on how to manage the 
risks involved, is not trivial and is often one of the major barriers to this type 
of research becoming mainstream. Managing these kinds of data governance 
complexities is one of the core methodological components of population 
informatics as a fi eld.

Case Study

Using the example of our wildfi re scenario, our data lake will contain several 
diff erent datasets from a variety of sources and take a variety of forms:

• Admission and discharge data reported by area hospitals and EDs to 
the county public health authority (structured,  de-identifi ed, both indi-
vidual level as well as aggregated into geospatial units)

• Data about transit and automotive  traffi  c patterns from the city’s 
Department of Transportation (geospatial, time series)

• Demographic information from city, state, and federal records (struc-
tured, possibly aggregated to varying levels ranging from county to 
neighborhood or Census tract, geospatial)
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• Geospatial/geographic features of the region (e.g., terrain height map, 
locations of bodies of water) and readings from air quality monitors 
(structured, dense time series, geospatial)

• Meteorological data (structured, dense time series, geospatial)
• Emergency management and wildfi re reporting data (structured, 

geospatial)
• Corpora of news articles, social media posts, shared photos produced 

before, during, and after the event (individual-level, unstructured text 
and images)

Simply assembling such a dataset represents a substantial technical challenge; 
each component will bring its own diffi  culties in terms of collection, storage, 
maintenance, errors,  uncertainty, and documentation. Some may be obtainable 
from published sources, while generating others may require close collabora-
tion with data providers. The scale and volume of each component data source 
is likely to be quite diff erent, and each will use fundamentally diff erent fi le 
formats, data models, and sampling frames. Furthermore, from a governance 
standpoint, diff erent parts of this dataset will require diff erent levels of care 
and oversight when being collected and used. Some of the information is gen-
erally publicly available (e.g., air quality readings), while other subsets of the 
dataset are of a more clearly sensitive nature (e.g., ED admissions), and may 
come with rules around who is able to access the data and in what ways or 
may require auditable records of when the data were accessed. Additionally, 
consider the corpus of social media posts; in this particular scenario, such data 
are best understood as being public but still sensitive (Martin and Shilton 2016; 
Nissenbaum 2011; Olteanu et al. 2019; Zimmer 2018) and, as such, must be 
treated with care (see Weigle et al., this volume). Note that the process of 
building a  data lake, just like that of the KDD process as a whole (Figure 12.2), 
is typically iterative: new data sources will likely be added as they become 
available, and, as our scope of analysis changes over time, diff erent sources 
may suddenly become relevant. It is also important to remember that our dif-
ferent sources of data may play diff erent roles over the course of the project; 
one kind of data may be considered as an exposure of possible interest in one 
analysis, and then in another analysis that same data element may be consid-
ered as an outcome (dependent) variable, or as a moderator for some other 
eff ect. One advantage of the data lake model (as compared to a model relying 
on a more formally structured data repository) is that it preserves the maximum 
fl exibility in how its constituent datasets may be used.

Levels 2 and 3: Application of Methods for Information

After assembling our data lake, the next step is to defi ne research questions that 
may be answered using the diverse data available in the social genome data 
library to extract new information in the fi eld (level 3). In this step, the main 
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task is to frame real-world questions into tractable data questions that can be 
addressed with the data available. This step is often led by domain scientists 
who are trained and have more experience in the newer data intensive meth-
ods in their fi eld. They often work closely with a strong  data science team to 
determine the most appropriate methods to apply to the raw data to address the 
question. Methods here are used very broadly to include the full KDD process 
(Figure 12.2) such as experiential design, measurement defi nitions, feature and 
sample selection, as well as modeling and  validation.

Once the research question, general methods, and data have been deter-
mined, the heavy lifting data science implementation begins (level 2). This 
is an iterative process that is often referred to as a spiral process, where each 
iteration will improve on the limitations of the previous spiral until the fi nal 
results meet the goals of the project. More computationally trained data sci-
entists may adopt the philosophy of agile development (Wells 2009), more 
often used for software development. This starts from the minimum viable 
product (MVP), by setting up the data pipeline from beginning to end to check 
all the basics and test feasibility in the fi rst spiral, then specifi es more details 
in diff erent parts of the data pipeline over the diff erent spirals. This way of 
implementing the data science project will allow for more  reproducible and 
tractable results, ultimately leading to more valid results. It also easily allows 
for engaging the domain scientist with diff erent levels of skills at the end of 
each spiral to do quick checks for staying on track to address the main research 
question in the domain. These meetings are critical to having results that are 
relevant to the domain and not getting pulled into the data too far from reality. 
It is important that the design of the study is well thought out ahead of time 
since it will be expensive in terms of time and eff ort to redo things if the setup 
is wrong. Testing out all aspects using the MVP in the fi rst spiral is one way to 
check on feasibility before the project gets too far into the weeds.

Figure 12.2 Knowledge discovery and data mining process.
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Case Study

In the context of our wildfi re scenario, imagine an epidemiologist interested 
in health disparities associated with this particular exposure across racial and 
ethnic groups as part of a larger eff ort around determining how best to allocate 
resources from emergency preparedness funds. Wildfi re smoke is known to 
have heterogeneous impacts across the population (Davies et al. 2018; Liu 
et al. 2017; Masri et al. 2021), and  environmental justice requires that this 
be taken into account when planning interventions (Brulle and Pellow 2006; 
D’Evelyn et al. 2022). Our epidemiologist’s “big picture” research question 
might be something along the lines of: Are there diff erences in how wildfi re 
smoke is aff ecting the respiratory health of Latino and White residents of the 
city? There are many possible ways to address this question, depending on 
how one operationalizes various elements. Which path one takes will depend 
heavily on what specifi c data are available. The data scientist, then, will work 
closely with the epidemiologist to make the question more concrete, and to 
determine what aspects are feasible (and, just as importantly, what aspects are 
not). Beginning with the question of how to measure respiratory health impact, 
we may decide to focus on ED visits with certain groups of diagnosis codes; 
deciding which codes to include will require a certain amount of domain ex-
pertise in working with medical data.

Next, we turn to how to address the question of ethnicity. In our scenario, 
let us assume that the dataset of ED visits does not turn out to contain reliable 
information about the ethnicity of patients, which means we must rely on a less 
indirect statistical approach. We may not have direct ethnicity data, but we do 
have approximate mailing addresses from the billing records (approximate be-
cause they have been blurred/fuzzed as part of a  de-identifi cation eff ort by the 
original data provider), and, in combination with Census data, it may or may 
not be possible to use geography as a proxy to get at questions of racial and 
ethnic disparities; determining this aspect of the analysis will require not only 
statistical and computational expertise but also domain knowledge in racial 
disparities, and it may prove necessary to obtain additional or diff erent sources 
of data.

Finally, to quantify the amount of exposure to smoke, the data scientist will 
work with the epidemiologist to review available data from the air quality mon-
itoring network in the city; they may also need to involve additional domain 
experts, for example, specialists in environmental monitoring and sensing, or 
people with location-specifi c knowledge about the city’s air quality monitoring 
infrastructure. Together, they will make determinations about (a) the adequacy 
of coverage and quality, (b) modeling considerations around granularity (in 
terms of temporal and spatial resolution), and (c) possible issues integrating 
data from multiple sensor networks. At each of these steps, the original re-
search question will be refi ned, and new questions may be generated.
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Levels 4 and 5: Knowledge and Action

After valid results are obtained to the tractable data questions, the fourth step is 
to translate the data answer back to the real-world answer to the original real-
world question. It will be important at this phase to be transparent, describing 
exactly what population was used, how features were defi ned, what, if any, 
algorithmic black boxes were used, and the limitations of the study including 
the degree of  generalizability of the results. The devil is in the details in any 
data intensive study, and the details matter in how to interpret the results in the 
appropriate context. Research involving  social genome data typically involves 
numerous datasets from a variety of sources, meaning that these details have 
a way of multiplying in their complexity and subtlety. If the error and  uncer-
tainty is not well managed by data science experts, then the results will be 
meaningless.

Another common task at this step is to design and conduct sensitivity analy-
sis that can more clearly delineate the scope of the information obtained. When 
the full details of the study are eff ectively presented to data savvy decision 
makers, we posit that they will synthesize the data details and results into trans-
formational knowledge that can support evidence-based decisions and actions. 
We believe that information becomes knowledge in a person once the informa-
tion is understood well enough to apply to decision-making processes and ac-
tions. These data savvy decision makers in the domain are the third type of data 
scientists that have expertise in the domain as well as an intuition for what data 
can and cannot do, and good  judgment on how best to use evidence from data. 
Many of them are not trained at the PhD level and are key to having real-world 
impact from the new information and knowledge obtained from data-intensive 
scientifi c inquiry.

Case Study

Recall that the underlying motivation behind our analysis of wildfi re smoke 
impact was to help inform decision making about how to allocate emergency 
preparedness funds, with the goal of maximizing their impact on the commu-
nity’s health. Suppose that our analysts have now computed per-neighborhood 
estimates of air quality impact, and by linking them with Census data have 
found what appear to be disparities across ethnicities in terms of that impact. 
Intriguingly, however, they have also noticed some “outlier” neighborhoods 
(i.e., neighborhoods more heavily impacted by wildfi re smoke than the model 
would have predicted based on their demographic and geographic proper-
ties). In looking more closely at our data, we have spotted that these outlier 
neighborhoods are ones that have a larger-than-baseline number of living 
facilities for the elderly, and that the bulk of the larger-than-baseline number 
of ED visits from those neighborhoods are indeed from older members of 
the community.
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We have now produced knowledge and must translate it into action. This 
becomes an entirely diff erent matter, requiring a diff erent set of skills. Earlier 
in the analysis, our research questions and analytical plan were shaped by the 
data that were available to us. Now, we must be shaped by two variables that 
lay somewhat outside the realm of what is usually thought of as “data science”: 
our community’s values and the space of possible actions that may be possible.

In terms of our community’s values, recall that our goal is to “maximize 
impact” on the community’s health. It is of course crucial to ask what form 
this is to take; answering this question must necessarily include some consid-
eration of our community’s values. Are we primarily concerned with equality? 
If so, we may set our goals as being to provide a (possibly smaller) benefi t to 
the largest number of people possible. Alternatively, we may wish to prioritize 
 equity, and  focus on providing assistance to those who are more vulnerable or 
more heavily impacted, even if it means helping a smaller number of people 
overall. We may wish to prioritize justice and thus take historical patterns of 
inequality and oppression into account as we decide which parts of our com-
munity to focus on. Of course, these are not necessarily mutually exclusive 
ways of thinking, but the important thing to note here is that this is not a ques-
tion that we are able to answer using ML methods.

In terms of the action space available, we are similarly at the end of our 
road in terms of computational and statistical tools. We can off er suggestions 
informed by our analysis (some of the grant funding could go to cover air 
fi lter maintenance and upgrades to living facilities for the elderly, or to public 
outreach materials in specifi c languages) but fundamentally this may well be 
beyond our control.

We are not, however, at the limit of what we as data scientists can (and 
must) contribute from a methodological standpoint. Resolving questions of 
values and choices of action will involve disseminating the results of our anal-
yses to the community as a whole and to policy makers and will involve a great 
deal of communication. A key part of this will involve helping the consumers 
of our results to understand the provenance of our fi ndings, as well as what our 
level of uncertainty might be around individual conclusions. This may take, for 
example, the form of written reports, data visualizations (interactive or static), 
and simulations (answering “what if” or “for instance” questions), all of which 
are core parts of the data science process.

Open Questions and Challenges

Human in the Loop

One of the diffi  culties in being able to leverage fully the social genome data 
is that for a given research question, more data are not always better. In fact, 
as the following sections will demonstrate, often the plethora of what, at fi rst 
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glance, may seem like relevant data often will not turn out to be useful after 
more careful investigation. There are several reasons for this:

1. The sampling frame is unknown.
2. The variables are not measured in the right unit.
3. There are not suffi  cient variables available in the data to address the 

questions.
4. The diff erent available datasets cannot be integrated to address the 

question.
5. Similar constructs are measured on diff erent perspectives that do not 

align well.

“Garbage in, garbage out” is a principle all data scientists must heed. It is too 
easy to drown in data and lose sight of your research objectives. Thus, we 
posit that data science is a human-intensive intellectual activity that requires 
much thoughtful deliberation over many parts of the research, including re-
search question development based on an understanding of current theories 
in the fi eld, the feasibility of the study using available data, a thoughtful re-
search plan based an appreciation for experimental design, inferential statistics 
principles, and measurement. Data science is more art than science due to the 
countless  human judgments that are required. Data science is ultimately about 
sensemaking from raw data and trying to put the puzzle together to see the big 
picture. But for a particular puzzle, even though there may be a lot of pieces 
from lots of diff erent puzzles, there may not be enough relevant pieces to com-
plete the puzzle of interest. The data science team will usually have to fi ll in 
the blanks with good human judgment based on prior theories in the fi eld, good 
empirical research, and understanding the limitations of  big data. There are 
many barriers (e.g., aligning funding and authorship conventions with diff erent 
disciplinary  expectations and incentives) to working in interdisciplinary  team 
science that will be important to navigating the fi eld. For in-depth discussion, 
see Medeiros et al. (this volume).

Good Science, Bad Science, and Data Science

We should not confuse scientifi c inquiry with just running statistics on data. 
All statistical methods require subjective choices, and there is no objective 
decision machine for automated scientifi c inference. Thus, inference from the 
sample to a larger population must be scientifi c rather than statistical, even 
if we use inferential statistics. It must be scientists who make the inference, 
and “claims about a larger population will always be uncertain” (Amrhein et 
al. 2019; Gelman and Hennig 2017). We must remember that the acceptable 
level of  uncertainty for scientifi c inquiry and public policy decision mak-
ing is diff erent from when recommending products online, and it requires a 
higher level of rigor and precision. In sum, good science naturally requires 
much thinking, judgment, dealing with uncertainties, hypothesis generation, 
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hypothesis testing, and making correct interpretations after properly applying 
inferential statistics.

The full empirical scientifi c research cycle, as illustrated in Figure 12.3, 
involves observation–induction–deduction–testing–evaluation (De Groot and 
Spiekerman 1969). The fi rst phase of observation and induction is the explor-
atory data analysis phase where broad general inquiries are being made to gen-
erate good research questions and hypotheses using inductive reasoning based 
on observed patterns and past theories in the fi eld. The second phase of de-
duction, testing, and evaluation is the confi rmatory data analysis phase where 
worthy hypotheses are carefully selected and tested through good experimental 
design, data collection, and analysis contributing to the knowledge base in the 
fi eld including both the positive and negative results. What we learn from the 
confi rmatory analysis should inform the next iteration of exploratory analysis, 
providing direction for what next questions should be investigated. Note that 
“fi nding the question is often more important than fi nding the answer” (Tukey 
1980). Good empirical science has always been an iterative spiral process of 
exploratory analysis and confi rmatory analysis, one careful analysis at a time 
giving insight, leading to a body of literature that together produces knowledge 
through many costly and time-consuming iterations between inductive and de-
ductive reasoning.

What has changed with big data and data science is that now it allows for 
the full empirical scientifi c research cycle in one study. There is the potential 
in some studies to have enough data for even multiple iterations in the data 
lake, allowing for a much faster process of iterating between hypothesis gen-
eration and testing than ever before. In many ways data science is iterating be-
tween (a) traditional qualitative research and quantitative exploratory analysis, 
where the goal is to listen to the data and all of its constituent details as much 

Observation

Evaluation

Testing Deduction

Induction

Figure 12.3 The empirical research cycle (De Groot and Spiekerman 1969).
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as possible in an attempt to fi nd the common patterns and generate good hy-
pothesis through inductive reasoning, and (b) traditional quantitative research, 
where we conduct strict confi rmatory analysis to test the hypothesis through 
deductive reasoning. In any particular study in science, however, these two 
phases are not always so clearly separated, and it is easy to blur the lines and 
lose track of what analysis is being done. This can lead to bad science, where 
we forget that hypothesis testing cannot be conducted on the very data used to 
suggest the hypothesis (Wagenmakers et al. 2012). There is a risk in the spiral 
iterating process to confuse hypothesis testing and generation, leading to a 
fi shing expedition and over interpretation of the fi ndings. To guard against this 
danger, we must remember two important statistical principles that are key to 
good science: proper sampling from a well-defi ned sampling frame and clearly 
planning out your research question and approach before touching the data, 
regardless of whether it is exploratory or confi rmatory analysis.

First, in traditional sciences, one of the most important steps to get right 
is the sampling method. We must ensure that we use a representative random 
sample of the study population, including using stratifi ed sampling to ensure 
smaller subgroups are properly represented. In studies where the target pop-
ulation is diffi  cult to control, it is very important to clearly state the study 
population and note the acceptable scope of  generalizability. For example, in 
our wildfi re scenario, if only English-language social media posts were ana-
lyzed, noting it as a limitation of the study sample is very important to the 
interpretation of the results. Whenever possible, obtaining access to the full 
representative set of social media posts regardless of language and reporting 
out the percentage of the English-language posts in relation to the full universe 
will provide much better context for interpretation, even if limited time and 
resources only allow for analyzing English posts. In data science, because data 
collection often happens “out of band” as a separate activity as opposed to be-
ing part of the planned research itself, this key principle of sampling frame can 
get lost. We must remember, however, that no matter how much data we have, 
if there is not a proper understanding and description of the sampling frame, 
the results may be misleading or useless because it is not possible to interpret 
the results appropriately. A good example of this is the fact that even now, 
many years since the pandemic started, without a well-designed, nationally 
representative random sample for tracking infections and outcomes, we still 
do not know the incidence of  COVID-19 in the United States, even with the 
many sources of data online about COVID-19 cases and deaths (Dean 2022). 
The rates estimated in the Stanford COVID-19 antibody study (Bendavid et 
al. 2021) were quickly challenged by statisticians (Gelman 2020; Gelman and 
Carpenter 2020).

Second, in confi rmatory analysis, two major issues with applying inferential 
statistics on big data are that p-values are directly related to sample size, and 
that there are no good solutions to multiple statistical tests being performed 
on one dataset (Tukey 1980). Some consider the most conservative approach 
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with Bonferroni Correction in these situations, but many believe it can create 
more problems than it solves (Perneger 1998). Others will pay more attention 
to the eff ect size rather than the p-values. Some have argued that there is no 
real alternative, and in most truly confi rmatory studies, one must have “a single 
main question in which a question is [pre]specifi ed by ALL of design, col-
lection, monitoring, AND ANALYSIS” (Tukey 1980; see also Wagenmakers 
et al. 2012 and Miguel et al. 2014). The pre-specifi cation of the study plan 
for confi rmatory hypothesis testing analysis is very important but also often 
diffi  cult to follow because there will likely be something that does not go as 
planned in real research; furthermore, in many scenarios involving secondary 
use of data, pre-specifi cation is diffi  cult because it is not always clear what 
data will be available and in what form. Further, the distinctions between 
exploratory analysis for hypothesis generation and confi rmatory analysis are 
too often not understood, and results of exploratory analysis are reported and 
interpreted as confi rmatory analysis, leading to bad science (Wagenmakers et 
al. 2012). Even in exploratory analysis where there are no hypotheses, it will 
be important to have thought through the main research question and be aware 
of the relevant literature in the fi eld to guide the descriptive study (Miguel et 
al. 2014; Tukey 1980).

Data Integration, Aggregation, and Measurement

The data that form the basis for this type of  research come from a variety of 
sources and are linked together to overcome the limitations of data collected 
for operations from one source, because alone they often do not contain suf-
fi cient information for a study. On one hand, the integration of the diff erent 
data sources can augment the primary source and improve the completeness 
and comprehensiveness of information and potentially provide the important 
context for the data. On the other hand, errors, which exist in all real-world 
data, may get amplifi ed when more datasets are linked together, making it 
more complex to track and bound error in the results (Baldi et al. 2010; Bollier 
2010; Harron et al. 2017). Dealing with  uncertainty and error is fundamental to 
working with any real-world data, but if it cannot be bounded in some way, it 
renders the results mostly useless and can often be misleading. Managing and 
bounding errors throughout the full data science process for proper interpreta-
tion of results is an open area of research.

Integrating data from disparate sources is rife with methodological as well 
as technical challenges. The method of linking individual or organizational 
level data is often referred to as  record linkage (RL), or entity resolution 
(Dusetzina et al. 2014; Getoor and Machanavajjhala 2012; Gilbert et al. 2017; 
Karim et al. 2021). In the wildfi re case study, ED data from diff erent hospi-
tals are likely to require RL to obtain unique people counts because diff erent 
hospital systems will not have a common ID system. The absence of a com-
mon, error-free, unique identifi er makes exact matching solutions inadequate, 
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leading to approximate methods (probabilistic or deterministic) that require 
cleaning and  standardizing data as well as manual resolution of ambiguous 
matches. It is an open area of research that is further complicated with issues 
of  privacy and  confi dentiality due to the need to use identifi able information.

One line of research is the privacy preserving RL methods based on hash-
ing. These methods are computationally set up to solve the private RL problem, 
which focuses on linking data securely given a predetermined linkage mapping 
function. These algorithms assume a machine-only system that limits human 
interaction, making it very diffi  cult to determine the linkage function, clean and 
standardize data, as well as check on the validity of the results, which is critical 
in real applications (Hall and Fienberg 2010; Vatsalan et al. 2017). Another is-
sue with machine-only RL systems is selection bias as a result of preferentially 
selecting patients with complete information on required identifi ers. This can 
underrepresent particular groups, including the socioeconomically disadvan-
taged and racial/ethnic minorities (Bronstein et al. 2009; Harron et al. 2014). 
Thus, balancing the accuracy of RL with privacy is an active research area 
without a known technical solution (Hall and Fienberg 2010; Kum et al. 2013; 
Vatsalan et al. 2017). Recently, a more human-centered AI RL system has been 
proposed that allows researchers to integrate directly, but securely, individual-
level data (Kum et al. 2013). MiNDFIRL (Minimum Necessary Disclosure For 
Interactive Record Linkage) uses ML for the automated components (Antonie 
et al. 2014; Ramezani et al. 2021) and interactive on-demand incremental in-
formation disclosure for privacy-aware manual review components (Kum et 
al. 2019; Ragan et al. 2018) that allow for  optimizing both utility and pri-
vacy. It further facilitates data governance through template documents for 
privacy statement, DUA, and IRB application that communicate the complex 
parts of the technology used in the appropriate language for each community 
(Giannouchos et al. 2021; Kum et al. 2022; Schmit et al. 2020, 2024).

Besides technical issues, there are deeper and more fundamental problems 
that come from integrating data in this way. Datasets do not arise ex nihilo: 
they are designed, collected, postprocessed, and distributed by humans, in re-
sponse to specifi c needs, values, and constraints. Along the way, those same 
humans make numerous conscious and unconscious choices that shape the fi -
nal form of a dataset. Examples of such choices might include which underly-
ing phenomena to capture and what abstraction and modeling compromises to 
make in order to represent the phenomena of interest; where and how to collect 
observations; which observations to include (and which to exclude); and what 
unit to aggregate to. Those humans are themselves operating within a variety 
of structural constraints that aff ect everything from the fundamental questions 
they are asking to the mechanics of how their data are collected. As such, data-
sets are in no way neutral (i.e., value-free) artifacts (Boyd and Crawford 2012).

It is important to note that this is not a critique; it is, rather, a reminder, and 
a simple observation about the nature of real-world data. It is crucial, then, to 
consider carefully the “story” behind any given dataset. This is particularly 
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true in a secondary use scenario, in which, for instance, the values, constraints, 
and priorities that shaped one dataset may diff er from another and may fur-
thermore be quite diff erent from those shaping your analysis. In practice, what 
does this look like? In the case of our wildfi re scenario, one example might 
be a dataset of air quality monitoring records in which, due to logistics of 
how sensors are placed, there is an uneven spatial coverage across a city. In 
such a situation, some parts of the city may have been thoroughly covered, 
whereas the coverage in others may be sparse due to variability in budgeting 
and departmental priorities over time at the local branch offi  ce of the local 
Department of Environmental Quality. For its original scenarios of use, this 
irregular placement may not have posed issues. Our current analysis, however, 
needs to model conditions across the entire city; without taking this underlying 
issue into account, we could easily end up with estimates of our outcome of 
interest that varied in their accuracy according to geography.

When choosing whether and how to use a given dataset, one must ensure 
that the assumptions made by its originators are compatible with our present 
study. Even given that level of compatibility, though, we may encounter prac-
tical diffi  culties in directly integrating data points from disparate datasets if 
the underlying numbers are measuring qualitatively diff erent phenomena. For 
example, to continue our wildfi re analogy, let us imagine that the city and the 
state both have air quality monitoring programs, neither of which has complete 
geographic coverage of the metro area on their own, but which taken together 
have good coverage. May we combine the datasets?

To guide us in thinking through these kinds of challenges, and successfully 
integrating data in this way, we turn to measurement theory and its notions 
of constructs and measurement models. By construct we refer to a theoreti-
cal abstraction of the underlying phenomenon that a dataset is attempting 
to describe (e.g., air quality). Generally, such phenomena are unobservable 
and abstract, and must instead be explored using observable properties of 
the world. The process of doing so is referred to as operationalizing our 
construct via a measurement model. For example, consider the (unobserv-
able) construct of “air quality”: in the context of a wildfi re smoke event, 
we would expect that a resident of our city might experience a decrease in 
their air quality; further, we might expect the amount of decrease to vary 
according to a number of diff erent factors (e.g., wind, geography, the HVAC 
confi guration of their home). Because “air quality” may mean many diff erent 
things (e.g., concentration of a specifi c pollutant, or the presence or absence 
of some set of chemical pollutants), it may be operationalized (i.e., estimated 
via one or more observable phenomena) in a number of ways, depending 
on the specifi c needs of a given project. For instance, one study might op-
erationalize air quality via a quantitative estimate of the concentration of 
particulate matter of a certain size (e.g., PM2.5), while another might focus 
on carbon monoxide concentrations. A third study might not have access to 
appropriate  sensor data from a given geographic area, and thus might measure 
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something more indirect, such as the number of ED visits with respiratory 
complaints. The degree to which a measure meaningfully models and refl ects 
its underlying construct is referred to as its  construct validity; often specifi c 
methodological and engineering choices are made around how to record an 
observable phenomenon in order to capture a particular construct adequately. 
The same observable phenomenon may furthermore be recorded in a very 
diff erent manner (e.g., at a diff erent timescale) depending on the underlying 
construct of interest.

For purposes of data integration, the fi rst prerequisite, then, is that the data 
elements that we wish to integrate are attempting to represent the same con-
struct. From there, many things become at least theoretically possible; assum-
ing that our two measures (PM2.5 and ED visits) are indeed valid, it may be 
possible to combine them in some useful way, perhaps by calibrating them to 
one another and then computing a proxy variable of some kind, under the close 
guidance of a statistician accustomed to such methods.

Moving beyond integration of continuous data, similar issues can also arise 
with categorical data. A particularly common area of diffi  culty in data integra-
tion involves sociodemographic data (e.g., race and ethnicity categories). This 
is an extremely complex and challenging issue (Bowker and Star 1999) and 
there are no “good” answers, only more or less imperfect ones.

Matching Comparison Group in Observational Studies

One of the key characteristics of data science is that it relies on existing data 
sources. In scientifi c terms, it relies on observational data that were collected 
for another primary purpose (e.g., operating a hospital) outside of research. 
Thus, conducting research with these data is a secondary purpose. This means 
that researchers have no control over the  data collection process and method-
ology and are limited to existing data. Thus, these studies are often called ob-
servational studies, secondary database studies, or retrospective studies. One 
of the main challenges when working with large existing databases is extract-
ing meaningful measures and adjusting for the sampling that can address the 
research question, taking into account the limitations of how the data were 
collected, which often does not align well with the research question. This is 
very diff erent from controlled experimental studies where data collection is 
carefully designed to manipulate the variables so that their eff ect upon other 
variables can be directly observed while other conditions are kept constant 
(Shadish et al. 2001).

Unfortunately, there are many experimental studies in sciences that are not 
possible for a variety of reasons, and the next best alternative may be obser-
vational studies using treatment and comparison groups that are carefully de-
signed to adjust for covariates to the extent possible, either through multivari-
able modeling or matching. In our case study, investigating the diff erential 
impact of the wildfi re across racial groups may benefi t from gathering similar 
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data from a matching comparison group from a city with similar characteristics 
but no wildfi re to provide a baseline.

There are numerous variations for matching, using propensity scores, that 
can lead to many decisions:

• What are the appropriate covariates to match on?
• How many comparison samples should be matched to one treatment 

sample?
• What minimum caliper should be used?
• How exact does the match need to be?
• Should sampling be done with or without replacement?

Thus, it is important to think through “the design and compare several matched 
designs for an observational study just as one compares experimental de-
signs before picking a satisfactory design” (Rosenbaum 2020). It is crucial 
that matching is conducted without access to any outcome data, thereby as-
suring the objectivity of the design. It is important to note that outcome data 
are specifi c to a given project and must occur after the event of interest (e.g., 
wildfi re), and it should be distinguished from exposure data for the project, 
which occurs before the event of interest and may look similar to outcome 
data. For example, in the wildfi re example, ED admission data from after the 
wildfi re are outcome data, but ED admission data from before the wildfi re 
may be covariates that measure the baseline condition of the community that 
should be accounted for in the analysis. This may be done in diff erent ways 
such as baseline level of ED visits by zipcode before the wildfi re. Thus, ED 
admission data may be used for matching, as long as it is a measurement that 
occurred before the event of interest. In addition, matching does not preclude 
additionally adjusting an estimate through multivariable modeling using the 
matched sample when appropriate (Rubin 1979). A good review of matching 
can be found in Rosenbaum (2020), who notably describes a methodological 
approach that follows very closely with the general data science approach, in 
that it involves exploring many diff erent implementations iteratively for best 
insight and produces its fi nal conclusion by synthesizing all results using  hu-
man judgment. Another relevant approach is to use inverse probability of treat-
ment weighting (IPTW), to weight the subjects to obtain unbiased estimates 
of average treatment eff ects in observational studies (Austin and Stuart 2015). 
Nonetheless, adjusting for observable diff erences in these ways does not fully 
address concerns that the treated and comparison groups may still diff er in 
terms of unobserved covariates. This is a limitation of all observational studies, 
and it may be further exacerbated through matching if not carefully designed, 
because the matching process exacerbates the imbalance in the unobservable 
across groups (Brooks and Ohsfeldt 2013).
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Other Considerations

We focused this paper on the role of  human judgment in data science, which 
limited our discussion of other important topics. In this section, we briefl y 
mention other open challenges to consider. First, randomly splitting the data 
into training,  validation, and testing datasets is common practice in ML proj-
ects to avoid overfi tting the data, and this technique is critical to having valid 
results in data science. This process facilitates fi nding the most generalizable 
model to keep the balance between bias and variance. On the one hand, this 
strict rule has parallels to exploratory analysis (training/validation phase) and 
confi rmatory analysis (testing) phase in traditional science. On the other hand, 
there are suffi  cient diff erences between ML models and regression models, and 
better understanding of the commonality and distinctions would be helpful. 
One key distinction lies in the fact that ML is based on inductive reasoning 
while hypothesis testing using regression models are based on deductive rea-
soning, which gives rise to diff erences in interpretation. Recently, there have 
been advances in the bias-variance trade-off  that may be of interest to those us-
ing ML (Belkin et al. 2019), but this is beyond the scope of this paper. Second, 
we have scoped this paper on challenges to analyzing existing secondary data 
sources, precluding discussion on simulations and electronic data collection 
(e.g., app, social media based), which may also be relevant to digital ethol-
ogy. We refer interested readers in simulations to San Miguel et al. (2012) for 
a discussion on challenges in complex system science. In addition, some key 
topics were not included in this paper because they are discussed elsewhere in 
this volume. These include limited discussions on challenges to using social 
media data specifi cally, covered by Weigle et al. (this volume), as well as im-
portant discussions on ethics and data governance covered by Medeiros et al. 
(this volume).

Conclusion

We have outlined the challenges in using data science approaches to study 
large-scale population datasets, which we refer to as  social genome data be-
cause the term has been used in other related fi elds to refer to the digital foot-
prints left by humans (Kum et al. 2014; McGrail and Jones 2018). The library 
of social genome data can be used as a basis for inquiry, allowing analysts to 
answer complex high-level domain questions. We describe this process based 
on the DIKA pyramid, which provides a framework for approaching such 
problems. The ultimate goal is to allow data scientists, domain experts, and 
decision makers together to use the social genome data to produce actionable 
policy through the generation of new knowledge. We highlight many of the 
challenges in this process, including several diffi  cult aspects of working with 
heterogeneous, error prone, real-world data, and we emphasize the essential 
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role of data scientists in producing quality science in this area. A successful sci-
entifi c inquiry using data science methods requires an expert toolsmith who can 
navigate the  data lake with many computational and statistical tools to meet the 
domain goals, bringing in domain experts in the many decisions as appropriate 
(i.e., to help generate meaningful and feasible questions, decide on the right 
experimental design, operationalize measures, correctly interpret the fi ndings, 
disseminate to appropriate audiences) to build a well-documented, transparent, 
and reusable process. The data scientist must pay attention to experimental de-
tails, remembering the key principles of statistical inference, such as sampling 
frames, uncertainty management, and the diff erence between exploratory and 
confi rmatory analysis. This requires sensemaking by iteratively zooming in 
and out as appropriate. There is no one formula or method for how to analyze 
such data, and there are many pitfalls that can be encountered. Applying data 
science for rigorous scientifi c inquiry depends upon the judgment, expertise, 
and experience of the entire study team.
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