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This book is a collection of essays about the professional culture of eco-
nomic theory. When is a theoretical result “taken seriously” for economic 
applications, and how do theorists try to influence this judgment? What 
determines whether a new theoretical subfield adopts a “foundational” 
or an “applied” style? Why have theory papers become so long, and 
how do journals and readers handle this trend? How do theorists respond 
to economists’ taste for “rational” explanations of human behavior? Each 
question addresses the norms that economic theorists apply as they 
produce, evaluate, and disseminate research. The essays in this book 
explore these questions and others. Through them, I hope to illuminate 
our culture—at least as I have experienced it since the turn of the 
century.

In a strange way, the book is a product of the COVID-19 pandemic. 
Lockdowns, school closures, and travel restrictions disrupted my cher-
ished work habits as an economic theorist (no more sketching models 
in cafes or proving theorems in airport lounges), and suddenly gave a 
comparative advantage to a different kind of project that is not in eco-
nomic theory but about it: a project that would allow me to mull over 
an idea for as long as I wanted and implement it in brief, unpredictable 
spurts of activity.

At the same time, the pandemic intensified the kind of introspection 
that writing about one’s own culture demands. When the crisis went 
global in March 2020, several members of my international research com-
munity decided they were not going to sit this one out. Theorists who 
hadn’t shown a strong bent for policy-oriented research suddenly began 
composing pieces about how to do viral tests more efficiently, or how 
to make epidemiological models better at accounting for behavioral 
responses to mitigation policies. Some of these pieces were garden-
variety applied theory inspired by the situation, but others had a direct 
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Downloaded from http://direct.mit.edu/books/book-pdf/2362281/book_9780262379038.pdf by guest on 26 September 2024



viii	 Preface

policy pitch. Some of us claimed to have temporarily abandoned eco-
nomic theory altogether, realizing there were more important and urgent 
things.

This reaction was short-lived. But from my subjective perspective, 
it seemed to reflect a deep-seated anxiety about the role of theorists 
within the economics profession and in society at large. Theorists regu-
larly live with this anxiety: witness our constant attempts to write papers 
that would appeal to the “general reader” (translation: labor econo-
mists; they are not “general,” and they have better things to do than read 
our papers). The COVID-19 crisis brought this anxiety to the surface.

This combination of factors impelled me to try something I had 
wanted to do for a long time: write about economic theory in a style 
that I thought I had seen in other disciplines but not in my own. It 
would involve a bit of intellectual history, but it wouldn’t be a “proper” 
history-of-economic-thought treatise. It would have its share of polemic, 
but it wouldn’t campaign for any particular position. Its selection of 
topics and commentaries would be subjective, but the discussions would 
be grounded in objective, pedagogically oriented exposition of concrete 
pieces of economic theory. It would occasionally get technical, but it 
wouldn’t be written exclusively for connoisseurs. Conversely, while it 
would present concrete examples of economic theory in a deliberately 
accessible manner, it wouldn’t be a popular-science book. And it would 
make some use of my own work experience, but it certainly wouldn’t 
be a “scientific autobiography.”

Instead, it would be a collection of “cultural criticisms” by a working 
theorist: not a philosopher or historian who perceives this culture from 
afar; nor an aristocrat of the profession who has lost touch with the 
everyday business of economic theory. Too often, our community leaves 
the task of “talking about the profession” to its mightiest big shots. But 
isn’t it more interesting to hear the perspective of active theorists outside 
the profession’s house of lords? True, in recent years, social media is 
filled with academic commentary by a growing and diverse crowd of 
economists. Yet, there is still a big difference between the brief, jumpy 
Twitter thread, however sharp and articulate, and the measured, longer-
breathed, and carefully organized essay form—the genre to which the 
chapters in this book belong.

There is an additional factor behind this book. In the years 2015–
2021, I served as a coeditor and then chief editor of the journal Theoreti-
cal Economics. This experience has given me several opportunities to 
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Preface	 ix

muse over our professional culture and occasionally try to nudge it ever 
so slightly.

Who is the intended audience of this unusual “cultural criticism of 
economic theory”? Obviously, I will be happy if members of my research 
community of economic theorists read it and find it thought-provoking. 
Hopefully, they’ll be intrigued by the “cultural criticism” spin on clas-
sics from the last quarter-century and find it worthwhile to assign as a 
complementary reading in (core or advanced) graduate-level economic-
theory courses. However, I am also targeting economists from other 
subfields, who often look at theorists with varying mixtures of bemuse-
ment, puzzlement, and disapproval. I know that I would be very 
curious to read an introspective analysis of the professional culture of, 
say, applied microeconomics. By the same token, I hope that academic 
economists of various stripes will take an interest in the present text. 
Philosophers and historians of science may use the book’s content as 
valuable raw material for their more professional and systematic dis-
course on the methodology and sociology of contemporary economics. 
Finally, I have tried to pitch the occasional technical discussions at a 
level that readers with minimal graduate-level exposure to economic 
theory will be able to grasp. Those readers, who frequently encounter 
rants about economic theory in popular and social media, might be 
curious to learn a bit about what this curious culture looks like from 
the inside.

I am grateful to Yair Antler, Oren Danieli, Kfir Eliaz, Nathan Hancart, 
Elhanan Helpman, Michele Piccione, Ariel Rubinstein, Heidi Thysen, 
and Dan Zeltzer for their comments on an earlier draft of the book, and 
for their general support for this project. I also benefited from comments 
on specific chapters by Duarte Gonçalves, Stephen Morris, and Philipp 
Strack. Tuval Danenberg helped preparing the index and bibliography 
and offered excellent additional comments on the substance. Finally, I 
wish to thank Emily Taber, the MIT Press editor, for valuable exchanges 
that helped me improve the book. All remaining lame self-referential 
jokes are mine.

Ran Spiegler
Tel Aviv, September 2022

Downloaded from http://direct.mit.edu/books/book-pdf/2362281/book_9780262379038.pdf by guest on 26 September 2024



Downloaded from http://direct.mit.edu/books/book-pdf/2362281/book_9780262379038.pdf by guest on 26 September 2024



The Oppressors Have Become the Oppressed

In the epilogue of their blockbuster book Mostly Harmless Econometrics 
(2009), Josh Angrist and Steve Pischke write, “If applied econometrics 
were easy, theorists would do it.”1 As academic jokes go, this one is 
reasonably funny. But coming at the end of a book that didn’t display 
the slightest interest in economic theory (and why would it?), the joke 
feels gratuitous. It prompts the reader to look for some hidden resent-
ment behind the joke.

Such resentment against economic theory and economic theorists is 
something the authors could have picked up during their formative 
years as graduate students. The late 1980s were peak years in terms of 
the status of economic theory within the broader economics profession. 
The field had gone through the so-called game theory revolution and 
was busy rewriting graduate-level economics textbooks. Graduate 
programs put a large premium on abstract formal modeling and accom-
panying mathematical techniques. This created dismay among students, 
who had other reasons for pursuing an academic career in economics.

David Colander and Arjo Klamer captured this mood in a Journal of 
Economic Perspectives article titled “The Making of an Economist,” which 
they later expanded into a book.2 During interviews with students in 
top graduate programs, they observed that their interlocutors didn’t 
like the outsized role of economic theory and mathematical technique 
in their curriculum:

As to the things they liked least, the majority of comments focused on the heavy 
load of mathematics and theory and a lack of relevance of the material they 
were learning.

Still, the students understood the culture they were immersed in:

1	 Apps and Stories (an Introduction)
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2	 Chapter 1

They are convinced that formal modeling is important to success, but are not 
convinced that the formal models provide deep insight into or reflect a solid 
understanding of the economic institutions being modeled. Believing this, they 
want to be trained in what the profession values. Thus we find that students 
who believe they are not being taught the most complicated theory feel deprived 
and unhappy because they worry about the ability to compete.

The sense that “real economists” are being oppressed by a subcul-
ture that fetishizes formal modeling and mathematical pizzazz keeps 
resurfacing from time to time. Here is Thomas Piketty’s memorable 
quote:3

The discipline of economics has yet to get over its childish passion for mathe
matics and for purely theoretical and often highly ideological speculation, at 
the expense of historical research and collaboration with the other social 
sciences.

Occasionally, the expression of this sentiment carries political over-
tones. Paul Krugman’s famous 2009 New York Times article “How Did 
Economists Get It So Wrong?” associated it with political conservatism 
and a strong belief in the postulates of rational choice and competitive 
markets:4

The economics profession went astray because economists, as a group, mistook 
beauty, clad in impressive-looking mathematics, for truth. . . . ​As memories of 
the Depression faded, economists fell back in love with the old, idealized vision 
of an economy in which rational individuals interact in perfect markets, this 
time gussied up with fancy equations. . . . ​The central cause of the profession’s 
failure was the desire for an all-encompassing, intellectually elegant approach 
that also gave economists a chance to show off their mathematical prowess.

Krugman’s beef was with macroeconomic rather than microeconomic 
theory (which is what most academic economists associate with the term 
“economic theory”), but the resentment is similar: a culture in love with 
“fancy equations” derails the discipline from its right path. It is signifi-
cant that Krugman lumps “theory loving” with belief in rationality and 
markets (and implicitly, with right-wing politics). He’s not the only one 
performing this trick (Kay 2012), and I’m not the only one who noticed 
(see Michael Woodford’s [2011] response to Kay’s article).

These gripes about the unwarranted dominance of theory in econom-
ics have become less frequent over the years. Once the game theory 
revolution was complete and the textbooks were rewritten, economic 
theory reached a stage of consolidation and gradually reassumed its 
traditionally marginal position in the professional landscape. At the 
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same time, the status of empirical work in economics has risen dramati-
cally. Increased computing power, proliferating data sets, and greater 
confidence in their methods have made empirical economists happier 
about the state of affairs. They have developed a sense that the disci-
pline is moving in the right direction and becoming more scientific. 
When David Colander wrote a sequel to The Making of an Economist in 
2007, he was pleased to report that twenty years after the original 
Colander-Klamer interviews, the students at top graduate programs 
were at ease with the more modest role of theory in their education.5

Indeed, the balance of power between theorists and “real economists” 
has shifted. A popular narrative has emerged: once upon a time, data 
was scarce, and so we had to base economic analysis on theoretical argu-
ments, but now there is plenty of data and we know how to deal with 
it, and so the theorists can return to the back seat, where they belong; 
the inmates no longer need to run the asylum.

A parallel trend, which may or may not be related, is the increasing 
career premium for publishing papers in what my longtime collabora-
tor Kfir Eliaz calls the “high five” journals.6 This trend has become so 
strong that people now refer to it as the “curse” or “tyranny” of the “top 
five.”7 Since members of this mighty fist orient themselves as “general 
readership” journals, authors are expected to address the “general 
reader,” who is—needless to say—not a theorist. This further shifts the 
balance of power. Theorists can no longer settle for satisfying each 
other; they are busy pleasing members of other fields.

This attitude is a one-way street: labor economists probably don’t 
have theorists in mind when submitting their work to the top-five jour-
nals, whereas theorists are expected to put themselves in the labor 
economists’ shoes. The eminent theorist Debraj Ray, until recently a 
coeditor at the American Economic Review, once told me that his editorial 
decisions on theory papers are guided by what he called the “Mark 
Gertler test”—namely, whether he can successfully pitch the paper to 
his NYU colleague, the leading macroeconomist Mark Gertler. I replied 
that I wonder whether Gertler would apply a “Debraj Ray test” if he 
handled a macroeconomics paper as an AER editor.

The Applied Dimension

Theorists’ anxiety about their place in the broader economics commu-
nity is nothing new. I remember that, in 2000, Kfir Eliaz and I went to 
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4	 Chapter 1

Bilbao for the first World Congress of the Game Theory Society. I had 
recently finished my PhD; Kfir was about to finish his. We surveyed the 
colleagues who swarmed the large conference halls and played the silly 
game “economist or modeler”: the task was to classify every senior 
theorist we saw into one of the two categories, “real economist” or 
“mere modeler” (the two of us clearly belonged to the latter).

Yet, the pressure on theorists to define themselves vis-à-vis applied 
economists and seek their affirmation has only grown stronger over the 
last two decades. For a recent demonstration, we need look no further 
than the 2020 economics Nobel Prize that went to Paul Milgrom and 
Robert Wilson. As any theorist would agree, these are two highly deserv-
ing laureates who made several landmark contributions to economic 
theory. And yet, a huge portion of the background information pro-
vided by the prize committee was devoted to the laureates’ practical 
work on auction design at the service of governments or private com-
panies.8 The message was not lost on commentators. Tyler Cowen (2020) 
wrote in his blog,9

The bottom line? If you are a theorist, Stockholm is telling you to build up some 
practical applications. . . . ​The selections themselves are clearly deserving and 
have been “in play” for many years in the Nobel discussions. But again, we 
see the committee drawing clear and distinct lines.

The pressure to be practically useful is arguably the most powerful 
force that acts on contemporary economic theorists. In the course of 
this book, we will have many opportunities to see the pull of this “applied 
dimension” at work.

The Aesthetic Dimension

Another dimension represents a view of economic theory that empha-
sizes “artistic” or “aesthetic” values—particularly the tickle that we get 
when encountering a good story, dressed in the language of a formal 
economic model. Here is what Robert Lucas had to say in 1988, in a 
beautiful commencement address to University of Chicago students, 
which was later published under the title “What Economists Do” (and 
it is significant for our story that Lucas was a chief villain in the nar-
rative that Krugman’s 2009 journalistic piece concocted):10

Economists have an image of practicality and worldliness not shared by physi-
cists and poets. Some economists have earned this image. Others—myself and 
many of my colleagues here at Chicago—have not. I’m not sure whether you 
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Apps and Stories (an Introduction) 5

will take this as a confession or a boast, but we are basically story-tellers, cre-
ators of make-believe economic systems. . . . In any case, that is what econo-
mists do. We are storytellers, operating much of the time in worlds of 
make-believe. We do not find that the realm of imagination and ideas is an 
alternative to, or a retreat from, practical reality. On the contrary, it is the only 
way we have found to think seriously about reality.

I don’t know if Lucas felt this way later in his life, but I know that 
Ariel Rubinstein does. In various lectures and essays, such as his 
Econometric Society presidential address or popular-science-ish book, 
appropriately titled Economic Fables,11 Rubinstein presented the unadul-
terated view of economic models as stories. According to him, our 
response to a successful economic model is like the response to a good 
fable. It is not a scientific response but an “artistic” one. It is a recogni-
tion that the model offers an abstract representation of reality that we 
find edifying in a way that we cannot or will not subject to a properly 
scientific test.

Ticking Boxes

The culture of economic theory can be viewed as an intricate maneuver 
between the applied and the aesthetic, the “scientific” and the “artistic.” 
A theorist’s professional identity has a lot to do with how she locates 
herself in the space defined by the applied and aesthetic dimensions.

Of course, the theorists’ value system is not two-dimensional; they 
use additional criteria to guide their own work and evaluate the work 
of their peers. One criterion is technical brilliance. Above-average apti-
tude for math is a key part of many theorists’ self-worth: Krugman got 
that one right! Theorists’ sense of mathematical superiority offers partial 
compensation for their sense of inferiority on the “usefulness” dimen-
sion. As the latter became more acute, theorists felt a need to double 
down on the former. Over the last two decades, economic theory has 
become outwardly more technically demanding.

Another criterion is conceptual innovation, the mission of broaden-
ing the scope of what formal models can say about economic behavior. 
In the revolutionary 1970s and 1980s, when economic theory exerted its 
“oppressive” power over the rest of the economics profession, expand-
ing the language of economics was a shared core mission among theo-
rists. Even in today’s postrevolutionary phase, our culture still rewards 
theorists for pushing economics’ conceptual envelope (although demand 
for this kind of work appears to be weaker now).
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6	 Chapter 1

These four coordinates—the applied, the aesthetic, the technical, and 
the conceptual—have always shaped the professional culture of eco-
nomic theory. Changes in our culture amount to changes in the relative 
weights that we assign to them, but also in our expectations as to how 
many of these dimensions a single piece of economic theory should 
occupy. My impression is that, over the years, this number has gone 
up, especially when it comes to “high five” publications. Yet, ticking 
multiple boxes with a single paper—offering a conceptual innovation 
and demonstrating it with a convincing “economic application,” or 
writing a thought-provoking story that also shines with flashy mathe-
matical technique—is a devilishly difficult feat. It may be a fool’s errand, 
but many theorists still try, fueled by the increasing pressure to score 
top-five publications. This tendency is another key factor that defines 
the contemporary culture of economic theory.

Structure . . .

This book is a series of explorations into how theorists deal with the 
pressures that shape our professional culture, especially the tension 
between “applied” and “aesthetic” values.

Chapters  2, 3, and 4 are devoted to the interplay between “pure” 
and “applied” approaches to economic theory. Chapter 2 explores the 
fine line that separates the applied from the paradoxical, using the theory 
of “global games” as a test case. Chapter 3 continues this theme, high-
lighting various rhetorical and stylistic devices that economic theorists 
use to escape paradox and lend an “applied” veneer to their models. 
Chapter 4 shifts attention from individual papers to entire subfields. 
Using behavioral economics as a test case, it explores how subfields 
“choose” to orient themselves in the pure-applied spectrum.

Chapters 5, 6, and 7 are a series of reflections on various aspects of 
the current culture of economic theory: the “rationalizing” mode of 
explanation that is so popular in economics, the growing dimensions 
of theory papers and the resulting practice of relegating material to 
“supplementary appendices,” and the norms that govern our evalua-
tion of incremental modeling innovations.

In chapters 8 and 9 I get more personal and use my own work to 
illustrate two themes: the emerging culture of “market design” at the 
expense of the older competitive-equilibrium culture, and the “artistic” 
nature of economic models as stories. I conclude in chapter  10 with 
brief thoughts about the future of economic theory.
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. . . ​and Style

The style of this book’s essays seems to be new in economics. Economists 
have used the essay form before, but usually to talk about methodology 
or to support a position in a debate between schools of thought. The 
essays in this book, by contrast, are not about core methodologies or 
philosophies of economic theory. Instead, they address the style of its 
delivery, the rhetorical gambits its practitioners employ, and the ancillary 
modeling choices they make, as well as the norms that shape audiences’ 
response to these rhetorical and stylistic moves. This is why I classify the 
essays as “cultural criticisms.” I should qualify this label by saying that 
I have no expertise in the academic disciplines that are usually associated 
with this term and make no attempt to establish links to those disciplines. 
I am an expert economic theorist but an amateur cultural critic.

The manner in which I execute my cultural criticisms is not methodi-
cal, but allusive and impressionistic; the claims and judgments I make 
along the way are informed, but also subjective. Yet, the book is not all 
fluff: my discussions of style and rhetoric are grounded in concrete 
models from the literature, such as the e-mail game, Bayesian persua-
sion, or rational inattention. While the selection of these examples is 
subjective and reflects my own experience, their description is as precise 
and self-contained as possible while striving for minimal notation and 
math. This mixture of precise (yet accessible) exposition of formal models 
and impressionistic verbal discussion is, as far as I can tell, a novelty 
in economics. It hopefully makes the book a valuable companion to 
“proper” texts in microeconomic-theory courses. At any rate, approach-
ing the text as if it is meant to be fully objective and tightly argued can 
lead to misunderstandings.

In an attempt to preempt some of the misunderstandings that my 
style can generate, I wish to alert the reader to two features of this style. 
First, when an essay in this book highlights a rhetorical effect in some 
modern economic-theory classic, the reader might infer that I am sug-
gesting the authors deliberately engineered the effect. That would be what 
literary critics call an intentional fallacy—namely, a tendency to over-
attribute literary effects to authorial intent.12 Therefore, I ask the reader 
to resist this instinctive response: I am merely proposing an interpreta-
tion of the paper’s reception by our profession, whether its authors 
intended it or not.

A second possible reaction to my “cultural” take on economic theory 
is that it reflects some kind of disrespect for its scholarly value. That 
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8	 Chapter 1

would be a false impression that has less to do with my attitude to eco-
nomic theory and more to do with the “cultural criticism” mode itself. 
For example, I make liberal use of scare quotes; that will not be sarcasm 
but a useful distancing device that enables me to dissociate terms from 
their conventional interpretations.

The suggestion that successful pieces of economic theory make their 
impact partly through rhetorical devices and calibration of audiences’ 
stylistic expectations does not diminish from their status. In this sense, 
I am in agreement with McCloskey (1985), possibly the most well-known 
foray into the role of rhetoric in economics. I am less sure that this agree-
ment extends to our basic attitudes to economic theory. When I first 
read The Rhetoric of Economics, it felt like yet another grudging response 
to theorists’ 1980s oppressive reign (and a very well-written one). This 
is definitely not going to be the case here. Unlike McCloskey, I am a 
theorist. Accordingly, my “cultural criticism” of economic theory is an 
affectionate one. The bewildering professional norms that govern what 
“works” and “doesn’t work” in the world of economic theory can be a 
source of frustration, but they also fascinate me. Economic theory’s 
elusive mixture of “scientific” and “artistic” elements is probably what 
attracted me to it in the first place. I don’t think I would have been 
drawn to the field if it had been too far on either side of the art-science 
spectrum. Maybe the mixture will change in the future, in which case 
it is likely to attract a different type of scholars. Maybe it is already 
changing.
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Coordinated Attack

Imagine a scene from ancient times. Two armies—call them A and 
B—face a common enemy. The enemy is camping in a valley and there-
fore vulnerable to an attack from the surrounding hills. There is a 
snag, however. Three snags, actually. First, the attack must be coordi-
nated: neither army is big enough to overcome the enemy on its own. 
Second, even a coordinated attack can be successful only if enemy 
forces are depleted to begin with. An unsuccessful attack—whether 
because it is uncoordinated or because the enemy is strong—is deadly 
and humiliating; no army general would want to launch an attack 
unless he is sufficiently certain it will be successful. Which brings us 
to the third and final snag: only army A has a vantage point that enables 
it to observe the size of enemy forces.

To a modern reader, this doesn’t sound like much of a predicament. 
When army A’s general learns from his watchmen that the enemy is 
feeble, all he has to do is pick up a secure phone and call his counterpart 
at army B, and they can coordinate the attack. But remember, these are 
ancient times. No phones. The two parties must rely on a different com-
munication protocol. Army A sends a messenger on a camel. The mes-
senger must climb down the hill, ride through the valley, and climb up 
to army B’s location.

It’s a somewhat dangerous ride. There is a small chance that the mes-
senger will be spotted and executed by a gang of robbers. If the mes-
senger makes it to army B’s camp, conveys the good news, and fixes 
the time of the attack, he turns back and rides all the way back to army 
A’s camp, facing the same risk of getting caught. If he reaches it, he 
informs army A that he has conveyed the good news to army B. But 
the protocol is not over: the messenger saddles up and makes yet another 

2	 The Paradox around the Corner
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trip to army B’s camp, in order to let army B know that army A knows 
that he broke the good news to army B.

And so, our camel-riding messenger keeps traveling back and forth 
between the two camps. Each time he crosses the valley, there is a small 
chance he will be captured by the robbers, and the communication will 
be broken. However, if this chance is very small, the communication 
protocol is the best simulation of modern, simultaneous communica-
tion that the ancient technology can offer. With very high probability, 
the messenger will make a large number of trips, thus assuring army 
A that army B knows that army A knows that army B knows . . . ​that 
army A knows that conditions are ripe for a successful attack, where 
the length of this chain of iterated knowledge is arbitrarily high. Even-
tually, the messenger will be caught and therefore the communication 
chain will be finite. Our army generals will never attain what game 
theorists call “common knowledge”—namely, an infinite chain of iter-
ated knowledge. But they can get awfully close. (As with any made-up 
story like this, the reader is expected to ignore certain unrealistic fea-
tures, such as that, by the time the messenger completes more than a 
couple of rides, it will be too late for an attack.)

And here’s the question. Suppose the messenger never came back 
from his first voyage to army B’s camp. Will the general of army A order 
an attack? How would the answer change if the messenger came back 
from the first voyage but not from the second? And what if the mes-
senger managed to complete forty-nine trips before his eventual demise?

The E-mail Game

Fast-forward to our present day. The scenario I have described is known 
in the computer science literature as the “coordinated attack problem.”1 
It is a parable that was meant to illustrate the difficulty of attaining a 
coherent state of knowledge in a distributed computing system.

But the computer scientists did not address our behavioral question: 
How will the army general make the strategic decision whether to attack, 
given this imperfect communication protocol? Addressing this question 
requires us to describe the situation in a way that will capture both 
its informational intricacies and their implications for the generals’ 
behavior. In other words, we may want to write it down as a game.

In 1989, Ariel Rubinstein published a paper that did precisely that.2 
The first thing his paper did was to remove the anecdotal aspect of the 
game and replace it with an abstract, storyless 2 × 2 game, which does, 
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however, fit the coordinated attack story. The next thing he did was to 
modernize the communication method. In the 1980s, electronic mail was 
a shiny new technology for academics, and messages that failed to arrive 
at their destination were not unheard of.

Rubinstein described the following communication protocol, in which 
e-mails replaced the human camel-riding messenger. A priori, the enemy 
is weak with probability p, which is below ½ but arbitrarily close. When 
army A’s general learns that the enemy is weak—and only then—his 
computer sends an automatic message to army B’s computer. When this 
message arrives at its destination, army B’s computer sends an auto-
matic confirmation message to army A’s computer, which in return sends 
an automatic confirmation message to army B’s computer. This orgy of 
confirmation e-mails continues until one of the messages fails to reach 
its destination. Each message has an independent failure probability of 
q. Therefore, conditional on the enemy being weak, the probability that 
the communication stops after a total of K messages is q (1 –  q)K − 1. At the 
end of this process, the computer screen of each army general displays 
the total number of messages that his computer sent. This number 
encodes the general’s state of knowledge.

For example, when army A’s general sees the number 2 on his screen, 
this means that his computer sent the original message and another 
confirmation message but did not receive confirmation for the latter. 
Thus, army A’s general knows that the enemy is weak; he knows that 
army B knows that it is weak; but he does not know whether army B’s 
general knows that he (army A’s general) knows that army B knows 
that the enemy is weak. This is because he does not know whether the 
failure to receive confirmation of his second message was due to failure 
of his last outgoing e-mail or failure of the subsequent incoming con-
firmation e-mail from army B’s computer.

A larger number on a player’s screen thus represents a higher level 
of iterated knowledge. As with the ancient messenger story, the e-mail 
communication protocol stops after finitely many rounds with proba-
bility one. Therefore, the two generals will never reach the infinite chain 
of iterated knowledge that defines common knowledge. However, if q 
is small, they are likely to reach a high level of iterated knowledge.

Having described the game’s information structure, let us write down 
its payoffs, which reflect the coordinated attack story. Suppose that, 
when an army does not attack, it gets a payoff of 0 for sure. In other 
words, not attacking is a safe action. In contrast, attacking is a risky 
action: it yields a gain of 1 if the attack is successful and a loss of 1 if 
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the attack is unsuccessful. Recall that the attack is successful if and only 
if the enemy is weak and the other army attacks as well. This payoff 
structure can be encapsulated by the 2 × 2 payoff matrix in figure 2.1 
(the value of x is 1 when the enemy is weak and −1 when it is strong).

The numbers have been cooked so that if an army general is clueless 
about whether an attack is going to be successful (by clueless I mean 
that the chances are fifty-fifty), he will be indifferent between attacking 
and abstaining because the expected payoff from attacking will be

0.5  ⋅ 1  +   0.5  ⋅  (−1)  =  0

Nash Equilibrium

In the e-mail game, a strategy for a player is a function that assigns one 
of the two actions for each number on his computer screen. Rubinstein 
conventionally applied the solution concept of Nash equilibrium to this 
game. In Nash equilibrium, each player’s strategy always prescribes 
an action that maximizes the player’s expected payoff given his infor-
mation, taking the other player’s strategy as given.

In the common-knowledge benchmark—that is, the case of q  =  0, in 
which the e-mail communication never breaks down and players’ chain 
of iterated knowledge is infinite—each of the 2 × 2 payoff matrices that 
fit x  =  1 and x  =  −1 can be analyzed in isolation. When the enemy is 
strong, there is a unique Nash equilibrium, in which neither army 
attacks. Indeed, attacking is manifestly a strictly dominated action: it 
yields a fixed payoff of −1, whereas not attacking yields a fixed payoff 
of 0. When the enemy is weak, there are two “pure” Nash equilibria: 
in one equilibrium, neither army attacks; in the other, both attack. The 
latter is a good equilibrium, as it gives both players a payoff of 1, 
whereas the bad equilibrium gives them both a payoff of 0.

But what about the e-mail game—that is, the case of q  >  0? Here comes 
a surprise. Rubinstein showed that no matter how small q is, the e-mail 

Attack Don’t attack 

Attack

Don’t attack 0, –1

x, x

0, 0

–1, 0

Figure 2.1
Payoffs in the e-mail game.
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game has a unique Nash equilibrium, in which neither player attacks—
regardless of the number on his computer screen.

The proof is by mathematical induction on the cumulative number 
m of messages that are sent before the communication breaks down. 
When m is an even number, we will examine the behavior of army A; 
when m is odd, we will examine the behavior of army B.

Let’s start with m  =  0. This corresponds to army A learning that the 
enemy is strong (and therefore his computer doesn’t send any message). 
We saw that, in this case, attacking is strictly dominated, hence army 
A will not attack.

How about m  =  1? This corresponds to army A sending a message 
that goes astray: army B is not receiving any message. But the general 
of army B doesn’t know whether this is because the enemy is strong or 
because the enemy is weak, but the first e-mail from army A failed. In 
other words, army B cannot distinguish between m  =  1 and m  =  0. Using 
Bayes’ rule, the conditional probability that m = 1 is

pq
pq + 1 − p

(I remind the reader that p is the prior probability of a weak enemy, 
and q is the probability that a message goes astray.) Since p  <  ½, this con-
ditional probability is less than ½. If m  =  0—that is, the enemy is strong—
attacking is unsuccessful by assumption. Therefore, the probability that 
army B’s attack will be successful given that army B receives no message 
is below the breakeven point of ½. The upshot is that regardless of what 
army B believes about A’s behavior, it will not attack when m  =  1.

Now comes the masterstroke. Suppose we proved the claim for all 
integers up to some m  >  0. That is, we proved that both armies choose 
not to attack when the cumulative number of sent messages is at most 
m. Now suppose that the cumulative number of sent messages is m  + 1, 
and consider the player who didn’t receive the last message. This player 
doesn’t know whether the total number of sent messages was m or m  + 1. 
In other words, he knows that the last message his computer sent either 
failed or reached its destination and the confirmation message failed. 
By the inductive argument, the opponent doesn’t attack in the former 
scenario. What is the probability of that scenario? That is, given that 
an army didn’t receive confirmation for its last outgoing message, what 
is the probability that the message failed?

A cute Bayesian calculation will give us the answer. The probability 
the outgoing message failed is q. The probability that the outgoing 
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message arrived and the ingoing confirmation message failed is (1 −  q) ⋅ q. 
The total probability that the player didn’t receive confirmation for the 
last message he sent is the sum of these two probabilities. Bayes’ rule 
tells us that conditional on this event, the probability that the outgoing 
message failed is

q
q + (1 − q)q

This number is greater than ½. Therefore, regardless of what the 
player thinks about how the opponent will behave in case he did receive 
the player’s last message, the probability of a successful attack is less 
than ½. Therefore, the player will prefer not to attack. We have thus 
proved the claim for m  + 1, which—by the logic of mathematical 
induction—means that we have proved it, full stop.

Note that in this proof, for large values of m, there is no uncertainty 
as to whether the situation is ripe for a successful attack: both players 
know that the enemy is weak. The proof makes it clear that the result 
is all about the strategic uncertainty due to each player’s uncertainty 
about his opponent’s high-order knowledge. It is a minor uncertainty in 
the sense that the player does not know whether that level is K or K  − 1, 
where K can be arbitrarily large. The constant, independent failure rate 
per message implies that K  − 1 is more likely than K; and the inductive 
argument implies that in the more likely case of K  − 1, the opponent 
doesn’t attack.

The inductive reasoning is more than a mathematical proof technique. 
It has a deeper behavioral meaning: the outcome is driven by iterated 
elimination of strictly dominated strategies. Each round of the proof 
corresponds to a stage in this iterative procedure. The argument that 
army A won’t attack when m  =  0 corresponds to deleting all strategies 
in which he attacks when the enemy is strong. The argument that army 
B won’t attack when m  =  1 corresponds to deleting all strategies in which 
the army attacks when it sees zero on its computer screen. The argu-
ment that army A won’t attack when m  =  2 corresponds to deleting all 
strategies in which the army attacks when it sees the number 1 on its 
screen. And so forth. This solution concept is weaker than Nash equi-
librium: in a general finite game, the set of outcomes that survive the 
procedure contains the set of Nash equilibria. In the e-mail game, the 
two coincide because a unique outcome survives the procedure.
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Paradox

How should we interpret the stark result? Rubinstein makes it clear 
that he doesn’t treat the Nash equilibrium outcome in the e-mail game 
as a plausible prediction. First, he puts the term prediction under scare 
quotes. Second, he refers to the result explicitly as paradoxical and com-
pares it to other well-known vignettes of game theory, like the Chain 
Store or Centipede Games—both examples of how inductive reasoning 
leads to a behaviorally implausible prediction.3 While the term “paradox” 
is philosophically deep and multifaceted, I use it here the way I believe 
most game theorists do in this context: simply to characterize a theoreti-
cal prediction that powerfully clashes with our intuition about what 
actual behavior would look like.

Indeed, the e-mail game is written as a thought experiment that we 
can easily run in our head. Would we attack if we saw a high number 
on our computer screen? Most of us would. In fact, there is a sense in 
which the communication protocol makes coordinated attack a focal 
point. A high number on one’s computer screen, when one knows that 
the opponent also saw a high number, is an implicit invitation to coor-
dinate on the efficient outcome (attacking when both know the enemy 
is weak). There is a clash between this intuition and the game-theoretic 
“prediction.” Refutation of this prediction in the thought experiment 
has been confirmed by actual lab experiments.4

How do we respond to this paradox? One obvious response is that 
it is an empirical refutation of standard game-theoretic methods. My 
experience from teaching this example is subtler: the students’ response 
seems more “artistic” or “aesthetic.” It is in fact a marvelous joke. Indeed, 
when I explain the inductive argument, many students begin smiling. 
I deliberately play it for laughs by conjuring up the image of the camel-
riding messenger. That poor messenger, riding back and forth on his 
camel toward his inevitable demise. No matter how many rounds he 
manages to complete, he will never assuage the generals’ fear that their 
army will be the only one launching an attack. Funny, in a sadistic sort 
of way. A bit like watching someone slip on a banana peel.

The source of this humor is that the e-mail game highlights a serious 
and real concern: that successful coordination in many important situ-
ations is hampered by strategic uncertainty due to incomplete high-
order knowledge. The relentless logic of iterated elimination of dominated 
strategies takes this realistic phenomenon to an absurd extreme. This 
is what makes it funny: the over-the-top execution of a basically sound 
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logic. But the absurd humor doesn’t mean the exercise has been empty 
entertainment. After seeing the example, we understand something—
namely, the role of high-order beliefs in coordination problems—better 
than before.

The “artistic” response to the e-mail game doesn’t require us to know 
its broader context, the evolution of game theory, and its role in eco-
nomics. A “scientific” response does. The e-mail game was a watershed 
in the history of game theory. It showed the crucial role of common 
knowledge for strategic interactions that contain an element of a coor-
dination problem. It was the first example to demonstrate that even an 
apparently small incomplete-information perturbation of a common-
knowledge environment can dramatically change the game-theoretic 
analysis. Preoccupation with robustness to common-knowledge assump-
tions was in the air. Around the same time, Robert Wilson issued his 
famous “Wilson critique,” which cautioned against mechanism-design 
exercises that rely on common-knowledge assumptions.5

Even more than that, the e-mail game is the first example in the 
economics literature that I am aware of that demonstrated the behav-
ioral implications of high-order beliefs in situations of incomplete 
information. The 1970s were the heyday of “information economics,” 
showing that asymmetric information can have dramatic effects on eco-
nomic interactions, but the examples that economists thought about in 
the 1970s and 1980s involved only “first-order” asymmetric informa-
tion: one player knew something, another player didn’t. In the e-mail 
game, players may both know that the situation is ripe for an attack, 
but coordination will be thwarted because of a small asymmetry in 
their high-order information.

All these heady considerations were latent in Rubinstein’s 1989 paper. 
But the immediate experience of reading or teaching the paper is simply 
that it is funny—the best piece of high humor in modern economic 
theory that I am aware of.

Global Games

In 1993, Hans Carlsson and Eric van Damme published a wonderful 
paper that offered a general treatment of a class of games like the e-mail 
game.6 These games have a coordination component that is captured 
by some parameter. In a complete-information version, as a result of 
this coordination effect, there are multiple Nash equilibria for some 
parameter values, but there are strictly dominant actions for other 
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parameter values. We perturb the game by introducing uncertainty 
regarding this parameter, such that there can never be common knowl-
edge of its true value.

Carlsson and van Damme referred to this class of games as “global 
games.” The “global” aspect of the game is the influence of certain 
regions of the space of parameter values on players’ behavior in very 
distant regions, due to strategic reasoning.

While Rubinstein analyzed a specific example, Carlsson and van 
Damme offered a general analysis of global games. Nevertheless, they 
did make use of a leading example. The payoff function is given by 
figure 2.2, which is a tiny variant on figure 2.1.7

Now perform two additional changes. First, while in the e-mail game 
x takes two possible values, suppose now that x can take any real value 
in the interval [−2, 2]. Second, players’ information regarding the value 
of x follows a different protocol. Player 1 observes a signal t1  =  x  +  e1, 
and player 2 observes a signal t2  =  x  +  e2, where e1 and e2 are independent 
random variables that are uniformly distributed on the interval [−ε, ε], 
where ε   >  0 should be viewed as a small number. That is, each player 
doesn’t get to see the number x with absolute precision. Instead, he gets 
to see x with some noise. The smaller ε, the smaller the noise. The limit 
ε  →  0 corresponds to “almost common knowledge,” in much the same 
way that a large number on players’ computer screens captured “almost 
common knowledge” in the e-mail game. These are two different notions 
of “almost.” Each of them makes sense in terms of its underlying infor-
mation technology.

Carlsson and van Damme showed that the game has an essentially 
unique Nash equilibrium, in which each player attacks when he receives 
a signal above ½ and refrains from attacking when he receives a signal 
below ½.8 This is remarkable. Even if x  =  0.49 and ε is extremely small, 
such that players observe x with arbitrarily high precision, they will 
almost surely coordinate on a suboptimal outcome.

Attack Don’t attack 

Attack

Don’t attack 0, x – 1

x, x

0, 0

x – 1, 0

Figure 2.2
Payoffs in the Carlsson–van Damme game.
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Carlsson and van Damme’s result highlights a feature that was only 
latent in the e-mail game, and that is the role of risk dominance. An action 
is risk dominant if it maximizes the player’s expected payoff against a 
uniform belief over the other player’s actions. In the payoff function 
given by figure 2.2, attacking is risk dominant when x  >  ½ and not attack-
ing is risk dominant when x  <  ½. Thus, when players’ signals are arbi-
trarily precise, Nash equilibrium selects the risk-dominant action.

Like robustness to common knowledge, the notion of risk dominance 
was also “in the air” when Carlsson and van Damme performed their 
exercise. John Harsanyi and Reinhard Selten had introduced the concept 
in a recent book.9 Evolutionary game theorists showed how risk-
dominant actions are selected by evolutionary dynamics in which players 
“learn” to play coordination games.10

The proof of Carlsson and van Damme’s result, like Rubinstein’s, is 
based on iterative elimination of strictly dominated strategies. In the 
first step, we consider negative values of a player’s signal t. For such 
values of t, the expectation of x conditional on t is below zero, such that 
attacking is strictly dominated. Thus, players will not attack when they 
see a negative signal. But now consider the case of a small, positive 
signal. The player believes that, in expectation, x will be equal to t, such 
that coordinated attack would bring a small benefit. However, when t 
is close to zero, the probability that the other player received a negative 
signal is close to ½. Therefore, the probability that the other player attacks 
cannot be significantly greater than ½. Because the expectation of x con-
ditional on t is small, the expected gain from a coordinated attack is small 
compared with the cost of a solo attack. Therefore, the player will prefer 
not to attack. Thus, in the second round of the iterative procedure, we 
eliminate strategies that prescribe attacking to small positive values of 
t. In the third round, we eliminate strategies that prescribe attacking to 
slightly higher values of t. And in the following rounds, we keep gob-
bling up regions of t up to ½, such that after infinitely many rounds, we 
eliminate all strategies that prescribe attacking to signals below ½.

The case of signals above ½ is a mirror image. In the first round, we 
eliminate strategies that prescribe not attacking to signals above 1. In 
subsequent rounds, we eliminate strategies that prescribe not attacking 
to lower signals, and after infinitely many rounds, we eliminate all strate-
gies that prescribe not attacking to signals above ½. This leaves us with 
a strategy of attacking when t  >  ½ and not attacking when t  <  ½ as the 
essentially unique outcome of successive elimination of strictly domi-
nated strategies.
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Paradox? What Paradox?

Although the structure of players’ incomplete information is different 
in the Rubinstein and Carlsson–van Damme games, they both lead to 
a unique Nash equilibrium that is obtained by iterative elimination of 
dominated strategies, featuring similar strategic reasoning. One might 
therefore expect Carlsson and van Damme to treat their result as “para-
doxical,” just as Rubinstein did. Yet Carlsson and van Damme very 
emphatically deny that their result is paradoxical. Instead, they claim 
that it is a useful result that resolves the indeterminacy of the coordina-
tion game under common knowledge. Recall that when the value of x 
is commonly known (which corresponds to ε  =  0 in their example), there 
are two “pure” Nash equilibria when x is between 0 and 1: coordinated 
attack and coordinated failure to attack. The latter is inferior to the coor-
dinated attack outcome, but as far as Nash equilibrium is concerned, 
it is an equally valid prediction.

Unlike Rubinstein, Carlsson and van Damme talk about prediction 
without scare quotes. They regard Nash equilibrium as a recipe for pre-
dicting outcomes in games—and note that the recipe is only partially 
satisfactory because of its indeterminacy when x is between 0 and 1. 
They subject the game to a realistic perturbation, such that players do 
not observe x with complete precision—who can ever observe anything 
with complete precision?—et voilà! The same recipe delivers a crisp, 
unique prediction that seems to make sense: players coordinate on the 
risk-dominant action.

For Carlsson and van Damme, there is no paradox: the unique equi-
librium is merely a consequence of applying the same conventional solu-
tion concept to a tiny variant on the original game; and moreover, this 
variant is more realistic than the original game because it relaxes the 
far-fetched assumption that players observe the state of nature with 
absolute precision.

Thus, while Rubinstein’s and Carlsson and van Damme’s examples 
are very similar, their surrounding rhetoric couldn’t be more different. 
Rubinstein invites his readers to mock his “prediction” and explicitly 
frames it as paradoxical, whereas Carlsson and van Damme invite the 
reader to think of the result as bringing us closer to a realistic and valu-
able prediction. Consequently, they call on their readers to go out and 
seek areas of economic activity that exhibit indeterminacies due to coor-
dination effects and impose a similar incomplete-information perturba-
tion in order to get unique predictions.
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This call was heeded. Morris and Shin (1998) was an influential model 
of currency attacks, based on the idea that speculators’ incentive to attack 
a currency depends on their beliefs about economic fundamentals and 
other speculators’ behavior, in a way that resembles the coordinated 
attack problem. Goldstein and Pauzner (2005) revisited the well-known 
Diamond-Dybvig model of bank runs. This is a scenario in which an 
individual depositor’s decision whether to withdraw his money from 
the bank depends on his assessment of the bank’s solvency as well as 
his belief regarding other depositors’ behavior. There are many more 
examples; this is not the place for a serious list. Morris and Shin’s (2003) 
review article would be a good starting point for interested readers. 
Because these models are written in the applied-theory mode, their 
assumptions are meant to approximate a concrete economic environ-
ment. This means that they do not always fall neatly into the rigid global 
game framework, and some analytical work is needed to bridge this 
gap. But the main thrust of these works emanates from the Carlsson–
van Damme example.

Between the Absurd and the Applied

How can two examples that are so similar give rise to such different 
responses? Both examples introduce small incomplete-information per-
turbations into the same underlying game. Although the perturbations 
are different, they lead to the same prediction: the risk-dominant action 
is taken as the consequence of iterated elimination of strictly dominated 
strategies. The proof method is basically the same. How could the same 
result lend itself to a “paradoxical” or an “applied” pitch at the authors’ 
pleasure?

I can think of a few explanations. First, explicit intentions matter. 
Rubinstein announces his result as a paradox, while Carlsson and van 
Damme announce theirs as a prediction without scare quotes. The 
authors essentially tell their readers how to think about their results, 
and readers usually do as they are told.

Going into details, the “states of nature” in the two examples are 
different. In Rubinstein’s example, the state is binary, whereas in Carls-
son and van Damme’s it is continuous. Continuous variables tend to 
convey a “realistic” impression, whereas binary variables are often used 
for pedagogical or “merely illustrative” purposes. The enemy’s strength 
is not really binary; there are many degrees of strength. Therefore, an 
example that describes it as a continuous variable announces itself as 
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more “descriptive” than an example that describes it as a binary 
variable.

Furthermore, the players’ noise structure has an “applied” connota-
tion in Carlsson and van Damme’s example. The typical reader has seen 
countless examples of applied-economics exercises in which decision-
makers observe a real-valued economic variable with additive noise. 
Usually the noise in such works is normally distributed, rather than 
uniformly distributed as in Carlsson and van Damme’s example. And 
indeed, when Morris and Shin present their version of the example in 
their 2003 review, they use normal noise distributions. This lends an 
air of “applied economics” to the exercise. In contrast, the elaborate 
e-mail protocol in Rubinstein’s example has been constructed for the 
specific purpose of this example. No “applied-economics” paper has 
ever used anything like it.

Viewing this from outside the economics culture, a reader might think 
this is getting things backward. Rubinstein’s protocol describes a con-
crete mechanism for generating asymmetric information, based on an 
actual technology. And everyone has had experience with messages that 
fail to reach their destination! In contrast, the additive noise specifica-
tion is obviously a mathematical abstraction. Rubinstein’s protocol is 
more tangible and, in this sense, more realistic than Carlsson and van 
Damme’s abstract specification. Nevertheless, the conventions of eco-
nomic theory condition us to treat the former as “artificial” and the 
latter as “realistic.”

These factors may explain why we are primed to view Carlsson and 
van Damme’s game in “applied” terms. But why don’t we think of the 
result itself as absurd, given that it has the same underlying reasoning 
as Rubinstein’s? Morris (2002) grappled with this question. He claimed 
that players’ equilibrium strategy in Carlsson and van Damme’s example 
can be described as a heuristic of responding to a “Laplacian” belief 
that the opponent is equally likely to play the two actions. In other 
words, it is natural and simple, and doesn’t require sophisticated stra-
tegic reasoning. But so is the equilibrium strategy in the e-mail game! 
What can be simpler than playing the same action regardless of one’s 
information?

In my opinion, there are two reasons for our tendency not to be “out-
raged” by Carlsson and van Damme’s prediction. First, in their example, 
a player’s signal t plays a double role: (1) it gives him information about 
the value of x, which determines the value of a successful attack; (2) it 
measures the player’s layer of mutual belief that efficient coordination 
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is possible. The latter role mirrors the number on the player’s computer 
screen in the e-mail game, but this role is masked by the first role. The 
e-mail game throws players’ degree of mutual knowledge in the read-
er’s face; Carlsson and van Damme’s example conceals it behind a 
payoff-relevant detail.

Second, consider our instinctive assessment of the difference between 
a few key numbers—the cutoff value t  =  ½ that determines whether 
players attack, and the values 0 and 1 of x at which attacking becomes 
a dominant or dominated action. The difference between ½ and 0 doesn’t 
seem large because it is on the game’s payoff scale. Therefore, it doesn’t 
surprise us that players might demand a “cushion” that protects them 
against the risk of a miscoordinated attack. In fact, the appropriate unit 
of measurement for gauging the difference is ε, which quantifies the 
precision of players’ signals. When ε is infinitesimal, a signal t  =  0.4, say, 
is “infinitely larger” than x  =  0 in these terms, and therefore the model 
effectively predicts that players demand an infinitely large safety cushion 
in order to coordinate with their opponent. This pitch sounds more para-
doxical, doesn’t it? Thus, while Rubinstein’s framing of the information 
structure invites us to regard a huge number on the computer screen 
as an invitation to be supremely confident that the opponent realizes 
that coordinated attack will be successful, Carlsson and van Damme’s 
framing obscures this—the difference between 0.4 and 0 looks small, 
not like the arbitrarily large multiple of ε that it is.

We see that small stylistic and rhetorical differences can make all the 
difference between viewing a stark result as a credible, useful predic-
tion or as a funny paradox. Such is the distance between the applied 
and the absurd in economic theory.

Holdups and Ultimatums

Global games are not an isolated example of this fine line. Here is another 
example, which is a key building block in the modern theory of the 
firm. It played a crucial role in the development of the theory of incom-
plete contracts.11 Imagine a worker who is about to enter a venture with 
a firm. Before doing so, she decides whether to make an investment in 
firm-specific human capital. The cost of this investment is c, where 
0  <  c  <  1. Prior to the investment, the value of the output she can produce 
for the firm is 1. After the investment, it jumps to 2. Because the gain 
from the investment outweighs the cost, investing is the economically 
efficient thing to do.
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If the two parties can sign an advance contract saying, “If the agent 
makes the investment, she commits to produce X for the firm and receive 
W in return,” they can bargain ex-ante over the value of W. Conven-
tional bargaining models with complete information predict immediate 
agreement on some value W. The efficient outcome will prevail.

But now suppose that such contracts are infeasible. The product X 
is impossible to define before it has been developed, and a contract that 
doesn’t specify exactly what X is cannot be enforced by the courts. The 
ability to describe X arises only after the worker has made her invest-
ment. Only at that stage can the two parties bargain over the division 
of surplus. A typical telling of this story doesn’t specify the bargaining 
process and instead assumes that the worker’s share in the surplus is 
some λ   <  1.

But what is the divided surplus? By the time the two parties enter 
the bargaining, whatever investment the worker has made is a sunk 
cost. Therefore, her rational calculation will ignore it. The relevant surplus 
for the bargaining process is 1 if the worker did not make a prior invest-
ment, and 2 if she did. Given that her share in the surplus is λ, the 
worker’s benefit from making the investment is λ ⋅ (2−1)  =  λ. If λ  <  c, the 
worker will not make the investment, and the efficient outcome will 
not prevail.

This is the holdup problem: when parties cannot write advance con-
tracts, their incentive to make efficiency-enhancing investments is 
dampened because they anticipate that the future bargaining process 
will treat these investments as irrelevant sunk costs.

Where is the lurking paradox in this story? Let’s look at the bargain-
ing process. Consider the extreme case of λ  =  0, where the holdup prob
lem is at its worst. This value of λ means that the firm has all the 
bargaining power in its relationship with the worker. In conventional 
game-theoretic models of bargaining, this extreme bargaining power 
can derive only from the assumption that the firm makes all the offers. 
In the simplest case, the firm makes a single take-it-or-leave-it offer to 
the worker.

But, of course, this bargaining protocol is known as the Ultimatum 
Game. A proposer offers a division of some amount of money. The 
responder says yes or no. If he rejects the offer, no one gets anything. 
A huge experimental literature, starting with the seminal paper by Güth, 
Shmittberger, and Schwarze’s (1982), documents people’s behavior in 
this take-it-or-leave-it bargaining game. The experiments are usually 
run over small stakes, although enterprising experimentalists have been 
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able to run them over reasonably large stakes—for example, by running 
NSF-funded experiments in poorer countries.12 The robust finding is that 
the proposer makes an offer that is substantially far from claiming the 
entire surplus for himself. The modal offer in low-stakes experiments is 
a fifty-fifty split of the surplus. In the rare occasions that an offer gets 
dangerously close to the standard prediction, the responder usually 
rejects it.

Like a few other classic experiments in the history of behavioral eco-
nomics, this one didn’t really have to be performed. Our intuition about 
it is so robust that we could carry it entirely in our head as a thought 
experiment, like the e-mail game. As Colin Camerer quipped, only econ-
omists find the Ultimatum Game surprising.13 Indeed, in the early days 
following the Ultimatum Game, economists proposed various outland-
ish explanations for this experimental finding. When the dust settled, 
I think that there was one clear winner, having to do with perceptions 
of fairness. The selection of the two parties into the proposer-responder 
roles is arbitrary. As a result, the responder doesn’t think that the pro-
poser’s first-mover advantage entitles him to a disproportionate share 
of the surplus, and therefore resents the proposer when he behaves as if 
he is entitled. Might doesn’t make right. The responder is willing to give 
up money to express this resentment. Anticipating this sentiment, the 
proposer is reluctant to antagonize the responder with an unfair offer.

One strand in the voluminous experimental literature explored what 
can affect the responder’s fairness judgments. For example, suppose 
the identity of the responder is not random, but selected according to 
a prior trivia quiz. In this case, the proposer did something to get the 
first-mover advantage, and therefore it is more acceptable if he exploits 
it. Offers in this variant on the Ultimatum Game are somewhat more 
favorable to the proposer than in the bare-bones version.14

But now let us return to the holdup problem with λ  =  0. Not only is 
the bargaining process following the worker’s investment equivalent 
to the Ultimatum Game, but the parties’ behavior prior to the bargain-
ing phase also intensifies the responder’s sense of entitlement. We can 
imagine her fuming (expletives deleted): “I made this sacrifice, learning 
new skills and acquiring new technologies, losing sleep and risking a 
divorce, and now you’re telling me that I should disregard it because 
it’s a sunk cost?! So that you can enjoy all the benefits of my invest-
ment?!” In other words, the protocol of the holdup game doesn’t miti-
gate the fairness considerations that the Ultimatum Game has revealed; 
on the contrary, it makes them more prominent. An astute employer 
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will recognize it and make a generous offer to the worker. From this 
point of view, the sunk cost actually strengthens the worker’s bargain-
ing position because it lends credibility to her threat to burn all bridges 
if she doesn’t get her fair share. It’s the exact opposite of the usual sunk-
cost story. (Of course, when stakes are large, we shouldn’t expect a 
fifty-fifty split, but an allocation that lies somewhere between this bench-
mark and the standard, proposer-take-all prediction.)

The paradox that lurks underneath the holdup problem is that its 
standard economic argument runs against the fairness-based interpre-
tation of the Ultimatum Game. Why are we willing to look the other 
way and pretend that the Ultimatum Game argument is irrelevant to 
the holdup problem? Somehow, we have managed to compartmental-
ize our knowledge. Yes, we know that the Ultimatum Game is one of 
the most robust and frequently run experiments in the history of experi-
mental economics, and we realize that it will upset the classical argu-
ment in the holdup problem, upon which such an important literature 
has been erected. But we seem to have this tacit agreement not to mix 
these two pieces of knowledge.

One can argue that economists use experimentally refuted theories 
all the time. For example, we regularly use expected utility theory despite 
classic experimental refutations like the Allais paradox.15 The analogy 
is not accurate. When we apply expected utility theory, we usually don’t 
rely on the specific configuration of Allais’s experiment. In contrast, the 
holdup problem is a specific argument about the role of sunk costs in 
bilateral bargaining, which runs against the insights we learned from 
the Ultimatum Game.

This example illustrates yet another variety of the phenomenon that 
this chapter has examined. Here it is a matter of our willingness, or 
lack thereof, to approach an economic application from a slightly dif
ferent perspective that would link it to a different body of literature 
within economics (in this case, experimental economics) and absorb the 
lessons this literature might teach us. If we do look at this other liter
ature, the application suddenly becomes “paradoxical.”

A Tight Space

This is the condition of economic theory: paradox can always be just 
around the corner. Move a bit away from it, and you have a triviality. Move 
a bit toward it, and you have a result no one can trust. The space in 
which you can use the tools of economic theory to say something that 
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is not trivial and has some credibility is tight. Rhetoric, stylistic tricks, 
and arbitrary conventions can determine whether you land in the area 
of paradox or away from that cliff.

In his Econometric Society presidential address, Rubinstein (2006) 
referred to the “dilemma of absurd conclusions”—namely, the fact that 
any economic model can be twisted and extended to the point where 
it will deliver paradoxical results. What this chapter has shown us is 
how apparently minor and superficial details of the model’s delivery 
and its surrounding rhetoric can bounce us back and forth between the 
absurd and the applied.

The reader may think that, by making such a claim, I am diminishing 
economic theory. I don’t think I am. That the serious and the grotesque 
can be very close is a fact of life. If living in the post–November 2016 
world has taught us anything, it is that sometimes, ridiculous things 
should be taken very seriously (as if we hadn’t known this already). 
That economic theory can accommodate this irony is a measure of its 
ability to portray an essential aspect of human interactions.
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Applied Theory versus “Applied Theory”

If economic theory often teeters on the verge of paradox, how do theo-
rists cope with this condition? After all, we usually prefer to keep a 
safe distance from the brink of paradox. Most of us try to convince our 
audience that our theoretical exercises offer relevant lessons about real-
life economic phenomena—that what we do isn’t what the gentle souls 
at econjobrumors​.com refer to as “mathurbation.” When the intensity 
of these attempts to establish real-life relevance exceeds a certain thresh-
old, the exercise invites an appreciation as an “applied” contribution. 
The example of global games from chapter 2 showed how theorists can 
create an “applied” impression out of raw material that could just as 
easily generate a “paradoxical” effect.

The traditional distinctions between pure and applied theory are 
familiar. One distinction is that an applied-theory piece has concrete 
real-life empirical phenomena as a starting point; explaining them is 
the piece’s raison d’être. Alternatively, an applied-theory paper may be 
motivated by a policy problem; the theoretical exercise is expected to 
deliver a policy prescription. A piece of pure theory lacks these ambi-
tions. The flip side is that an applied-theory piece does not aim at a 
conceptual or technical innovation: it takes an existing model off the shelf 
(as well as existing methods for analyzing it) and adapts it to the con-
crete economic situation at hand. By comparison, a piece of pure theory 
usually has the ambition to expand our arsenal of models or advance 
our conceptual and technical understanding of existing models, without 
insisting on the exact mapping between these models and a concrete 
economic reality.

This description is rough, partial, and imprecise. I am also not sure 
it matches how practicing theorists would categorize specific instances. 

3	 The Applied-Theory Style
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In particular, I speculate that the original motivation behind many papers 
that we classify as applied theory is different from the one that eventu-
ally graces their introductions. Some of these papers are “literature-
driven” outgrowths of existing classes of models; their stated “economic 
motivation” is not what intrinsically motivated the theoretical exercise, 
but a post hoc plea for its economic relevance.

Trying to come up with a crisp, accurate distinction between pure 
and applied theory is not a simple task: the pure-applied axis may well 
be a continuum rather than a dichotomy. At any rate, as philosophically 
interesting as this question may be, it is actually not my concern in this 
chapter. For what I am interested in here is not applied theory but 
“applied theory”—namely, not the theoretical exercise’s methodology 
but the style of its delivery. This chapter examines papers that do not 
obviously belong to the pure or applied categories. They are unmistak-
ably about real-life situations, yet they are not propelled by concrete 
empirical regularities or policy questions. This gives these papers con-
siderable wriggle room in terms of how to connect the abstract model 
with economic reality. What I refer to as the applied-theory style is a col-
lection of modeling choices, rhetorical gambits and stylistic devices that 
the papers employ in order to thicken this connection.

An “applied-theory” exercise is as much a caricature of economic 
reality as a “pure theory” one. Yet, rather than making this caricature-
like nature manifest, the “applied theory” piece, much like “realist 
art,” sublimates it by means of various stylistic tricks—mediated by 
conventions held by its readers—to create an impression that the cor-
respondence between the economic model and economic reality is 
straightforward, thus enhancing the perception that the theoretical exer-
cise has direct economic relevance.

What are these tricks and conventions? How do successful practi
tioners of the applied-theory style manage to pull them off? These are 
the questions I address in this chapter.

Mahler versus Stravinsky

So, is the “applied-theory” style mere fakery? Is it nothing more than 
putting lipstick on a pig? That is not how I think about the issue. To 
clarify my position, I would like to use an analogy from “classical” 
music, by comparing two twentieth-century composers. Gustav Mahler 
is known for the rhetorical intensity of his compositions, epitomizing 
the Romantic tradition of using musical devices to stir and mimic emo-
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tions. By contrast, Igor Stravinsky is equally well-known for his cool-
ness of expression and his avoidance of straightforward links between 
musical occurrences and human emotions. Listeners will have their own 
preferences over the “rhetorical temperature” of their classical music. 
Personally, I’m on Team Stravinsky. But this does not stop me from 
appreciating Mahler’s tactics and sometimes even enjoying them.

I think of the distinction between the “pure” and “applied” styles in 
similar terms. “Pure theory” represents “cool rhetoric,” whereas “applied 
theory” means amping up the rhetorical devices that the paper employs 
to establish a tangible correspondence between model and reality. Per-
sonally, I’m on Team Pure. But this does not stop me from appreciating 
the devices that masters of the “applied” style use to enhance the impact 
of their work on their readers. Perhaps I am even envious of them, 
because I don’t actually know how they do it! Trying to make sense of 
this style is no sign of disrespect toward it. It is provocative only if we 
deny that these devices have anything to do with how economic-theory 
papers are received by their readers. 

This chapter explores in some detail three classic examples from the 
economic-theory literature. In each case, I identify various expositional 
devices that elevate the paper’s “applied” status. Readers may disagree 
whether the individual examples are intrinsically pieces of pure or 
applied theory. However, recall that this is of secondary importance. 
My point is that each of these examples use “applied-theory” stylistic 
tropes to increase the chances that a broad audience of economists will 
take their theoretical argument more “seriously.”

The Role of Modeling Choices

Before delving into these exercises in amateur style criticism, we should 
note that the line between style and substance is not always crystal clear. 
In particular, the modeling choices that a theory paper makes play a role 
in shaping readers’ perception of the paper as “pure” or “applied.” 
Accordingly, my discussion treats modeling choices as an aspect of the 
“applied-theory” style.

For instance, we already saw in chapter 2 how using a Gaussian 
parameterization of uncertainty has an “applied” connotation, unlike 
the discrete, geometric distribution over the length of communication 
chains in the e-mail game. More generally, a model in which variables 
take values in a continuum is usually regarded as more “applied” than 
a model with binary variables. With a continuum of actions, it is possible 
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to define agents’ preferences by smooth utility functions and use cal-
culus to find optimal actions. This, again, gives the paper an “applied” 
look. A parametric model invites us to perform comparative statics—
that is, analyzing how the model’s “solution” (whether it is given by 
constrained maximization or an equilibrium concept) changes with the 
free parameters. A theory paper that emphasizes such comparative-
statics exercises has better chances to be perceived as “applied.” In 
general, analysis trumps combinatorics as the mathematical language 
that carries “applied-theory” papers.

Let’s make this operational. Take a representative sample of econo-
mists and have them manually classify thousands of economic-theory 
papers into “applied” and “pure” (paying them the standard MTurk 
rate for this task). Then train a fancy machine-learning algorithm with 
this data in order to learn the applied/pure classification. My conjec-
ture is that a paper in which agents’ choice set is the set of real numbers 
and their preferences are given by a quadratic utility function with some 
free parameter is considerably more likely to be classified as “applied,” 
relative to a paper in which agents face binary choices and their prefer-
ences are not parameterized—independently of the substantive applied/
pure distinction. (The algorithm will make an exception to this rule: it 
will often classify “market design” papers, which almost invariably 
involve discrete math, as “applied.”)

If my speculative conjecture is correct, why would that be the case? 
Are smooth, parametric functions over a continuum more “realistic” 
than nonparametric functions over a discrete set? I don’t have a deeper 
answer than the one my hypothetical machine-learning algorithm would 
provide. Historically, economists who used models in the “applied” 
mode made greater use of parametric functions that enabled straight-
forward, calculus-based comparative statics. This has led us, human 
economists, to associate certain types of formal exposition with “applied 
theory” and others with “pure theory.” I don’t think there is much more 
to it.

Doing It Now or Later

Our first example is a classic from one of the peak periods of behavioral 
economics: Ted O’Donoghue and Matthew Rabin’s “Doing It Now or 
Later” (1999). Behavioral economics covers many aspects of the psy
chology of decision-making. But when it suddenly burst onto the stage 
of mainstream economics in the mid-1990s, it was mostly through the 
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phenomena of limited self-control and taste for immediate gratification. 
O’Donoghue and Rabin’s paper presented a simple example of how 
these phenomena lead to procrastination.

Here’s how I used to teach the example. A decision-maker faces a 
repeated choice between performing a task and delaying it. When he 
performs it, the problem is over. When he delays it, he faces the same 
problem in the next period. If he chooses to delay for T−1 periods, he is 
forced to perform the task at period T (the deadline) and the problem 
is over.

The decision-maker exhibits “present bias.” At any moment in time, 
he dislikes performing the task “now” and would like to do it later, but 
not too late. This causes his preferences over the absolute timing of per-
forming the task to change over time. At any period t, the decision-
maker’s ranking is t + 1≻ t ≻ s  for every s >  t  + 1.

To analyze the behavior of a decision-maker with changing tastes, 
the standard operating procedure in economics relies on an idea that 
originates from Strotz (1955), which treats the decision-maker at any 
decision node as a distinct agent. Thus, the decision problem is turned 
essentially into a game between multiple “selves.” O’Donoghue and 
Rabin argued that to apply the appropriate solution concept to this game, 
we need to make an assumption about the decision-maker’s ability to 
anticipate his future preferences. They distinguished between two cases.

1.  A “sophisticated” decision-maker is perfectly able to predict his 
future preferences. At any point in time, he fully predicts the behavior 
of future selves. Therefore, it makes sense to analyze behavior in the 
decision problem as if we are applying a conventional solution concept 
to the game between the multiple selves. Subgame perfect equilibrium 
captures the idea that each self responds optimally to a correct predic-
tion of the behavior of future selves.

2.  A “naïve” decision-maker always believes that his future prefer-
ences will be identical to his current preferences. Therefore, his decision 
at any period is taken as if he solves a multi-period decision problem 
like a rational decision-maker with stable preferences, which happen 
to be his current preferences.

Let us characterize the behavior of these two types of decision-makers 
in the task-completion problem. At any period t  <  T, the naïve decision-
maker prefers to perform the task at t  + 1. Therefore, he will choose to 
delay the task at any period t  <  T. The outcome is that he will put off 
performing the task until the deadline T.
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Now consider the sophisticated type. We can apply backward induc-
tion to find the unique subgame perfect equilibrium. In the final period 
T, the decision-maker is forced to perform the task. He correctly pre-
dicts this at period T  − 1. Since his preference at this period is T ≻ T − 1, 
he will not perform the task at T  − 1. Continuing the backward induc-
tion procedure, consider period T  − 2. The decision-maker correctly 
predicts that if he delays now, he will perform the task at period T. 
Since his preferences at period T  − 2 satisfy T − 2 ≻ T , he will perform 
the task at T  − 2. The reader can now guess how this is going to play out. 
At period T  − 3, he will delay; at period T  − 4, he will not; and so forth. 
Ultimately, the sophisticated type performs the task at any period t if 
and only if T  −  t is an even number. On the equilibrium path, the 
decision-maker will complete the task by the end of the second period.

How does this sound to you as a prediction? I can attest that when 
I presented this result in class, students often smiled—not unlike the way 
they reacted to the e-mail game we discussed in chapter 2. After the 
serious and economically relevant introduction about limited self-control 
and procrastination, a prediction that hinges on the parity of the number 
of periods before the deadline sounds frivolously absurd. Rather than 
a “serious” prediction, it is reminiscent of those whimsical backward-
induction exercises that game theory beginners encounter.

Can one use such an absurd prediction if one wants to evaluate the 
role of sophistication in task completion by decision-makers having a 
taste for immediate gratification? If we only look at behavior along the 
equilibrium path, the conclusion is that naïve decision-makers will 
delay performing the task until the deadline, whereas sophisticated 
decision-makers will complete the task early. This comparison is com-
pelling. But can we take it seriously, knowing the strange off-equilibrium 
behavior?

At any rate, this is not how O’Donoghue and Rabin pitched their 
exercise. First, they adopted the language of utility functions rather than 
preferences to describe the example. In particular, they used the “hyper-
bolic discounting” utility function to represent these preferences. We 
will have more to say about this in chapter 4. At this stage, it suffices 
to note that under this utility function, the decision-maker’s rate of sub-
stitution between payoff flows at periods t and t  + 1 depends only on 
whether he makes this assessment prior to period t or exactly at period 
t. For a wide range of parameter values, the utility function induces 
the time-dependent preferences that I described above. However, 
presenting a model in terms of utilities lends it an “applied” color, 
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whereas the description in terms of preference relations is associated 
in economists’ minds with a more abstract and pedagogical approach. 
O’Donoghue and Rabin’s description effectively primed readers to view 
the exercise through an “applied-theory” lens.

Second, and more importantly, O’Donoghue and Rabin’s presentation 
focused on the finding that, along the equilibrium path, the sophisticated 
type completes the task by the end of the second period, long before the 
naïve type does. It played down the weird off-equilibrium behavior. 
Although this pattern does appear in one of their examples, their exposi-
tion didn’t make a big deal out of it. This is consistent with the “applied” 
style. While the off-equilibrium pattern is fundamental to the outcome, 
it is something that an outside observer of the decision-maker’s behavior 
cannot directly identify; only the timing of task completion is observable. 
An “applied” perspective emphasizes the latter at the expense of the 
former.

This example offers further illustration of the expositional strategies 
that can steer a potentially paradoxical message away from the brink 
and invite a more “applied” appreciation. In the case of global games, 
this was mainly a matter of using an information structure that, while 
abstract, is more familiar to applied economists than Rubinstein’s con-
crete and highly specific e-mail protocol. In the “doing it now or later” 
case, the trick is to focus on the equilibrium path and deemphasize 
off-equilibrium behavior. These are discreet moves, but I believe they 
have a large effect on the reader’s perception of the nature of the exer-
cise: a “serious” result that is meant to be predictively credible, rather 
than an ironic result that teases the reader with its absurd elements.

The Jury Model

In the mid-1990s, two teams of game theorists with economics and 
political science backgrounds—David Austen-Smith and Jeffrey Banks, 
and Tim Feddersen and Wolfgang Pesendorfer—published a series of 
influential papers that used the theory of games with incomplete infor-
mation to study strategic voting in large elections as well as in small 
groups such as committees or juries.1 Perhaps the most provocative 
among these studies was Feddersen and Pesendorfer (1998), in which 
they presented their celebrated “jury model.” This paper was pub-
lished in a major political science journal, not in an economic-theory 
journal. Perhaps accordingly, the paper establishes an “applied” tone 
at the very outset:
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According to Lord Devlin, “Trial by jury is not an instrument of getting at the 
truth; it is a process designed to make it as sure as possible that no innocent 
man is convicted.” . . . ​It is commonly thought that requiring juries to reach a 
unanimous verdict is exactly the mechanism that protects innocent defendants 
and that this protection comes at the cost of an increased probability of acquit-
ting a guilty defendant. We construct a model that demonstrates how strategic 
voting by jurors undermines this basic intuition. The unanimity rule may lead 
to a high probability of both errors, and the probability of convicting an inno-
cent defendant may actually increase with the size of the jury. We also demon-
strate that the unanimity rule is an exceptionally bad rule. A wide variety of 
voting rules, including simple majority, lead to much lower probabilities of both 
errors.

With this opening paragraph, the authors are telling us that they are 
not just going to show us a thought-provoking theoretical effect of stra-
tegic voting: they will make an argument that bears on a real-life prob
lem of grave importance. Their gambit is a promise to demonstrate that 
contrary to conventional wisdom, the unanimity rule is pretty bad at 
preventing the conviction of innocents, once we take jurors’ strategic 
voting into account.

Here is a simple version of the model, which I enjoy teaching in my 
game theory courses. A group of n   >  2 “jurors” independently decide 
whether to vote in favor of convicting or acquitting a defendant. A priori, 
the probability that the defendant is guilty is ½. Before submitting her 
vote, each juror receives a private binary signal of accuracy q  >  ½. This 
means that when the defendant is guilty, the juror receives a “guilty” 
signal with probability q and an “innocent” signal with probability 
1 −  q. These probabilities are independent of the other jurors’ signals. 
Likewise, when the defendant is innocent, the juror receives a “guilty” 
signal with independent probability 1 −  q and an “innocent” signal with 
independent probability q. The larger q, the more accurate the juror’s 
signal.

In line with the jury trial story, voting follows the unanimity rule: 
the defendant walks free unless all jurors vote to convict him. To com-
plete the model, we need to define jurors’ preferences. Feddersen and 
Pesendorfer assume the jurors have a common interest: all they care about 
is making the right decision. Specifically, each juror gets a payoff of 1 
when the right decision is made (a guilty defendant is convicted, an 
innocent defendant is acquitted) and 0 when the wrong decision is made.

There is something strange about this model, if we wish to regard it 
as a faithful description of how juries in real-life criminal trials behave. 
The jurors in the model don’t talk with each other; any communication 
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stays out of the model. In addition, their signals are private and con-
ditionally independent, even though they presumably sat through the 
testimonies and were exposed to the same information. Here is how 
Feddersen and Pesendorfer addressed this concern:

We assume the signal is private information. Since jurors observe the same facts 
at the trial and engage in deliberations prior to taking the final vote, the assump-
tion may seem inappropriate. Yet, there are several reasons the complete disclo-
sure of private information through the deliberation process may not occur. 
For example, some jurors may have technical knowledge that is relevant for 
the decision but that cannot be fully communicated in the limited amount of 
time available. Furthermore, while all jurors agree that they prefer convicting 
the guilty and acquitting the innocent, each may have a different threshold of 
reasonable doubt. Even such minimal preference diversity may create incen-
tives for jurors not to reveal their private information in deliberations. For 
example, a juror predisposed to convict may be reluctant to reveal her innocent 
signal lest another juror with a higher threshold who received a guilty signal 
vote to acquit. Since we do not model the effect of jury deliberations, determin-
ing that effect from a theoretical standpoint is beyond the scope of this article.

The rhetoric is interesting. The authors use the possibility of hetero-
geneous preferences (which lead to heterogeneous subjective convic-
tion thresholds) as a potential impediment to truthful sharing of personal 
expertise, even though their main model rules out such heterogeneity. 
And while it is true that asymmetric expertise and imperfectly aligned 
incentives can prevent full sharing of information (“knowledge cannot 
be fully communicated,” to use the authors’ language), does this justify 
the extreme assumption that no knowledge is communicated?

None of this would matter if Feddersen and Pesendorfer employed 
low temperature, “pure theory” rhetoric: let’s see what standard game-
theoretic modeling of strategic voting implies under the unanimity 
rule. From that perspective, taking the simplest model and imposing 
the starkest assumptions (a common interest, conditionally independent 
private signals, no communication) helps us focus on the essence of the 
theoretical argument. It is only when the paper tries to establish rele-
vance in an “applied” sense that more vigorous hand-waving is needed.

Pivotal-Voting Reasoning

Let us turn to the analysis of Nash equilibrium in this game. An ele-
mentary but important observation is that the model has a “bad” equi-
librium in which all jurors vote to acquit, regardless of their private 
information. The reason is that when a juror believes her opponents 
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follow this strategy, she realizes that she can never unilaterally affect 
the outcome, and therefore she is indifferent between her two feasible 
actions. Following the “lazy” strategy of voting to acquit regardless of 
her information is optimal.

The question is whether there are Nash equilibria in which jurors 
vote in a way that reflects their private information. In particular, is 
there an equilibrium with sincere voting, in which each juror votes to 
convict if and only if she has a “guilty” signal? It turns out that the 
answer is negative. The reason is insightful.

Put yourself in the shoes of a juror who received an “innocent” signal. 
She believes that the other jurors vote sincerely. Moreover, as an expected-
utility maximizer, she only cares about contingencies in which her 
action affects the outcome. Under the unanimity rule, the juror’s vote 
makes a difference if and only if all other jurors vote to convict. Although 
this “pivotal event” is a hypothetical contingency when the juror con-
templates her decision—and a low-probability one at that when n is 
not small—it is actually the only contingency that matters because it 
is the only one in which her vote affects the outcome. Therefore, the 
juror chooses as if she actually learned that all other jurors voted to 
convict. But given the other jurors’ strategy, this contingency arises if 
and only if they all got a “guilty” signal.

Now, the juror says to herself: OK, I got this “innocent” signal, but 
n − 1 other jurors got a “guilty” signal. Our signals are equally accurate, 
and the prior probability that the defendant is guilty is ½. Therefore, it 
is more likely that my opponents are right and I am wrong than the other 
way around. The juror’s conclusion is that she should vote to convict the 
defendant, against her private information. This means that the guessed 
strategy profile, in which all jurors vote according to their signal, is not 
a Nash equilibrium: when a juror believes her opponents follow sincere 
voting, her best reply is to vote to convict regardless of her signal.

This is a remarkable example of what behavioral game theorists call 
“contingent reasoning.” The individual player realizes that the conse-
quences of her action depend on a contingent event, and therefore 
reasons as if the event actually took place. The best-known instance of 
contingent reasoning is the “winner’s curse” from auction theory. In a 
standard auction, an individual bidder cares about the value of the object 
only when she wins. However, this hypothetical event conveys informa-
tion about the other bidders’ private information because their bids are 
systematically related to their information. Therefore, a rational bidder 
who knows her opponents’ bidding strategies will choose her own bid 
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in a way that takes this information into account, as if she actually won 
the auction. We will revisit the winner’s curse in chapter 5.

Having shown that sincere voting is inconsistent with Nash equilib-
rium, Feddersen and Pesendorfer proceeded to analyze the symmetric 
Nash equilibrium that is socially optimal (according to jurors’ prefer-
ences) under the unanimity rule. They showed that, in this equilibrium, 
jurors vote to convict when they receive a “guilty” signal and randomize 
between the two actions when they receive an “innocent” signal. As a 
result, even the socially optimal equilibrium involves a non-negligible 
probability of convicting innocent defendants, regardless of how large 
the jury is. Other majority voting rules outperform the unanimity rule 
in this regard, because the inference from the pivotal event in which a 
juror’s vote is decisive isn’t as strong as in the case of the unanimity 
rule.

I enjoy teaching this model because of the subtlety of the game-
theoretic argument of pivotal voting. But there’s a difference between 
appreciating the cleverness of a game-theoretic argument and finding 
it realistic. As we saw in chapter 2, Rubinstein (1989) presented the 
relentless iterative reasoning that characterizes equilibrium behavior in 
the e-mail game as a paradox. By comparison, Feddersen and Pesend-
orfer’s paper does not present the pivotality argument as paradoxical. 
Indeed, it underlies the paper’s substantive claim that the unanimity 
rule leads to excessive conviction of the innocent.

So, is the pivotal-voting reasoning realistic or is it paradoxical? Should 
we believe that real-life voters will focus on the rare hypothetical event 
in which their vote is pivotal, and draw statistical inference from this 
event as if it has already happened, taking their knowledge of other 
voters’ strategies into account? To me, this reasoning is too sophisti-
cated to be realistic—especially given the rarity of the hypothetical 
pivotal event, which makes it difficult to learn about its implications 
from past experience. I would have been content with presenting the 
model as a thought-provoking exercise with a semi-paradoxical flavor.

However, given that Feddersen and Pesendorfer presented their 
model in a more “applied” mode, realism of the contingent reasoning 
that underlies their equilibrium analysis became a pressing matter for 
other economists. This encouraged experimental work that tried to test 
it in laboratory settings. The evidence is mixed.2 I imagine that the 
impetus for such experimental inquiry would have been weaker had 
Feddersen and Pesendorfer delivered their exercise in the “pure theory” 
style.
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Remember how Morris (2002) tried to defuse the paradoxical aspect 
of Nash equilibrium behavior in global games, by pointing out that it 
can be interpreted as an intuitive heuristic of optimizing against a 
“Laplacian” belief. In a similar vein, Andrew McLennan (1998) showed 
that the optimal symmetric Nash equilibrium in symmetric common-
interest voting games like the jury model has a natural heuristic inter-
pretation. Suppose each voter asked, “What is the mixed strategy that 
would maximize our expected payoff if we all followed it?” This is 
sometimes referred to as a “Kantian” heuristic, because it applies Imman-
uel Kant’s categorical imperative.3 Her answer to this question would 
be to play the exact mixed strategy that Feddersen and Pesendorfer 
characterized. In particular, it outperforms sincere voting. The reason 
is that given the voters’ preferences—specifically, how they weigh the 
errors of convicting the innocent and acquitting the guilty—the una
nimity rule is suboptimal, and the voters’ equilibrium behavior tries to 
undo its deviation from optimality.

The apparent lesson from McLennan’s result is that we don’t have to 
interpret voters’ equilibrium behavior in terms of the counterintuitive 
contingent reasoning; the Kantian heuristic of acting in a way that would 
benefit everyone if everyone followed it produces the same behavior. 
However, when we conclude that Nash-equilibrium reasoning in a par
ticular game is counterintuitive or unrealistic, should this conclusion 
be affected by the observation that the behavior that Nash equilibrium 
predicts is also consistent with some other heuristic that has nothing to 
do with Nash equilibrium (also bearing in mind that McLennan’s equiv-
alence argument would break down if we perturbed the model and 
introduced preference heterogeneity among voters)?4

So, how should we regard the jury model? As a demonstration of 
the subtle effects that the concept of Nash equilibrium (more specifi-
cally, the idea of best-replying to a low-probability hypothetical event 
as if it actually happened) entails in games with incomplete informa-
tion? Or, alternatively, as a credible prediction of what can go wrong in 
real-life jury trials because of their reliance on the unanimity rule? Fed-
dersen and Pesendorfer’s rhetoric took the latter course. Judging from 
the profession’s response, this rhetoric has worked. To this day, the jury 
model continues to be “taken seriously” for “applied” purposes.

The lesson is that, sometimes, to be successful with the applied-theory 
style, one needs to face the unrealistic features of the model and the 
paradoxical features of its analysis, and simply stare them down. If you 
take them to be realistic, maybe others will. To paraphrase Seinfeld’s 
George Costanza, it’s not a paradox if you believe it.
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Bayesian Persuasion

In 2011, Emir Kamenica and Matthew Gentzkow published what proved 
to be one of the most influential papers in economic theory in the past 
decade.5 It was one of the key works that shifted theorists’ view of the 
information structure of a game from an exogenous feature to an ele
ment of ex ante design.

The simplest way to describe the Kamenica-Gentzkow model is as 
a cheap-talk, sender-receiver interaction. It builds on the classic model 
of strategic communication by Crawford and Sobel (1982). In this 
two-player game, a “sender” privately observes an exogenous state 
of nature and chooses a costless message. A “receiver” then observes 
the message and chooses an action. Players’ payoffs are functions of the 
state and the receiver’s action. When the sender’s preferences are state-
independent while the receiver’s preference is state-dependent, we 
have a persuasion situation. This simple model became the basis for one 
of the richest literatures in modern economic theory.

The Kamenica-Gentzkow variant’s starting point is the observation 
that the sender in the original Crawford-Sobel model has a commit-
ment problem. The receiver’s choice of action relies on her interpreta-
tion of the sender’s message. In Nash equilibrium, this interpretation 
is based on correct knowledge of the statistical mapping from states to 
messages. The sender may have an incentive to take advantage of the 
receiver’s interpretation and deviate from her supposed strategy. For 
example, when the public trusts a central banker’s utterances, the central 
banker may have an incentive to milk her reputation and state that the 
economy is in good shape even when it isn’t. This incentive constrains 
the amount of information that can credibly be communicated in Nash 
equilibrium. If the sender could commit ex ante to a communication strat-
egy, then by definition this vulnerability would disappear, and perhaps 
the sender could communicate more information—and possibly increase 
the chances that the receiver will act in the sender’s interest.

Going to a Party

Here is a simple example that illustrates this idea. The example’s formal 
content is taken from Kamenica and Gentzkow (2011), but its anecdotal 
aspect borrows from an idea that Kfir Eliaz and I once played with.6

You and your partner occasionally go to parties. Before you go out, 
your partner solicits your opinion about what he is wearing. Your part-
ner’s appearance is either good or bad. You can tell but he cannot, as 

Downloaded from http://direct.mit.edu/books/book-pdf/2362281/book_9780262379038.pdf by guest on 26 September 2024



40	 Chapter 3

you live in a mirrorless house. The prior probability of the good sce-
nario is p  <  ½. Your partner is willing to go to the party only if the 
probability he assigns to the good possibility is at least ½. You want to 
attend the party regardless of your partner’s appearance.

A communication strategy for you is a function that assigns some 
probability distribution over some set of messages to each of the two 
states of nature (good appearance, bad appearance). What is the com-
munication strategy that maximizes the chances you will go to the party, 
under the assumption that your partner is rational, knows your com-
munication strategy, and uses Bayes’ rule to form his posterior belief?

A key property of Bayesian updating is that it satisfies the so-called 
Martingale property: the expected posterior belief is equal to the prior 
belief. It turns out that once we remove the credibility constraint, the 
Martingale property remains the only constraint that the sender faces. 
In the party-going example, it means that regardless of your commu-
nication strategy, with some positive probability your partner’s posterior 
probability of the good state will be weakly below p. For example, if 
your communication strategy is entirely uninformative (because you 
send the same random message in both states), your partner’s posterior 
will be equal to the prior p for sure. In this case, he will never go to 
any party. If, on the other hand, your communication strategy is fully 
informative ( you always truthfully report the state), your partner’s pos-
terior will be 1 with probability p and 0 with probability 1 −  p. In this 
case, he will go to the party with probability p.

But you can actually do better than this. Observe that having a pos-
terior probability of the good state q that strictly exceeds ½ is wasteful: 
any q  ≥ ½ would be just as good in terms of getting your partner to 
attend the party. Observe that having q lie strictly between 0 and ½ 
is also wasteful: any q below ½ would lead your partner to skip the 
party. The Martingale property essentially gives you a “budget” that 
constrains the distribution over your partner’s posterior beliefs. If you 
want to maximize the probability that q  ≥  ½, the best you can do is let 
the only posteriors be 0 and ½. Let Pr(q) represent the probability that 
the posterior belief q is realized. By the Martingale property,

Pr q = 1
2

⎛
⎝⎜

⎞
⎠⎟ ⋅

1
2
+ Pr(q = 0) ⋅ 0 = p

Therefore, Pr(q  =  ½)  =  2p. This is the maximal probability with which 
you can persuade your partner to go to the party. It is twice the fre-
quency you could get with the truthful communication strategy. The 
lesson is that even within the straitjacket of Bayesian updating, strategic 

Downloaded from http://direct.mit.edu/books/book-pdf/2362281/book_9780262379038.pdf by guest on 26 September 2024



The Applied-Theory Style	 41

communication has “persuasive power”: it can increase the chances 
that the receiver will act in the sender’s interest, relative to truthful 
communication.

Your ability to commit to a communication strategy does all the work 
here. Suppose you couldn’t commit. Then, if your partner expects you 
to follow this strategy, you would have an incentive to deviate from 
the strategy and tell him he looks good even when your random strat-
egy prescribes telling him he doesn’t. When you lack commitment 
power, your partner would never go to the party in Nash equilibrium.

The Prosecutor Example

Kamenica and Gentzkow didn’t use a frivolous example such as my 
party-going story. Like Feddersen and Pesendorfer, they invoked the 
more serious setting of a criminal trial. ( What is it with these economic 
theorists? Too many court dramas on their TV diet?) Their analogue of 
my appearance-obsessed partner is a judge, while the informed sender 
is a criminal prosecutor who chooses which evidence to seek. A com-
munication strategy is thus reinterpreted as an information acquisition 
strategy, or a “signal function.” The commitment assumption is justi-
fied by the realistic rule that prosecutors cannot conceal evidence from 
the court. For example, if the prosecutor orders a DNA test, she is forced 
to disclose the results, regardless of whether they support her case.

The prime attraction of the criminal-trial story for Kamenica and 
Gentzkow was thus that it gave them a context in which the commit-
ment assumption is convincing. Certainly more than in the party-going 
anecdote, where one would have to resort to weak informal arguments 
such as long-run reputational concerns in order to justify neglecting the 
sender’s credibility problem.

Yet that same story calls into question the realism of the twin assump-
tion that the sender has every information acquisition strategy at her 
disposal. DNA tests correspond to a small set of signal functions. Is 
every signal function implementable by some test that the prosecutor 
can order and whose results she must disclose? This seems highly 
implausible. By comparison, this richness assumption is not problem-
atic under the original interpretation of communication strategies, 
because nothing seems to constrain how the sender randomizes over 
messages in any given state.

If the authors employed “pure theory” rhetoric, the assumption that 
the sender has commitment power and an unrestricted domain of feasible 
signal functions would not be problematic. The point of the exercise 
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would be to get a better understanding of the respective roles that the 
sender’s credibility problem and the receiver’s Bayesian rationality 
(specifically, the Martingale rule that characterizes Bayesian updating) 
play in the familiar Crawford-Sobel model of cheap talk. In the simple 
persuasion problem given by Kamenica and Gentzkow’s leading 
example, the demarcation is stark: when the sender has no commit-
ment power, she is entirely incapable of persuading the receiver to act 
in the sender’s interest, yet with commitment power she can double 
the probability of persuading the receiver relative to the truth-telling 
benchmark.

Taking this route, one could go further and ask what happens when 
we tamper with the assumption that the receiver forms beliefs via Bayes-
ian updating according to a correct perception of the sender’s strategy. 
For example, in 2021 I published a couple of papers with Kfir Eliaz and 
Heidi Thysen that explored this question.7 We showed that in certain 
models with a non-Bayesian receiver, the sender can persuade the 
receiver with probability one—independently of whether she has com-
mitment power.

In contrast, Kamenica and Gentzkow’s paper argues for a more 
“applied” relevance of the Bayesian persuasion model. This made the 
twin assumptions that the sender has commitment power and a rich 
strategy space a harder sell. Nevertheless, the criminal-trial image effec-
tively helped Kamenica and Gentzkow’s paper to be “taken seriously.”

Three Introductions and a Conclusion

In fact, this was part of the overall style of the Kamenica-Gentzkow 
paper. Consider the tone of its opening paragraphs:

Suppose one person, call him Sender, wishes to persuade another, call her 
Receiver, to change her action. If Receiver is a rational Bayesian, can Sender 
persuade her to take an action he would prefer over the action she was origi-
nally going to take? If Receiver understands that Sender chose what informa-
tion to convey with the intent of manipulating her action for his own benefit, 
can Sender still gain from persuasion? If so, what is the optimal way to 
persuade?

These questions are of substantial economic importance. As Donald McClo-
skey and Arjo Klamer (1995) emphasize, attempts at persuasion command a 
sizable share of our resources. Persuasion, as we will define it below, plays an 
important role in advertising, courts, lobbying, financial disclosure, and political 
campaigns, among many other economic activities.
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The first paragraph employs “pure theory” rhetoric, but the second 
paragraph is more “applied” in style, with its allusion to significant 
economic sectors like advertising or lobbying. This second paragraph 
employs a clever rhetorical device. If the prosecutor example is care-
fully tailored to make the commitment assumption sound plausible, no 
such attempt is made for the other examples the authors mention in 
that second paragraph. What are the commitment mechanisms in adver-
tising or political campaigns? Kamenica and Gentzkow’s rhetoric 
manages to insinuate the relevance of their abstract model for impor
tant economic activities, without taking the trouble to demonstrate the 
realism of their joint assumptions of commitment and signal-space rich-
ness for any of these activities. This apparently suffices for establishing 
“applied” credentials in the paper’s introduction; readers probably don’t 
expect a more closely argued linkage at such an early stage.

The authors do sweat more later in the paper, where they devote an 
entire subsection to defending the commitment assumption with refer-
ences to financial rating agencies, school grading policies, tobacco adver-
tising and drug trials, replete with footnote links to court rulings and 
medical journals’ editorial guidelines. These are clear “applied-theory” 
tropes.

Now compare this with the two opening paragraphs in Crawford 
and Sobel (1982):

Many of the difficulties associated with reaching agreements are informa-
tional. Bargainers typically have different information about preferences and 
even about what is feasible. Sharing information makes available better 
potential agreements, but it also has strategic effects that make one suspect 
that revealing all to an opponent is not usually the most advantageous policy. 
Nevertheless, it seems clear that even a completely self-interested agent will 
frequently find it advantageous to reveal some information. How much, and 
how the amount is related to the similarity of agents’ interests, are the sub-
jects of this paper.

While our primary motivations stem from the theory of bargaining, we have 
found it useful to approach these questions in a more abstract setting, which 
allows us to identify the essential prerequisites for the solution we propose. 
There are two agents, one of whom has private information relevant to both. 
The better-informed agent, henceforth called the Sender (S), sends a possibly 
noisy signal, based on his private information, to the other agent, henceforth 
called the Receiver (R). R then makes a decision that affects the welfare of both, 
based on the information contained in the signal. In equilibrium, the decision 
rules that describe how agents choose their actions in the situations in which 
they find themselves are best responses to each other.
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The difference in rhetoric shows how the culture of economic theory 
changed from 1982 to 2011. In 1982, the model was utterly novel, a key 
moment in the “game theory revolution” of microeconomic theory. There 
was no need to talk about advertising or political campaigns. By 2011, 
the model itself was familiar. Tweaking it by assuming the sender has 
commitment power probably wasn’t enough to attract readers; raising 
the “rhetorical temperature” helped in this regard. Recall that Kame-
nica and Gentzkow published their paper in the “general interest” 
American Economic Review, whereas Crawford and Sobel’s paper came 
out in Econometrica, a journal that lacked this orientation back in 1982.

For a more contemporaneous illustration of what “pure theory” 
rhetoric might look like, we can turn once again to the work of Ariel 
Rubinstein, who—together with Jacob Glazer—wrote a series of papers 
that used game theory to illuminate aspects of persuasion.8 While 
the Kamenica-Gentzkow model imposes no constraints on the sender 
beyond the receiver’s Bayesian rationality, Glazer and Rubinstein focused 
on strategic effects of persuasion that arise when there are constraints on 
the messages that the sender can submit or the receiver can process. It 
is instructive to compare their rhetoric with Kamenica and Gentzkow’s. 
Here’s a quote from the concluding section of Glazer and Rubinstein 
(2006):

This paper has attempted to make a modest contribution to the growing liter
ature linking economic theory to linguistics. Our purpose is not to suggest a 
general theory for the pragmatics of persuasion but rather to demonstrate a 
rationale for inferences in persuasion situations.

And here’s a quote from the introduction of Glazer and Rubinstein 
(2001):

Let us emphasize that we do not intend to provide a general theory of debates. 
Our only aim is to point out that the logic of the optimal design of debate rules 
is subtle and contains some features which are not intuitive.

The difference is stark: claiming to derive aspects of pragmatics (a 
subject studied by philosophers and linguists) from a game-theoretic 
exercise that imposes prior constraints on feasible communication, 
versus identifying persuasion with Bayesian updating and claiming rel-
evance for advertising and financial reporting.

One wonders whether the literature on Bayesian persuasion and 
information design would have attracted the impressive caliber of theo-
retical talent that it did if Kamenica and Gentzkow had chosen the low 
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temperature, “pure theory” rhetoric: if instead of talking about prose-
cutors and judges they had told a vignette about a couple getting dressed 
for a party.

“Nobody Knows Anything”

This is a famous quote by the screenwriter William Goldman (who wrote 
the script for All the President’s Men, among other works). He meant that 
despite their vast experience and market research, Hollywood produc-
ers still don’t know what makes a movie successful. After the long look 
we have taken at several modern classics of economic theory that made 
use of the “applied-theory” style, I have to conclude that Goldman’s 
motto might fit here, too. I don’t really know how the authors managed 
to pull it off.

Although I did point out various expositional devices in these modern 
classics that lend them an “applied” look, it is still something of a mystery 
why these devices worked. One could easily imagine audiences enjoy-
ing the clever theoretical arguments without accepting the pitch that 
these arguments should be “taken seriously” for empirical predictions 
or policy prescriptions. Some mysterious process of professional recep-
tion bestowed an “applied” status on these models, and from then on 
theorists got “permission” to develop these models without worrying 
about the “applied legitimacy” of their investigation. By this defini-
tion, an “applied-theory” piece is an exercise involving a model that 
has already received the “applied” certification. How did that model 
get certified in the first place? Well, nobody knows anything.
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Indoctrination Camp

In the summer of 1998, I flew from Tel Aviv to Palo Alto for a two-week 
summer camp in behavioral economics, sponsored by the Russell Sage 
Foundation. This was the third cohort of a summer school that began 
in 1994. Richard Thaler was one of the main driving forces behind this 
remarkable institution. In his scientific autobiography Misbehaving,1 he 
argued that it was a key component in his successful campaign to make 
economists more open to alternatives to homo economicus originating in 
psychological research.

The summer camp brought together promising students, from all 
over, who had shown an interest in behavioral economics. Many of them 
later became some of the most prominent economists of my generation. 
The main speakers were leaders of the behavioral economics movement: 
Colin Camerer, David Laibson, George Loewenstein, Matthew Rabin, 
and Thaler himself. There were also a few special guest stars such as 
Daniel Kahneman.

This wasn’t an ordinary summer camp. Some students jokingly called 
it an “indoctrination camp.” There was a clear sense of a deliberate, 
forceful campaign. There were practical tips about how to succeed in 
academia as a behavioral economist. There were sermons (mainly by 
Thaler) that took shots at pet peeves. At the end of the camp, we were 
given T-shirts. The back of the T-shirt featured something like a 
behavioral-economics brigade firing slingshots at a fortress named 
“expected utility theory.” Like I said, no ordinary summer camp.

As a Tel Aviv University student, I arrived at the summer school 
from a milieu in which interest in abstract economic theory and curios-
ity about ideas from psychology went hand in hand. Ariel Rubinstein 
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had just published his book Modeling Bounded Rationality, which pitched 
his version of “psychology and economics” as an avant-garde area in 
economic theory.2 Amos Tversky came to give talks and collaborated 
with Ariel on an experimental game theory paper.3 Tzachi Gilboa had 
recently joined the economics department, and was busy incorporating 
ideas from psychology into his own brand of “behavioral” decision 
theory, in the form of case-based decision theory.4

In this intellectual environment, economic theory and behavioral eco-
nomics seemed destined for a happy marriage. Moreover, it looked like 
the future of behavioral economics depended on the cultivation of a certain 
type of “pure” theory. As a student of Ariel’s, I was naturally influ-
enced by his outlook. Having sensed that the game theory revolution 
had exhausted its conceptual innovations, Ariel looked to “psychology 
and economics” as a new source of ideas that would rejuvenate eco-
nomic theory. From this perspective, theorists could get ideas from psy-
chologists and experimental economists, as well as from recent attempts 
by behavioral economists to formulate some of these ideas. But this 
would be the beginning of a long and hard journey. It would be an 
exciting journey, in which young theorists of my own generation would 
be pioneers and explorers; they would be at the front and—importantly 
for a young researcher’s professional ego—retain theory’s prestigious 
status in the profession’s food chain. From this point of view, theorists 
of the “pure,” foundational variety would carry the torch of behavioral 
economists. This was the mentality with which I arrived in Palo Alto.

Torchbearer or Backseat Passenger?

As it turned out, the summer school’s leaders did not share my 
mentality.

Yes, the summer school was everything it promised to be. It was an 
extraordinary experience—extremely well-organized, rich in stimulat-
ing content, giving students ample opportunity to interact with the 
teachers and among themselves. But far from putting pure theory on 
a pedestal, the summer school gave the few “pure” theorists among us 
a sense that we were backseat passengers, not torch carriers. There was 
no mention of any need to push the conceptual frontiers of theory, to 
lay new foundations and forge new formal languages on a par with, 
say, game theory or Savage’s (1954) formulation of subjective expected 
utility theory. There was no sense that the way forward would be to 
ignite the imagination of young theorists of the “pure” variety, who 
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would be to the early twenty-first century what David Kreps, Roger 
Myerson, or Ariel Rubinstein were to the early 1980s.

If anything, the implicit message from Thaler and company seemed 
to be that the theoretical apparatus for future developments in behav-
ioral economics was already in place: Prospect theory, in the case of 
decision under risk; the multi-selves model and its “hyperbolic discount-
ing” parameterization, in the case of intertemporal choice; and various 
utility functions that capture social preferences. In the latter case, some 
of these utility functions (for example, the one in Matthew Rabin’s [1993] 
paper on fairness considerations in games) borrowed the formalism of 
“psychological games” developed by Geanakoplos, Pearce, and Stachetti 
(1989). This formalism was a nice modification of the standard game-
theoretic model, which allowed players’ utility function to depend on 
their beliefs (including their beliefs about other players’ beliefs, as well 
as higher-order beliefs), and thus enabled behavioral economists to rep-
resent preferences that are sensitive to players’ intentions.

For someone with my background, these theoretical gadgets were 
anything but avant-garde. They were interesting but rather modest mod-
ifications of conventional frameworks. They barely seemed to scratch 
the surface of the rich psychological phenomena that Tversky, Kahne-
man, and their associates (including Thaler in the 1980s) had uncovered 
for economists. But the teachers seemed happy with them. Indeed, they 
prized the fundamental conventionality of these theoretical tools. As far 
as they were concerned, the future of behavioral economics didn’t 
depend on inventing new theoretical frameworks.

Instead, our summer-school teachers aimed at students with an 
“applied microeconomics” orientation: those who did empirical work, 
with or without an element of “applied theory.” The vision was that 
these applied researchers would incorporate ideas from behavioral eco-
nomics into their investigations. They would make room for “behav-
ioral” explanations of observed phenomena (for example, showing that 
certain types of economic behavior are a result of systematic mistakes). 
They would pose empirical questions that are inspired by the ideas of 
behavioral economists (for example, how changes in the salience of 
product features affect consumer choices). When estimating a structural 
model, they would include “behavioral” parameters (for example, those 
that measure the magnitude of loss aversion or present bias) into the 
model and estimate them.

This apparent indifference to foundational theory was not self-evident. 
“Psychology and economics” deals with the most basic aspects of 
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economic behavior. A priori, one might have expected foundational theory 
to receive greater attention by the movement’s leaders. In retrospect, I 
can speculate about the forces that shaped the theory-lite attitude of 
the summer school’s leaders.

First, most obviously, except for Matthew Rabin, none of them was 
a theorist. But deeper factors were at play as well. Whereas I hailed 
from a relatively small department having a formidable, outsized theory 
group, most of the summer-school leaders came from large, balanced 
departments at the center of the profession. As such, they were in a 
much better position to sense where it was going in terms of its attitude 
to economic theory. In chapter 1, I mentioned Colander and Klamer’s 
1987 article “The Making of an Economist,” which was based on inter-
views with PhD students in top graduate programs. I noted that a 
primary theme in that article was the “oppression by theory” that many 
students felt during that peak time of theorists’ dominance and influ-
ence. In Colander’s 2007 book sequel, he and the students he interviewed 
were relieved to see the waning influence of theorists on the curricu-
lum. Toward the end of the 1990s, when my summer-school experience 
took place, the “empirical turn” that would soon engulf the economics 
profession was in its early stages. Perceptive economists at top econom-
ics departments could predict that the energy of our profession was 
about to shift from theory to the empirical side.

This perception may have been strongest in places like Harvard or 
Berkeley, where a significant share of the summer-school participants 
(both teachers and students) came from. As a crude generalization, it 
is probably fair to say that through much of their history, these depart-
ments tended to lie on the less enthusiastic side of the spectrum of atti-
tudes to theory. A famous example is Ken Arrow feeling like a fish out 
of water during his early Harvard years.5 Behavioral economists flour-
ished and found support in these departments, and it was natural for 
them to share their view of the role of theory in the scheme of things.

In fact, what I hadn’t appreciated at the time was that in the eyes of 
someone like Thaler, theorists may have represented a vocal pocket of 
resistance to behavioral economics. The positive attitude I experienced 
in Tel Aviv was possibly the exception rather than the norm. Many theo-
rists acted as conservative defenders of the standard rational-choice 
modeling framework. They cherished the elegance and completeness of 
this framework. They also had a good understanding of its adaptability 
to apparent empirical challenges. In contrast, they regarded behavioral 
economics as a collection of anecdotes and ad hoc modeling tricks that 
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threatened to replace the unity and beauty of rational-choice modeling 
with a mess of specific, incongruous models.6 One might argue that, 
viewed as a community, theorists weren’t friends to behavioral econo-
mists, compared with, say, empirical labor economists.

What Was Behavioral Economics?

Behavioral economics cannot be defined by some distinct methodology 
or set of tools. Instead, it can be described as a shared commitment to 
make mainstream economists more open to ideas from psychology, 
without creating a major disruption of their basic methodologies.7 Behav-
ioral economics is not synonymous with “incorporating psychology 
into economics.” Economists of different stripes have been trying to do 
this in various ways and styles. But they weren’t all part of the same 
socio-scientific network as the behavioral economists: they didn’t attend 
the same conferences and didn’t cite the same papers. Identifying oneself 
as a “behavioral economist” meant something else than mere interest 
in “psychology and economics.” What that something else was is what 
we will try to get a better understanding of in the course of this chapter.

One thing that set behavioral economics apart was its orchestrated-
campaign nature, which aimed at the very centers of the profession’s 
mainstream: not foundational economic theory, which is largely viewed 
as a fringe of the discipline, but “hard-core” fields like finance or public 
finance. The leaders of the behavioral economics movement wanted to 
change the sensibilities of practitioners of those fields. To achieve this 
goal in the medium run, a radical transformation of economic theory 
was probably not required. Indeed, it might have been an impediment.

In 2019, I published a polemical piece in American Economic Journal: 
Microeconomics, based on the observation that the behavioral economics 
movement effectively chose a theory-lite style of disseminating and 
applying its ideas.8 I argued that this orientation manifests itself in dif
ferent ways across genres. In “popular-science” pieces that address the 
general educated public, there is a clear preference for anecdotes over 
theoretical arguments, however easy it is to transcribe these arguments 
for the lay reader. In pieces of purely academic writing, there is a ten-
dency toward the most basic, least sophisticated tropes of economic 
modeling. It is as if whenever there was a choice between different 
modes of developing or communicating an idea about psychological 
origins of economic behavior, behavioral economists opted for the “least 
theoretical” mode possible given the material at hand.
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This essay is an attempt to develop the “path of least theory” theme 
in the “cultural criticism” style of the present book—unlike the style of 
my 2019 article, which was shaped by its designated venue. I will briefly 
revisit one of the examples I used to substantiate my case in Spiegler 
2019, before delving into a detailed discussion of a new, more central 
example. The latter example will also give me an opportunity to describe 
how the “pure theory” community reacted to the theory-lite style of 
behavioral economics, as exemplified by the “mindless economics” 
debate that erupted in 2005. Recounting this episode will suggest that 
the experiences I had in the 1998 summer school were not an idiosyn-
cratic quirk; they reflected conflicting attitudes to the dilemma of how 
a new, ambitious field like behavioral economics should locate itself on 
the theory spectrum.

Phishing for Phools

George Akerlof and Robert Shiller’s (2015) book Phishing for Phools argues 
that consumer fallibility should change the way we think about market 
institutions. Their main thesis is that consumers’ deviations from ratio-
nal choice (their “phoolishness,” to use the authors’ neologism) makes 
exploitative transactions (“phishing”) an inevitable feature of market 
interactions.

Akerlof and Shiller make their case with anecdotes of market exploi-
tation. Their exposition is almost entirely devoid of theoretical reason-
ing. By “theoretical,” I don’t mean formal modeling, as that would be 
unusual in a “popular” book (though not that unusual, as superb popular 
physics expositors like Simon Singh or Brian Cox have demonstrated). 
What I mean is the analogue of explaining the notions of Nash equi-
librium or backward induction in a popular game theory book. Even 
by this soft standard, theoretical arguments are virtually nonexistent 
in their book. This places Phishing for Phools in the large category of 
popular books on behavioral economics, often written by psychologists 
and marketing researchers, which to an economist read like an anec-
dotal “collection of biases.” What’s unusual about Phishing for Phools is 
that this style is practiced by such eminent academic economists.

I will illustrate my point with a single example from the book. One 
of the earliest stories in Phishing for Phools involves the famous empiri-
cal finding of Stefano DellaVigna and Ulrike Malmendier (two star vet-
erans of that 1998 summer school) that health-club customers appear 
to overestimate their future consumption when choosing a price plan.9 

Downloaded from http://direct.mit.edu/books/book-pdf/2362281/book_9780262379038.pdf by guest on 26 September 2024



The Path of Least Theory	 53

Many of those who select monthly subscriptions (with automatic 
renewal) end up paying more than if they had opted for a by-the-visit 
plan—they “pay not to go to the gym,” as DellaVigna and Malmendier 
put it in the title of their paper.

Yet, except for two sentences at the end of the book, Akerlof and 
Shiller remain silent about a simple theoretical argument that DellaVi-
gna and Malmendier themselves made in a companion paper.10 In their 
model, two firms play a game in which they simultaneously offer two-
part tariffs (a combination of a lump-sum payment and a per-unit price) 
to consumers with a taste for immediate gratification. In the health-club 
context, this means that, ex ante, consumers would like to commit to 
do plenty of physical exercise in the future, but as time goes by their 
preferences change and they become lazier. Whether or not consumers 
can predict this future change in their preferences, the two-part tariffs 
that emerge in Nash equilibrium consist of a large lump-sum payment 
and a per-unit price below marginal cost. By comparison, if consumers 
had dynamically consistent preferences, firms would adopt marginal-
cost pricing (with no lump sum) in Nash equilibrium.

Why is the omission of this theoretical result remarkable? Because 
in a later chapter, Akerlof and Shiller present yet another example of 
market “phishing”: the pricing of credit cards. Here, common price plans 
are a mirror image of the health-club case; they involve no (or effec-
tively negative) lump sum and a high marginal interest rate. DellaVi-
gna and Malmendier’s 2004 model offers a simple explanation. Credit 
cards enable the consumer to enjoy an immediate consumption benefit 
and defer its cost. In contrast, attending a health club is an investment 
that pays off in the future. According to the model, this inversion in 
the temporal distribution of costs and benefits explains the direction 
of the equilibrium departure from marginal-cost pricing.

The logic behind this result depends on whether the consumer pre-
dicts the future change in his preferences (that is, whether he is naïve 
or sophisticated, to use the terminology we encountered in chapter 3). 
When he does, he seeks a commitment device to counter his taste for 
immediate gratification. A high marginal interest rate acts as a partial 
commitment device that deters excessive use of the credit card, whereas 
a low per-visit price acts effectively as a partial commitment device that 
incentivizes health-club attendance. When the consumer underestimates 
his future taste for immediate gratification, the equilibrium two-part 
tariff is essentially a gamble on the consumer’s future consumption. 
The firm and the consumer entertain different beliefs regarding the 
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consumer’s future preferences, and therefore they have a motive to 
engage in speculative trade, shifting net consumer payoff from the state 
predicted by the firm to the state predicted by the consumer. The devia-
tion from marginal-cost pricing is a means toward this end. When the 
firm’s belief is accurate, the contract exploits the consumer.

The DellaVigna-Malmendier model thus links two otherwise distinct 
examples of nonlinear pricing. The model not only links them, but also 
explains the difference in their departures from marginal cost pricing. 
Luckily for authors of a popular book, this involves an undergraduate-
level argument that can be conveyed verbally to a broad audience. And 
yet, Akerlof and Shiller refrained from doing so.

As a piece of academic writing, the DellaVigna-Malmendier 2004 
paper was itself a piece of “applied style,” “low-brow” theory, which 
was nevertheless pregnant with follow-up questions for “pure style,” 
“middle-brow” theorizing. What kind of price plans would firms offer 
if they were not confined to two-part tariffs—in particular, can we explain 
real-life examples of more complex nonlinear pricing? How would firms 
design a menu of price plans if they did not know the consumer’s ability 
to predict future changes in his preferences? What is the effect of market 
competition on consumer welfare?11

So why did Akerlof and Shiller ignore this aspect of DellaVigna and 
Malmendier’s work? After all, they belonged to the same milieu. The 
most plausible explanation is that Akerlof and Shiller placed low weight 
on the need to thicken their plot with a theoretical argument, even an 
elementary one that could help them link together two apparently dif
ferent anecdotes. This modus operandi was consistent with how other 
leaders of the behavioral economics movement acted: whenever possi
ble, follow the path of least theory.

The “Applied-Theory” Style in Behavioral Economics

It is easy to dismiss the example from Phishing for Phools as unrepre-
sentative because of its “popular-science” context, where authors are 
always concerned that every additional equation will lower sales by 
50% (to use Stephen Hawking’s famous quip). However, we can find 
the theory-lite tendency in more “properly” academic outputs of behav-
ioral economics.

Even when behavioral economists tried to engage with economic 
theory, they typically followed a protocol codified by Rabin (2013): pos-
tulate a functional form that captures a psychological force parametri-
cally, then incorporate it in an “applied-theory” exercise or confront it 
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with lab or field data. (A particularly desirable property of such paramet-
ric modification is its “portability”—namely, the ability to apply it to a 
large domain of economic problems.) This methodology tends to appeal 
to economists with an “applied” orientation more than to the “pure 
theory” crowd.

Rabin did produce a few works in a “pure theory” style during his 
mature period as a behavioral economist. Interestingly, these works were 
in the “paradoxical” mode we encountered in chapter 2; their stated 
objective was to highlight absurd predictions of rational-choice models. 
In Rabin (2000), he presented his famous “calibration theorem,” which 
showed that if we use standard expected utility—defined over absolute 
wealth—to explain realistic levels of risk aversion over small stakes, the 
curvature of the utility function this requires also implies unreasonably 
extreme levels of risk aversion over large stakes.

In another beautiful paper, Eyster and Rabin (2014) revisited the stan-
dard model of “social learning,” in which each player takes an action 
after observing a private signal regarding a state of nature, as well as 
the actions of some subset of his predecessors. The definition of this 
subset for each player constitutes the game’s “observability structure.” 
Each player’s payoff is only a function of his own action and the state. 
Eyster and Rabin used a standard payoff specification, under which a 
player’s optimal action coincides with the probability he assigns to one 
of two possible states. The crucial feature of social learning models is that 
while they include no direct payoff externalities between players, they 
exhibit informational externalities: each player can draw inferences 
about the state from the actions he observes. Nash equilibrium analysis 
implies that these inferences are based on Bayesian updating and correct 
knowledge of previous players’ strategies. Eyster and Rabin showed 
that for some observability structures, Nash equilibrium implies a coun-
terintuitive “anti-imitation” pattern: if the players you observe take a 
higher action, sometimes you will respond by taking a lower action.

It appears that “pure theory” was a muscle that Rabin enjoyed flexing 
for the sake of lobbing grenades at the rational-choice model. When he 
was spreading behavioral economics gospel, his revealed preference was 
for the more “applied” style.

Hyperbolic Discounting

Since economists regularly work with parametric functional forms to 
describe preferences or technology but rarely use them to describe 
beliefs, it is not surprising that the “applied-theory” style of behavioral 
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economics made the biggest splash in the modeling of preferences, rather 
than in the modeling of beliefs or cognition in general. The greatest 
success story of the big wave of behavioral economics around 2000 
involved the modeling of intertemporal preferences. Let’s turn to this 
story.

DellaVigna and Malmendier’s 2004 model made use of a utility func-
tion known as “hyperbolic discounting,” originally introduced by 
Phelps and Pollak (1968) to represent limited intergenerational altru-
ism. In the last two decades, it became a fixture in behavioral-economics 
models of intertemporal preferences, following seminal papers by 
Laibson (1997) and by O’Donoghue and Rabin (1999) (a paper we already 
encountered in chapter 3).

This utility function takes as a starting point the standard model of 
exponential discounting, which represents the decision-maker’s evalu-
ation of consumption streams from some time period k (the period in 
which the evaluation is made) to some later period T:

U(ck , ck + 1 ,…, cT ) =
t = k

T

∑δ t − ku(ct )

In this formula, ct is the decision-maker’s consumption at period t, 
T is the time horizon of the model in question, u is his utility function 
from periodic consumption flows, and δ is his discount factor, a number 
between 0 and 1. This is the common tool that economists use to describe 
decision-makers’ preferences over consumption streams. Every econo-
mist knows it, and many use it on a daily basis.

The hyperbolic discounting function makes a slight modification in 
this formula:

U(ck,ck + 1 ,…,cT ) = u(ck ) + β
t = k + 1

T

∑ δ t − ku(ct )

The difference is the added parameter β, which is another number 
between 0 and 1. This parameter represents “present bias” or a “taste 
for immediate gratification,” as it makes a stark distinction between 
the evaluation period k and subsequent periods. The rate of intertem-
poral substitution between periods k and k  + 1 is β δ, whereas the rate 
for any subsequent pair of consecutive time periods is δ. Since β δ   <  δ, 
this captures the “present bias” motive—that is, the idea that getting 
something now has special importance.
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To illustrate how this formula is plugged into economic applications, 
consider the DellaVigna-Malmendier 2004 model: the consumer chooses 
a price plan at period 0, then makes a consumption decision at period 
1, and this decision has implications for his consumption at period 2 
(due to an implicit budget constraint).

The hyperbolic discounting formula performs a “parametric tamper-
ing” with a standard utility function. This is a common “applied-theory” 
trope. The researcher takes a familiar utility/cost/production function. 
He forms an immediate, intuitive grasp of what each of its components 
represents. In the standard exponential discounting formula, the dis-
count factor δ intuitively represents impatience—the preference to 
frontload benefits and backload costs. Looking at the standard expo-
nential discounting functional form, it is natural to incorporate present 
bias by adding a special parameter that creates a wedge between the 
evaluation period k and all subsequent periods.

Because it is so close to the standard model, the hyperbolic dis-
counting formula invites applications. Indeed, numerous papers in the 
last quarter century used this formula to study the implications of pre
sent bias in various economic settings. The formula is particularly con-
venient in models that involve a long (or infinite) time horizon.

Describing the hyperbolic-discounting model entirely in terms of the 
utility function is incomplete. The reason is that the hyperbolic discount-
ing utility function induces dynamically inconsistent preferences: ask 
the decision-maker at period 0 for his preferred consumption plan start-
ing at period 1, then ask him again at period 1, and you’ll get two 
different answers. Since the decision-maker’s rate of substitution between 
consumption in periods t  + 1 and t  + 2 changes when the evaluation 
period changes from t to t   + 1, so will his favorite allocation of consump-
tion between periods t  + 1 and t  + 2.

As a result of this dynamic inconsistency, one cannot perform utility 
maximization unambiguously to analyze the behavioral implications 
of hyperbolic discounting. As we saw in chapter 3, the standard resolu-
tion has been to use the multi-selves approach, treating decisions made 
at different periods as if different players make them, and (when the 
decision-maker is considered to be “sophisticated”) essentially analyz-
ing subgame perfect equilibria in the resulting game—with a subtle dif-
ference in the treatment of indifferences. One could come up with 
alternative approaches, but this is the one that stuck (along with the 
naivety variant that we encountered in chapter 3).
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Following an “applied-theory” style, most expositions of the hyper-
bolic discounting model place this general modeling approach in the 
background and the utility function at the fore, even though the multi-
selves methodology is at least as essential to the workings of the model 
as the utility function. When economists think about hyperbolic dis-
counting, they have the utility function in mind, not the solution concept 
that turns it into an unequivocal model of choice.

Behavioral economics has seen few innovations in modeling inter-
temporal choice since the late 1990s. The ( β, δ ) formula became “canoni-
cal,” and since then it has been a matter of applying it rather than 
challenging it—at least as far as researchers who identify themselves 
as behavioral economists were concerned. From time to time, creative 
theorists did find ways to perform interesting “pure theory” exercises 
using the hyperbolic discounting formula. To take a recent example, 
Paul Heidhues and Philipp Strack (2021) examined whether the model 
can be refuted by observed choice behavior in a task-completion setting 
like the one we examined in chapter 3, albeit with random payoffs. But 
by and large, hyperbolic discounting hasn’t inspired purely theoretical 
work, and it hasn’t served as a springboard for new models of inter-
temporal choice.

Self-Control Preferences

Alternatives to hyperbolic discounting were mostly proposed in the deci-
sion theory literature, initially in a spirit of antagonism toward behav-
ioral economics. Chief protagonists in this development were the top 
theorists Faruk Gul and Wolfgang Pesendorfer, who presented a differ
ent approach to modeling decision-making in the presence of limited 
self-control.

Gul and Pesendorfer (2001) examined a two-period setting, in which 
the decision-maker chooses a choice set (a “menu”) in the first period 
and an element from this menu in the second period. For a vivid image, 
consider a diner who chooses a restaurant in the morning, and a dish 
from the restaurant’s dessert menu in the evening (assume the entree 
and main course are fixed). Skipping dessert can be modeled as an addi-
tional element in the menu. However, for the sake of the example, let 
us assume that this is not an option. The setting in the DellaVigna-
Malmendier 2004 model fits this two-period model: the choice of a 
two-part tariff in period 0 is like the choice of a menu, and the choice 
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of how to allocate consumption between the two following periods is 
like the choice from a menu.

The main innovation in Gul and Pesendorfer’s model from a behav-
ioral point of view is the idea that an element the decision-maker doesn’t 
choose can nevertheless exert a bad influence on his well-being because 
of self-control problems. For instance, suppose that the diner in our 
parable is dieting. If the dessert menu of some restaurant consists of a 
fruit platter and a chocolate mousse, he prefers the former. However, 
the presence of the latter lowers his well-being relative to a situation 
in which the dessert menu consisted of nothing but the fruit platter. 
The reason is that not choosing the mousse requires the diner to exert 
self-control, which he finds mentally costly and would therefore prefer 
to avoid.

More generally, when the consumer ends up consuming alternative 
x from a menu A, his utility according to the Gul-Pesendorfer model is

U(x, A)  =  u(x)  − [maxy ∈ Av ( y)  −  v (x)]

In this formula, u and v are two utility functions defined over the 
space of consumption alternatives. The interpretation is that u(x) is the 
decision-maker’s “commitment utility” from x; u is a utility function 
that captures the decision-maker’s long-term perspective. In contrast, 
the function v is a “temptation utility” that measures how tempting 
alternatives are at the time of consumption. When the decision-maker 
chooses an alternative that is not the most tempting in A, he incurs a 
cost of self-control, defined as the difference between the v-values of 
the consumed alternative and the most tempting alternative in A. If A 
is a singleton {x}, then U(x, {x})  =  u(x)—that is, no self-control costs are 
incurred because the decision-maker doesn’t face an actual choice in 
the second period.

The Gul-Pesendorfer utility function U can be rewritten as

U(x, A)  =  u(x)  +  v (x)  −  maxy ∈ Av (  y)

When faced with the menu A, the decision-maker will choose the 
element x that maximizes U(x, A), such that his utility will be

V(A)   =  maxx ∈ A[u(x)  +  v (x)]−maxy ∈ Av (  y)

This is a natural candidate for the decision-maker’s indirect utility 
from the menu A. It represents how the decision-maker compares menus. 
Indeed, what Gul and Pesendorfer did in their 2001 paper was to posit 
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a preference relation over menus that describes the decision-maker’s first-
period choice: he ranks A above B if V(A)   >   V(B). Gul and Pesendorfer 
referred to the preferences over menus represented by V as “self-control 
preferences.” One motivation for the focus on first-period preferences 
over menus is that an outside observer may have access to these choices 
but not to the second-period choices from menus. This makes sense in 
some settings. For example, we can see the gaming plan that a con-
sumer selects without seeing his utilization of the selected plan.

To illustrate these preferences, consider two elements, fruit and mousse. 
Define the commitment and temptation utilities u and v such that

u(  fruit)  +  v(  fruit)  >  u(mousse)  +  v (mousse)  
v(mousse)  >  v (  fruit)

This means that when the menu is {fruit, mousse}, the decision-maker 
will choose fruit from the menu. At the same time, mousse is more 
tempting than fruit. Therefore,

V{ fruit}  >  V{ fruit, mousse}  >  V{mousse}

The decision-maker’s ideal menu is {fruit}, because this enables him to 
consume according to his commitment preference without incurring 
self-control costs. The second-best menu is {fruit, mousse} because the 
decision-maker consumes the item that maximizes his commitment utility 
but suffers the cost of self-control in the presence of the more tempting 
element. This menu is better than the singleton menu {mousse}.

This pattern of preferences over menus is impossible under the multi-
selves approach that is commonly applied to the hyperbolic discount-
ing model: a tempting element can lower the decision-maker’s evaluation 
of a menu only if he succumbs to the temptation, in which case he would 
be indifferent between this scenario and being forced to consume this 
tempting element.

Gul and Pesendorfer imposed a few axioms on the decision-maker’s 
first-period preference relation over menus, and showed that these 
axioms pin down the representation V. This placed their theoretical exer-
cise in the decision-theory tradition of axiomatizing a preference relation. 
More specifically, they were drawing on a smaller tradition of axioma-
tizing preferences over menus in the context of two-period decision 
problems, which David Kreps (1979) started and Eddie Dekel, Barton 
Lipman, and Aldo Rustichini (2001) were reviving at the same time.

To get their representation theorem, Gul and Pesendorfer made a 
few moves that have “abstract decision theory” written all over them. 
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First, they defined consumption alternatives to be lotteries, such that 
the space of consumption alternatives is the set of all lotteries over some 
finite set of prizes. This is standard operating procedure in decision 
theory, but serves to remove the modeling exercise from natural eco-
nomic situations. Sure, people often choose between random prospects, 
but has anyone outside a casino ever been tempted by a lottery? Does 
being tempted by having chocolate mousse with probability 70% and 
a fruit platter with probability 30% sound natural to you? It’s the sort 
of thing that one must entertain in order to get a utility function that 
(essentially) uniquely represents the preference relation, but it can alien-
ate economists with a more “applied” orientation.

Second, and relatedly, Gul and Pesendorfer postulated an axiom 
that bears a formal resemblance to the von Neumann–Morgenstern 
independence axiom that underlies classical expected utility theory—
and indeed reduces to it when we consider preferences over singleton 
menus. But in non-singleton menus, it ultimately means that the effect 
of a temptation is linear in its probability. That is, there is a sense in 
which doubling the probability of chocolate mousse in a menu doubles 
the intensity of the temptation it presents to the decision-maker.

This is not how Gul and Pesendorfer motivate their independence 
axiom. They invoke a rationality property of “indifference to the timing 
of resolution of uncertainty.” Whether or not one finds this property 
normatively convincing, its very normative character seems alien to the 
context of decision-making under temptations and limited self-control. 
Why should normative rationality principles govern choice under 
temptations?

These technical and rhetorical moves place Gul and Pesendorfer’s 
exercise firmly in the tradition of abstract decision theory, while dis-
tancing it from the more “applied” community of researchers.

The “Mindless Economics” Debate

Gul and Pesendorfer presented their work in a spirit of defiance against 
what they perceived as methodological deficiencies of behavioral eco-
nomics. The main culprit in their opinion was behavioral economics’ 
apparent disregard for the revealed preference principle—namely, the idea 
that welfare judgments must be based on observed choices in a suitable 
domain. Their own exercise followed this principle: they posited well-
defined preferences over menus, such that these preferences represent 
both observed choices and welfare comparisons between menus (choices 
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from menus are indirectly inferred from the revealed preference relation 
over menus). They showed that under certain assumptions on these 
preferences, a particular cost of exerting self-control is implicit in how 
the decision-maker ranks menus.

By comparison, the behavioral-economics style was to write down 
a utility function that tries to capture a psychological motive (such as 
limited self-control) with some parametric modification of a standard 
functional form, and use that benchmark utility function as an intuitive 
guide for welfare comparisons. Those are based on setting the new 
parameter to its benchmark value ( β   =  1  in the case of hyperbolic 
discounting).

Gul and Pesendorfer did not allow their paper to speak for itself: 
they also wrote a methodological piece, “The Case for Mindless Eco-
nomics,” which ignited a controversy that lasted a while.12 The hubbub 
led to a conference that took place at NYU in 2006, in which I had the 
good fortune to take part. The conference proceedings came out in a 
book edited by the initiators of the conference, Andrew Caplin and 
Andrew Schotter, titled The Foundation of Positive and Normative Econom-
ics.13 I don’t know whether the book will have a long-lasting effect on 
the philosophy or methodology of economics, but I believe the debate 
itself was significant for two reasons.

First, it brought up the question of whether economic analysts are 
“allowed” to interpret agents’ observed choices as revealing anything 
other than their preferences or probabilistic beliefs. In our everyday 
judgments of other people’s behavior, we usually mix an intuitive 
“revealed preference” criterion with more paternalistic attitudes. Observ-
ing someone ordering an extra portion of a dish for dinner, we are 
equally likely to comment “he must be really hungry” or “he’s going 
to regret this tonight.” Before behavioral economics, economists were 
extreme in their adherence to the former stance, which avoids pater-
nalistic judgments at all costs (academics of the Marxian “false con-
sciousness” persuasion are at the opposite extreme). Behavioral 
economics helped push economists toward a more balanced mixture 
of the two attitudes.

This has important implications for the kind of policies that econo-
mists may recommend: using “nudges” to manipulate people to save 
more, taxing high-sugar beverages to reduce their consumption, and 
so on. These attitudes are controversial, both philosophically and politi
cally. This is one of the things that made the debate over Gul and 
Pesendorfer’s “mindless economics” article significant, because it gave 

Downloaded from http://direct.mit.edu/books/book-pdf/2362281/book_9780262379038.pdf by guest on 26 September 2024



The Path of Least Theory	 63

economists an opportunity to locate themselves on this politico-
philosophical spectrum.

From this point of view, perhaps the most important article in the 
conference volume was the one by Botond Kőszegi and Matthew Rabin,14 
who made a clear case for the situations in which economists may want 
to interpret observed choices as errors rather than conscious preferences. 
Ariel Rubinstein and Yuval Salant later wrote a nice paper in the “pure 
theory” style about the problem of eliciting decision-makers’ welfare 
from observed choices when these are known to involve certain sys-
tematic errors.15 Yet this paper hasn’t led to a noticeable back-and-forth 
with the behavioral economics community. The separation between this 
community and the “pure theorists” was not about political attitudes—
it was about the style of doing research.

This is the second important aspect of the 2006 NYU conference. The 
real clash was not between conflicting approaches to revealed prefer-
ences, or between libertarian and interventionist policy instincts. It had 
more to do with general attitudes to economic theory. On one side, there 
was the theory-lite attitude of behavioral economics, promoted by 
Matthew Rabin: write down a utility or belief function that contains a 
parametric representation of the psychological motive you are interested 
in, and then apply it or test it against data. On the other side, there was 
the decision-theory approach of Gul and Pesendorfer, which emphasized 
axiomatization of preferences over appropriate choice domains. Rabin’s 
style was closer to “applied” theory, Gul and Pesendorfer’s committed 
to “pure,” axiomatic decision theory. The behavioral-economics style 
was technically “low brow” and exhibited sophisticated understanding 
of experimental psychology. The decision-theory style was technically 
“highbrow,” and its interest in experimental evidence was more cursory. 
The behavioral-economics style generated little modeling innovation 
once a handful of functions were “canonized.” The decision-theory style 
generated a lot of innovation, albeit in tightly prescribed frameworks.

Indeed, the decision-theory revival in the years following Gul and 
Pesendorfer (2001) saw numerous proposals for specific models of pref-
erences over menus (and dynamic decision problems more generally). 
These models captured various aspects of the psychology of temptation 
and self-control, or used the same methodology to explore other psy-
chologies (regret, belief distortion, social image, and more).16 There was 
plenty of innovation to go around, in contrast to the quick canoniza-
tion of hyperbolic discounting that seems to have stifled innovative 
modeling of intertemporal choice in the behavioral economics camp. 
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At the same time, the innovation was confined to the narrow circle of 
decision theorists. It was constrained by the incremental style of much 
of axiomatic decision theory, where innovation proceeds by tampering 
with some reference set of axioms. Very little of that research spilled 
over to the more “applied” wings of the theory community, let alone 
the economics profession at large—again, in marked contrast to the 
hyperbolic discounting model.

The question of which style led to a greater proliferation of new 
models should not be confused with the question of radicalism versus 
conservatism. The Gul-Pesendorfer approach was conservative in a 
number of ways. First, it didn’t invent a new type of decision theory 
but helped revive an existing one (due to Kreps and Porteus 1978 and 
Kreps 1979). Second, it insisted on conventionally assuming complete 
and transitive preferences, even as the new choice domains became 
increasingly complicated. And third, by doing so, it insisted on identi-
fying choice and welfare in keeping with the revealed preference 
principle, whereas behavioral economists were happy to dissociate the 
two. That latter move was behavioral economics’ most “radical” and 
politically charged. However, in terms of methods, behavioral economics 
was even more conservative than the Gul-Pesendorfer approach: its 
theoretical methods were closer to bread-and-butter applied theory.

I have always regarded Gul and Pesendorfer’s “mindless econom-
ics” article primarily as a missive against the “theory-lite” aspect of 
behavioral economics and a call to pursue “psychology and econo
mics” in a “high theory” style. But since they lumped this call with a 
specifically conservative conception of such a style and a doctrinaire 
commitment to the revealed preference principle (with its paternalism-
averse flavor of libertarian politics), they ironically helped crystallize 
the narrative that lumped the radical elements of behavioral economics 
with its indifference to “high theory.”

The Dilemma

Like all narratives, the one that pits Rabin-Thaler against Gul-Pesendorfer 
is simplistic and distorts reality. For one thing, there are card-carrying 
behavioral economists (like Erik Eyster and Botond Kőszegi, two promi-
nent theorists from my own generation, both longtime collaborators 
of Rabin) who have produced admirable pieces of behavioral “pure 
theory.”17 In addition, there have been “pure theory” approaches to “psy
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chology and economics” (including my own work) that do not fall into 
the axiomatic-decision-theory mold.

What my narrative doesn’t distort, in my opinion, is the “path of least 
theory” that behavioral economics, viewed as a whole, has taken. It is 
an area of academic activity that effectively kept itself at a remove from 
foundational, pure theory—even though its subject matter is the most 
fundamental building block of the economics discipline. This orientation 
was consistent with the general professional zeitgeist: Thaler (2016) 
referred to behavioral economics as an aspect of the profession’s empiri-
cal turn.

The success of this orientation is undeniable. It maximized behav-
ioral economics’ medium-term impact. Thaler’s 2017 Nobel Prize was 
the highest official recognition of this achievement. But is it possible that 
it also entailed a loss for the economics discipline in the long run? This 
is an example of a larger dilemma: Is it possible for a new field in eco-
nomics to take a “wrong turn” in terms of how foundational it chooses 
to be? This question cuts both ways: it is fair to ask whether, for example, 
the abstract, axiomatic style of decision theory has been a “wrong turn” 
in the opposite direction.

I should clarify that I am not a conspiracy theorist (just a theorist): 
I don’t think that the leaders of the behavioral economics movement 
sat in a smoke-filled room and planned a theory-lite strategy. I don’t 
think the field would have looked very different today if Thaler or 
Laibson had attended more theory seminars. Instead, the behavioral 
economics community and its surrounding culture somehow made the 
“joint decision” to navigate away from the “pure theory,” foundational 
style. It is interesting to ask whether that move, its success notwith-
standing, also had a cost.

Incomplete Contracts

A similar dilemma presented itself to students of the theory of the firm 
in the 1980s and 1990s. During these decades, “incomplete contracts” 
emerged as a frontier subject that occupied some of the best minds of 
our profession. Chapter 2 gave us a glimpse into this literature. Jean 
Tirole’s 1994 Walras-Bowley lecture may be a good entry point into this 
fascinating, now rather neglected, field, because it came near the end 
of the subject’s period of ascendance, and it has some overlap with my 
present discussion.18
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The basic observation underlying this field is that real-life contracts 
and other legal arrangements (such as laws or constitutions) are simpler 
and less exhaustively detailed than what might appear optimal from a 
standard mechanism-design point of view. One example that Tirole 
(1999) gives is the institution of patents, which rewards the winner of 
an R&D race with inefficient monopoly. A more efficient alternative 
would be not to use the allocation of property rights as an instrument 
for encouraging innovation, but instead design a contest mechanism, 
whose winner receives a monetary reward.

The question of why such arrangements appear in reality despite 
their apparent suboptimality is of key importance for several fields in 
economics. Most of the research into incomplete contracts examined 
the problem in the more specific context of the design of organizations. 
Grossman and Hart (1986) and Hart and Moore (1990) are the seminal 
papers in this literature; they tried to explain aspects of the organization 
of firms as a consequence of contractual incompleteness.

From the start, researchers had conflicting ideas about the terms of 
this investigation. To quote from the opening paragraph of Tirole (1999):

A methodological divide may have developed in our profession in recent years 
between those who advocate pragmatism and build simple models to capture 
aspects of reality, and others who wonder about the foundations and robust-
ness of these models, and are concerned by the absence of a modeling consen-
sus similar to the one that developed around the moral hazard and adverse 
selection paradigms in the 1970s.

The Grossman-Hart-Moore approach was to assume specific, exog-
enously given restrictions on the space of feasible contracts, and to 
examine the contracting process under these restrictions. The primary 
motivation for these restrictions was “unforeseen contingencies”: it is 
hard for economic agents to imagine and then put into words the numer-
ous future scenarios that may affect the future outcomes of this or that 
contractual arrangement.

This line of inquiry was the dominant one in the literature. It had 
an “applied-theory” style: once researchers were satisfied with impos-
ing prior restrictions on what is feasible, they probably also had fewer 
inhibitions regarding additional special assumptions, such as functional 
forms or the order of moves in a game. Or is this merely a matter of 
correlation and selection—namely that researchers who feel tempera-
mentally comfortable with ad hoc restrictions of contracts and mecha-
nisms are also going to feel comfortable with the type of additional 
special assumptions that characterize the “applied-theory” style?
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The alternative approach to incomplete contracts tried to be more 
foundational. Rather than assuming incomplete contracts, researchers 
in this wing tried to derive incomplete contracts from assumptions they 
considered more primitive, such as difficulty to imagine future contin-
gencies (Lipman 1992) or the complexity of long contracts (Battigalli 
and Maggi 2002). This literature was relatively small. Of course, the 
classification is not airtight. Some works that asked questions of a 
foundational nature often had an “applied-theory” look (for example, 
Kathryn Spier’s (1992) paper, which argued that signaling motives may 
deter negotiators from proposing complete contracts).

The dilemma was similar to the one over behavioral economics. Is 
the best way to make progress with the subject matter to treat it as raw 
material for “applied theory”? Or should we regard it as a foundational 
problem that demands new modeling frameworks? Between 1985 and 
1995, the profession gave a clear preference to the former approach. 
(However, I don’t recall the interaction between the two approaches as 
being as conflictual as in the case of behavioral economics. The para-
graph from Tirole [1999] that I quoted above ends with the (parentheti-
cal) sentence: “I personally have sympathy for both viewpoints.”)

This phase more or less ended when Tirole and Eric Maskin cir-
culated a paper that set out to shatter the unforeseen-contingencies 
hand-waving defense of the “applied-theory” approach to incomplete 
contracts. The paper made a big splash in the mid-1990s, and eventu-
ally was published in a landmark special issue of the Review of Economic 
Studies, which contained other seminal contributions to the field.19

According to my reading, Maskin and Tirole argued that the usual 
defense for the standard incomplete-contracts exercise was inconsistent. 
Although researchers in this literature used unforeseen contingencies 
to motivate contractual restrictions, they kept assuming that economic 
agents are rational and forward-looking, and in particular able to perform 
backward induction. In other words, agents were able to imagine and 
calculate the future payoffs that result from any contractual arrangement. 
Maskin and Tirole showed that if we maintain this rationality assump-
tion, then in many environments agents can circumvent an inability 
to describe contingencies by cooking up a mechanism that only pre-
sumes the ability to calculate future payoff consequences of current 
decisions.

Maskin and Tirole effectively put a mirror in front of incomplete-
contracts researchers. If you want to keep doing what you are doing, 
you’d better drop the unforeseen contingencies motivation (or at least 
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think harder about whether it fits your setting). But if you think that 
unforeseen contingencies are relevant to the problem of incomplete 
contracts, then you’d better start thinking about the bounded rationality 
that may prevent agents from imagining and calculating the future con-
sequences of their current decisions. However, that will force you to 
drop the “applied-theory” style and start doing the more foundational, 
“pure theory” type of work.

Whether or not by coincidence, the incomplete-contracts literature 
dwindled shortly after 1999, and it is now unofficially dead, even though 
to my taste its deepest questions still merit close investigation.

As with behavioral economics, the medium-term payoff of the 
“applied-theory” style was considerable, culminating in a Nobel Prize 
to Oliver Hart in 2016. But the thought that the field may have ended 
in a state of exhaustion rather than fulfillment raises the question of 
whether it missed an opportunity of a “longer, richer life” by largely 
evading a more foundational style.

The Story of Market Design

The field of “market design” offers an illustration of the kind of sus-
tained verve that early investment in “pure theory” can bring. Its origins 
were in beautiful contributions of theorists like David Gale, Herbert 
Scarf, Lloyd Shapley, and Martin Shubik to the study of two-sided 
matching and other models of markets for indivisible goods. For a long 
time, the area of inquiry firmly belonged to the “pure theory” category. 
Al Roth and Marilda Sotomayor’s (1990) authoritative textbook syn-
thesized the theoretical literature. However, at the same time that Roth 
was developing the pure theory of two-sided matching, he began linking 
it to concrete economic settings (for example, in his famous exploration 
of the market for medical interns [Roth 1984]). The field exploded around 
2000 when theorists gave it a more determined “applied” color by 
arguing that its tools can help solving real-life design problems (such 
as systems of school choice).20 This move turned the field into a brand 
of “economic engineering.” Nowadays, it is still very much alive, with 
a diverse community that includes theorists, computer scientists, and 
empirical economists.21

I believe that the continued liveliness of the field, sixty years after 
its beginnings, is in large part thanks to its deep theoretical roots. It is 
one of the reasons talented researchers with diverse backgrounds and 
skills continue to find interest in this area. A building with deep foun-
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dations may take longer to build, but the deeper the foundations, the 
taller the building one can erect on their bases.

The Textbook Test

A simple litmus test of the kind of long-run impact that awaits behav-
ioral economics is to look at economics textbooks. The game theory 
revolution led to a complete rewriting of graduate-level microeconomic-
theory textbooks.22 Nothing of the sort has happened with behavioral 
economics. And where are the graduate-level textbooks devoted entirely 
to behavioral economics, other than as an aspect of experimental eco-
nomics? I am not talking about surveys, pamphlets, handbooks or auto-
biographies, but about pedagogical texts that an instructor in a PhD 
program can follow closely (like the Roth and Sotomayor 1990 mono-
graph I referred to in my abridged history of market design).

And what about graduate-level textbooks in other fields? Despite 
the “theory dethroning” trend that I described in chapter 1, economic 
thought is still largely carried by models. When you enter a new field 
in economics, you typically navigate it with the aid of a few models. 
Sometimes the models are simple, and sometimes they are elaborate. 
Sometimes you will spend a lot of time with the models, and sometimes 
this journey is brief and you soon switch to empirical work. But the 
models will be in the background and shape your thinking. Has any 
major field in economics seen a thorough “behavioral” overhaul of its 
basic collection of models? Have macroeconomists realized that they 
need to revamp their textbooks in light of behavioral economists’ insights 
into people’s formation of expectations or the role of fairness consid-
erations in labor relations? If Jean Tirole wrote a new edition of his mag-
isterial Theory of Industrial Organization textbook,23 would behavioral 
economists’ ideas about consumer psychology force him to rethink the 
book’s overall organization? Or would he settle for adding a “behav-
ioral industrial organization” chapter toward the end of his book?

From this perspective of influencing technically oriented, graduate-
level textbooks, the success of behavioral economics appears limited. 
Compare this with the unmitigated success it has had in this regard with 
experimental economics: a graduate-level textbook in this field is incon-
ceivable without a massive behavioral-economics dose. And compare it 
also with the growing influence of behavioral economics on nontechnical, 
undergraduate-level textbooks (for example, the treatment of social prefer-
ences in the CORE team’s [2017] introductory textbook).24
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The textbook test confirms the intuition that the long-run impact of 
behavioral economics has been an enrichment of the basic attitudes that 
economists absorb in early stages of their education, rather than a fun-
damental change in their technical, graduate-level education. To the 
extent that this accurately describes the outcome, is it also an accurate 
description of the original ambitions of the movement’s leaders? Is this 
a “happy ending”?

Crowding Out?

The reader may wonder why I am framing the “theory content” dilemma 
in either-or terms. Why can’t a field of inquiry open itself to multiple 
styles of doing theory, and let a thousand flowers bloom? I agree that, 
in an ideal world, that would be the case. However, economics being 
the type of science that it is, it lacks a clear mapping from substantive 
economic questions to the spectrum between foundational and applied 
work. Historical accidents and the predilections of a field’s pioneers 
determine its early orientation on the pure-applied axis. The “pure” 
and “applied” styles move at different paces, they demand different 
kinds of rhetoric, and they have different notions of what it means for 
the outcome of a research project to be a success. Ultimately, they compete 
for journal space, professional prestige, and the peaks of professional 
fashion cycles.

When a substantive economic question becomes associated with a 
particular theoretical style, the practitioners of this style will be the gate-
keepers who determine what kind of work gets access to the central 
stage. The simple fact is that the “applied” style has a bigger short-term 
payoff and a bigger audience, and therefore it tends to overshadow the 
“pure” style—just as forward soccer players almost always beat defend-
ers at the Ballon d’Or. As a result, when the “applied” style dominates 
the early development of a new theoretical subfield, this is likely to 
have a lasting effect on its character. Whether this is a gain or a loss is 
something that economists will disagree on.
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In the tumultuous summer of 2020, when Twitter was boiling over with 
threads on race relations in America, my attention was drawn to an 
interesting side discussion about the treatment of ethnic discrimination 
in economics. Not how economists as people exercise various kinds of 
discrimination (there was a bit of that, too), but how their research methods 
lead to biased or blinkered intellectual treatment of the role of ethnicity 
in social interactions.

Although the discussion was largely about empirical research, some 
of the arguments were at least tangential to economic theory—more 
specifically, the theory of “statistical discrimination.” When economists 
talk about discrimination, they traditionally distinguish between two 
models, known as taste-based and statistical discrimination. The former 
means that the decision-maker treats differently two otherwise-identical 
people who belong to different social groups, only because he likes 
people who belong to one group better than people who belong to the 
other. Becker (1957) introduced this concept into economic modeling 
and argued that a perfectly competitive market will eradicate sellers or 
employers who exhibit this type of discrimination.

Phelps (1972) and Arrow (1973) contributed the “statistical discrimi-
nation” model. The idea is that the decision-maker is not interested in a 
person’s social group per se but in an unobservable, economically relevant 
characteristic (such as latent productivity). The decision-maker draws a 
statistical inference about this characteristic from the observed social 
group to which the person belongs. The inference is based on “rational 
expectations”—that is, correct knowledge of the joint distribution of the 
observed and unobserved characteristics, coupled with correct applica-
tion of Bayesian updating. According to this theory, for differential 

5	 Rational X
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treatment to take place, there must be intergroup differences in the 
unobserved variable of interest.

You can see why this is political gunpowder. Statistical discrimina-
tion says that the reason different groups are treated differently is that 
they are actually different in ways that “legitimately” matter to other 
people. Applications of the theory often take these differences to be 
exogenous without offering an account of how they came into being. 
Sometimes the analyst endogenizes the difference: individual members 
of one social group anticipate receiving worse treatment and therefore 
they do not incur a costly investment in a desirable skill; as a result, 
members of this group are less desirable to other decision-makers who 
therefore give them worse treatment. Individual agents are too small 
to affect this inference unilaterally and must take it as given. This argu-
ment regards the social group as a “sunspot”—an arbitrary device for 
coordinating expectations, and therefore it is silent about why one spe-
cific group ends up getting the raw deal.

Some outside observers found this troubling. They argued that the 
explanatory framework of statistical discrimination has the rhetorical 
effect of normalizing stereotypical thinking. Here is Sonja Starr, a law 
professor who has published in leading economics journals. In June 2020, 
she fired a tweetstorm, from which I quote selectively (with slight editing, 
mainly replacing abbreviations with full terms; the emphases are as they 
appear in the origin):1

Although criticizing statistical discrimination has been a theme of my work . . . ​
some of my own economics papers nonetheless discuss why what we found 
seems to be stereotyping or taste-based discrimination. This is such a core concern 
of the field that it has seemed unignorable. It is one of the first questions at every 
seminar. We do emphasize that what economists label statistical discrimination 
would be equally bad and illegal, and say we are just exploring mechanisms. . . . ​
Recognizing that does not require defending statistical discrimination. . . . ​But 
I worry that “understanding mechanisms” isn’t the only reason so many papers 
contain such a discussion. It is also because some (not all) economists will not 
think discrimination findings reveal a problem unless there is evidence it is 
not “just” statistical discrimination. . . . ​And in contexts where it is relevant or 
useful to parse mechanisms, it would help to come up with a better name for 
“statistical discrimination.” Maybe “racial profiling”?

In other words, the rhetoric of “statistical discrimination”—not least 
its very title—effectively sanitizes a problematic social practice, and as 
such creates a bias within the world of academic economics—including 
economic theory, to the extent that it uses statistical discrimination 
models uncritically.
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The rhetoric of statistical discrimination is sneaky in other ways. 
Taken literally, “statistical discrimination” doesn’t mean that the statistics 
are done correctly. A decision-maker can engage in statistical discrimi-
nation while committing errors of statistical inference. Or he could 
perform the statistical inference on the basis of a wrong subjective model. 
For example, his wrong model can include a presumption that agents 
who are identical in everything except their ethnicity can have different 
“ability.” The assumptions of his model could also be self-serving in a 
way that blurs the distinction between taste-based and statistical dis-
crimination. None of these examples of “statistical discrimination” 
would have the soothing rhetorical effect that Sonja Starr complains 
about. It is fundamental for the rhetorical power of the “statistical dis-
crimination” title that the audience links it with rationality and rational 
expectations: agents have “legitimate” preferences, and they are merely 
doing what they always do in standard economic models: forming 
beliefs based on correct priors and Bayesian updating according to their 
imperfectly informative signals.2

This discussion of statistical discrimination broaches the big ques-
tion of whether economic theory has inherent political biases. This is a 
weighty subject that I am not going to discuss in this chapter. My objec-
tive with this example was different: to remind readers that the “ratio-
nalizing” mode of explanation that is second nature to economists 
doesn’t always go as smoothly down non-economists’ throats. This in 
turn generates another question, which is in principle independent of 
politics: Could it be that our basic fondness for rational explanations 
makes us less critical of their surrounding rhetoric? Are there other ways 
in which rationalizing explanations filter effortlessly through our econ-
omist’s consciousness, without facing the walls of resistance we would 
mount in response to other modes of explanation?

I’m Sure There’s a Perfectly Rational Explanation for This . . .

Our eagerness to make every kind of human behavior under the sun 
consistent with some maximizing model is a key feature of the culture 
of economic theory. Many economists, Gary Becker the most well-known 
among them, define economic analysis as the “relentless,” “unflinching” 
attempt to explain behavior as a result of some kind of utility maximiza-
tion subject to some constraint. By “some kind,” what I mean is that 
economists feel free to play with the utility function, the domain over 
which it is defined and the constraints that the economic agent faces, 
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as long as the “max u(x) subject to the constraint that x is in B” explana-
tory framework remains. This mode of explanation also assumes ratio-
nal expectations: decision-makers have a correct understanding of the 
causal and statistical regularities in their environment.

At its extreme, this methodology takes a type of behavior that we 
would normally think of as irrational, impulsive, emotional, or self-
destructive and nevertheless fits it into the maximizing framework. 
Pick an apparently irrational behavior X, add a prefix like “rational,” 
“Bayesian,” “statistical,” or “optimal,” et voilà: you’ve got yourself a 
rationalization of supposedly irrational behavior. Gary Becker earned 
his legendary status in economics partly because he was the absolute 
master of this rational X approach. He took criminal behavior or roman-
tic attachments, which people hadn’t imagined to be part of either eco-
nomics or rational behavior, and found a fruitful way to model them 
as some form of constrained utility maximization, thus bringing them 
into the purview of economic inquiry.

Naturally, the rational X category lacks a precise definition. I wouldn’t 
use it to describe every attempt by economists to rationalize observed 
behavior. For example, Herbert Simon (1956) famously examined the 
realistic “satisficing” choice procedure, according to which the decision-
maker searches through her choice set in some order until she finds an 
alternative that is “good enough,” and stops there. Although this descrip-
tion differs from utility maximization at the algorithmic level, Simon 
showed that it is consistent with rational behavior (as long as we take the 
search order as given). I wouldn’t refer to this type of rational explanation 
as “rational X” because satisficing doesn’t strike us as irrational in the 
everyday sense of the word. Indeed, Simon himself referred to it as an 
example of procedural rationality. In contrast, phenomena like addiction 
or self-delusion, which I cover in this chapter, belong intuitively to the 
category of the irrational. This is partly what made the rational X program 
so provocative and appealing: if economists can rationalize that . . . ​well, 
there is no limit to what they could accomplish.

However, when one tries to mash up two radically different visions 
of human behavior—the rational and the irrational—this marriage is 
not going to be without its frictions. How do economists respond to 
these tensions? Does our love of “rational explanations” make us gloss 
over them? What rhetorical devices do authors employ to preempt 
potential reservations?

This chapter reflects on these questions by looking at a few examples 
of “rational X” exercises in the literature, speculates about the sources 
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of their rhetorical power, and points out how, in order to work, they 
sometimes distort the description of the phenomena in question or the 
notion of rationality they involve. Although these examples do not 
always fall squarely into what we nowadays classify as economic theory, 
they are fundamentally theoretical. Even if Gary Becker is not anyone’s 
idea of a contemporary theorist in the sense that Ken Arrow is, the ideas 
he presented were theoretical in nature.

Rational Addiction

In 1988, Becker and Kevin Murphy presented a model that offered a 
rational-choice account of addictive behavior.3 In their model, the 
decision-maker chooses how much to consume from a certain product 
at each time. The decision-maker is conventionally forward-looking: 
he evaluates a stream of consumption by the discounted sum of future 
periodic utility flows.

Becker and Murphy’s model operates in continuous time. The 
decision-maker’s instantaneous utility flow at time t is u( y (  t  ), c (  t  ), S(t  )), 
where y (  t  ) is the consumption quantity of a “regular,” nonaddictive 
good; c(  t  ) is the consumption quantity of an addictive good; and S(  t  ) is 
a state variable that represents a “stock of past consumption” of the 
addictive good. This stock depends on the history of consumption of 
the addictive good—a property that enables Becker and Murphy to 
model the good’s addictive qualities. Its rate of change at time t is given 
by the formula

!S(t) = c(t) − δS(t) − h(D(t))

If only the first term existed, S(  t  ) would be the mere integral of the 
addictive good’s past consumption. The second term represents “exog-
enous” depreciation, which weakens the history-dependence that creates 
addiction-related effects.

The third term in the formula for !S(t)  represents what Becker and 
Murphy call “endogenous depreciation.” It is a more dubious object. 
Becker and Murphy don’t say much about it, and settle for the laconic 
statement that D(  t  ) captures expenditures on nonconsumption measures 
that the decision-maker takes in order to affect the stock variable (h is 
some function of this expenditure). For most of their paper, they set the 
third term to zero. Let us therefore set h   = 0 and revisit this term later.

The past-dependence of consumption utility gives Becker and Murphy 
many degrees of freedom for expressing assumptions that correspond 
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to salient features of addictive goods. For example, they can express 
the “reinforcement” property that higher past consumption increases 
marginal utility from current consumption. They can also capture 
“tolerance”—namely, the property that larger past consumption of a 
good lowers the decision-maker’s utility from a given level of current 
consumption.

In the best Beckerian tradition, the model takes a plausible basic 
motive—yes, even addicts might perform intertemporal trade-offs, and 
their desire to consume the addictive good is comparable to the “ordi-
nary” consumer’s desire to eat bigger portions at a restaurant or drive 
a bigger car—and then pushes it to an extreme that an economist with 
lesser faith wouldn’t dare. Becker and Murphy’s relentlessness pays off 
because it produces results that we didn’t associate with the behavior 
in question before setting our eyes on the model. For example, the model 
predicts that an anticipated future increase in the price of the addictive 
good will lead the decision-maker to lower his current consumption of 
the good. The reason is that a higher future price raises the cost of becom-
ing addicted. This prediction has limited theoretical interest, as it is not 
specific to addictive goods. Nevertheless, it underscores Becker and 
Murphy’s claim that even the consumption of addictive goods responds 
to the pressures of forward-looking intertemporal substitution.

Part of the rhetorical effect of rational addiction is the brash, unapol-
ogetic manner in which the authors present their stance. The opening 
words of Becker and Murphy (1988) paper almost taunt the skeptical 
reader:

Rational consumers maximize utility from stable preferences as they try to antici-
pate the future consequences of their choices. Addictions would seem to be the 
antithesis of rational behavior. Does an alcoholic or heroin user maximize or 
weigh the future? Surely his preferences shift rapidly over time as his mood 
changes? Yet . . . ​we claim that addictions, even strong ones, are usually ratio-
nal in the sense of involving forward-looking maximization with stable prefer-
ences. Our claim is even stronger: a rational framework permits new insights 
into addictive behavior.

So, you thought addiction was irrational? We’ll show you that not 
only is the rational-choice model compatible with addiction, but it also 
does a better job explaining it than anything else you might have in mind.

Yet, the curious thing about the rational-addiction model is that it is 
so easy to falsify. The very rationality it assumes means that the decision-
maker will never want to limit his options. The decision-maker maxi-
mizes a stable utility function and hence he is dynamically consistent: 
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if he forms a plan for future consumption at some period t (the plan can 
be contingent on random future events), he never wants to deviate from 
it at any subsequent period. And he is never made worse off when we 
expand his choice set. Yet, a major aspect of addictive behavior is the 
addict’s occasional attempts to limit his options as a means for fighting 
the addiction: checking himself into a rehab center where his actions are 
controlled, or avoiding enjoyable social interactions because they offer 
consumption opportunities that may trigger a relapse.4 The most basic 
premise of the rational-addiction model excludes such a defining feature 
of the experience of anticipating and dealing with addiction.

I find it remarkable that this very basic observation wasn’t consid-
ered a good enough reason for economists to discard the model and 
adopt an alternative. The opposite is the case: Becker and Murphy’s 
model has become the benchmark model for (mostly empirical) eco-
nomic studies of the consumption of addictive goods.

Like the model of statistical discrimination, the Becker-Murphy model 
is politically sensitive. Since it follows the revealed-preference tradition 
of equating choice with welfare, it rules out self-destructive behavior 
from the outset, and produces a welfare analysis that interprets the 
addict’s choices as welfare-improving by definition. Therefore, accord-
ing to the model, curtailing the availability and affordability of addictive 
products can never benefit the decision-maker. Paternalistic interven-
tions are needless because the decision-maker is rational and knows 
what he is doing. As in the case of statistical discrimination, the rational-
addiction model sanitizes behavior that we usually regard as problem-
atic (when not wearing our economist’s hat).

Rebuttals

Let us consider two counterarguments against my claim that the model’s 
inability to accommodate a taste for limiting one’s options would nor-
mally hand it a major blow.

What is the alternative? We can grant the criticism that the rational-
addiction model gets some things wrong, but it does get other things 
right. In the absence of an alternative, why can’t we accept it as a useful, 
provisional model?

Reply: There are alternatives. Gruber and Kőszegi (2001) presented a 
version of the Becker-Murphy model that incorporates dynamic incon-
sistency, using the “hyperbolic discounting” parameterization we 
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discussed in chapter 4. This model assumes forward-looking behavior 
and therefore shares the feature that anticipated price changes affect 
current consumption, but it also implies that the decision-maker may 
prefer to limit his options. The relative conventionality of the hyperbolic 
discounting model makes it handy for applications and empirical work, 
as Gruber and Kőszegi demonstrated themselves.

There is more. Gul and Pesendorfer (2007) extended their modeling 
approach, also described in chapter  4, to consumption of addictive 
goods. Laibson (2001) and Bernheim and Rangel (2004) contributed other 
models. Neither abandons the rational-choice paradigm. In particular, 
Gul and Pesendorfer’s model—as we saw in chapter  4—reconciles a 
preference for limiting options with maximizing behavior by redefining 
the domain of the decision-maker’s preferences to be the space of dynamic 
choice problems. This is another common expression of economists’ taste 
for “rational explanations.”

The point is that although forward-looking behavior and past-
dependence of preferences over current consumption are building blocks 
in a reasonable approach to modeling addiction, going the extra distance 
of assuming a stable preference over streams of consumption may be a 
step too far. The fact that observed behavior is consistent with some 
aspects of the Becker-Murphy model (that are shared by other models) 
doesn’t mean that it lends support to the Becker-Murphy model in its 
totality.

Doesn’t the “endogenous depreciation” term address the preference to limit 
one’s options? For example, checking oneself into a rehab center is a non-
consumption activity that reduces future addictive behavior.

Reply: The “endogenous depreciation” term strikes me as a mostly rhe-
torical device. As mentioned above, Becker and Murphy hardly discuss 
it and set it to zero for most of their paper. Its role seems to be precisely 
to shush the criticism that their model rules out self-handicapping. If 
the term is supposed to correspond to certain observable actions like 
checking oneself into a rehab center, then why aren’t those actions part 
of the domain over which the rational addict’s preferences are defined? 
And if “endogenous depreciation” is meant to capture the effect of 
unmodeled activities on future preferences, then doesn’t the model 
cease to be one with stable preferences over consumption streams? In 
other words, is it really “rational” in the sense that Becker and Murphy 
implied?
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In the end, the dubious term obfuscates the model’s answer to the 
following simple question: Will the decision-maker ever prefer to limit 
his future consumption options? Without this term, the answer is clear: 
no, never! The endogenous-depreciation term only creates ambiguity 
about what the formal model actually assumes. Therefore, I regard it as 
a patch that serves a rhetorical purpose; interpretation of this term would 
imply that the decision-maker doesn’t have stable preferences over 
consumption streams after all, belying his “rationality.”

The Becker-Murphy model has drawn fire over the years, mainly 
over its substantive conclusions about the nature of addiction and how 
public policy should address it.5 This is not the place for a survey of 
these critiques. What I want the reader to take from the present dis-
cussion is the observation that despite an obvious limitation of the 
model, it has captured the imagination of so many economists. Such is 
the rhetorical power of the rational X approach in the hands of a master 
practitioner.

Interlude: What’s in a Name?

The very title of rational X models—rational addiction, statistical dis-
crimination, and so on—is part of their rhetorical appeal. Successful 
names have a way of short-circuiting our critical faculties and lulling 
us into acceptance of their underlying message.

My favorite example in this regard is the auction-theoretic notion of 
the winner’s curse (encountered in chapter 3). In its simplest form, it 
means that in an auction for a commonly valued object in which each 
bidder has some private signal regarding the object’s value, a bidder’s 
valuation of the object conditional on her private information and the 
event of winning the auction is lower than the valuation that only con-
ditions on her private information. In other words, winning the auction 
is “bad news.” The reason is that if bids are positively correlated with 
bidders’ private signals (as they naturally are), the highest bid will tend 
to come from the bidder who received the most optimistic signal regard-
ing the object’s value. By definition, this signal has an upward bias.

What is the relevance of this bias for bidding behavior? In the absence 
of externalities, bidders care about the object’s true value only when 
they win the auction. Therefore, all they should care about is the object’s 
expected value conditional on the hypothetical event of winning the 
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auction. Consequently, they need to incorporate the winner’s curse into 
their bidding strategy.

But how should the bidder incorporate it? According to Wikipedia, 
“Savvy bidders will avoid the winner’s curse by bid shading, or placing 
a bid that is below their ex ante estimation of the value of the item for 
sale.”6 Well, this is not quite right. One can easily construct examples 
of a common-value, second-price auction (the format alluded to by the 
quote; in a first-price auction, shading is optimal even in the absence 
of common-value effects), in which a Nash-equilibrium bidding strat-
egy will involve raising the bid above the nonstrategic benchmark for 
a range of signal values. The reason is that the winner’s curse has both 
“extensive” and “intensive” margins. The extensive margin is the one 
we described above: for a given bid, winning the auction is bad news. 
The intensive margin means that raising the bid will make the news 
less bad, because the higher one’s bid, the weaker the adverse informa-
tional content of winning the auction. For a range of signal values, the 
intensive margin will outweigh the extensive margin and lead the bidder 
to overbid rather than underbid.7

Why, then, did the Wikipedia entry commit such a basic error (and 
this is but one out of several examples one can find on the web)? My 
theory is that the phenomenon’s very name bears significant responsi-
bility. If winning the auction is a “curse,” then one should definitely 
try to avoid it, which means lowering one’s bid. As sexy and attention-
grabbing as the name “the winner’s curse” is, it distorts our perception 
of the phenomenon by highlighting its extensive margin at the expense 
of the intensive margin. How theorists choose to name their models or 
theoretical effects has an impact on how their audiences perceive them. 
Such is the case with rational X models.

Rational Inattention

In 2003, Christopher Sims presented a model of decision-making under 
uncertainty that was meant to account for what he (as a macroeconomist-
econometrician) perceived as economic agents’ sluggish response to 
macroeconomic shocks.8 He envisaged a decision model in which agents 
do not process all available information because of limited information-
processing power or limited attention. He called his model “rational 
inattention.”

The model is simple to describe. The decision-maker has a prior belief 
p over some set of states of nature. Before the state is realized, she can 
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choose a signal function, which assigns a probability distribution over 
some set of signals to every state. This is known as a “Blackwell experi-
ment,” after the great statistical theorist David Blackwell. Importantly, 
the set of available signals is “rich”: there are no constraints on the signal 
function that the decision-maker can choose.

Given a prior belief, a signal function can be represented by a prob-
ability distribution over posterior beliefs. For example, suppose there 
are only two states, A and B, such that p is identified with the probabil-
ity of A. Consider the following signal function. There are two possible 
signals, a and b. When the state is A, the two signals are equally likely. 
When the state is B, the signal b is realized with certainty. The resulting 
distribution over the posterior belief q—identified by the posterior prob-
ability of A—is as follows. With probability p · 0.5, the posterior is q  = 1, 
and with probability 1 −  p · 0.5, the posterior is

q = p ⋅ 0.5
p ⋅ 0.5 + (1 − p) ⋅1

These posteriors are associated with the signal realizations a and b, 
respectively.

Thus, given the prior p, the signal function can be identified by this 
distribution over posterior beliefs. What “richness” means is that every 
distribution over posteriors q whose mean is equal to p is feasible. Any 
other distribution is infeasible because it violates the Martingale prop-
erty of Bayesian updating (which we encountered in chapter 3).

After the state is realized and the decision-maker observes the signal, 
she chooses an action. At this stage, the decision-maker maximizes 
expected utility with respect to the posterior belief q. This enables us 
to conventionally define an indirect utility function V(q): it is the 
maximal expected utility the decision-maker can get when her poste-
rior belief is q.

So far, we have merely set the stage. The main assumption is that 
given the prior p, the decision-maker chooses a signal function (equiva-
lently, a feasible distribution over posterior beliefs q) that maximizes 
the expectation of V(q)  −  C(q, p).9 What is this new object C? It is a func-
tion of the decision-maker’s prior and posterior beliefs. Sims went 
further and imposed a particular functional form on C: it is propor-
tional to the reduction in the entropy of the posterior belief q relative to 
the prior belief p.

The entropy of a probability distribution was defined formally by 
Claude Shannon in the canonical paper that gave birth to information 

Downloaded from http://direct.mit.edu/books/book-pdf/2362281/book_9780262379038.pdf by guest on 26 September 2024



82	 Chapter 5

theory.10 The mathematical definition of the entropy of p (where p (s) is 
the probability of the state s) is

H(p) = − s∑ p(s)log(p(s))

A distribution p that reflects larger uncertainty has higher entropy. 
In particular, the uniform distribution has the highest entropy. A degen-
erate distribution that assigns probability 1 to a single state has zero 
entropy. The difference H(q)  −  H(  p) is the change in entropy when moving 
from p to q. This difference can be positive or negative. However, when 
a distribution over q arises (via Bayesian updating) from some signal 
function that the decision-maker obtained when her prior was p, the 
difference will be negative in expectation. That is, when the decision-
maker acquires information, she lowers the entropy of her belief on 
average.

Sims assumed that C(q, p) is proportional to the entropy reduction 
H( p)  −  H(q). When the decision-maker chooses a signal function to maxi-
mize the expectation of V(q)  −  C(q, p), she trades off the expected increase 
in V (information is generally valuable as far as V is concerned) against 
the cost of information as captured by the expected entropy reduction.

By the way, what I have just described is not literally Sims’s original 
model, but a slightly modified version. Sims didn’t assume a cost func-
tion that is proportional to entropy reduction, but a constraint on the 
set of available signal functions, quantified by the maximal feasible 
entropy reduction. For a fixed static decision problem, the two formula-
tions are mathematically equivalent because C can be viewed in terms 
of the shadow cost of the constraint in Sims’s formulation.

What Is the Interpretation?

In the large literature that followed Sims (2003), the interpretation of 
the rational-inattention model has been remarkably fluid. The model 
rubs shoulders with three distinct interpretations, without firmly attach-
ing itself to any of them. I believe that this ambiguity was a major 
source of the model’s rhetorical power and ultimately one of the reasons 
for its success.

One take is that it is a model of costly information acquisition. The 
decision-maker arrives at the scene with a prior belief p, and chooses an 
information source (from a “rich” set) in a way that trades off the value 
of information (captured by the expectation of V(q)) and its physical cost 
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(captured by the expectation of C(q, p)). This sounds like a standard, 
indeed “rational” cost-benefit calculus. The terminology of costly infor-
mation acquisition brings to mind activities like asking for a tip about 
a stock, consulting an expert, or spending time on a search engine. But 
do we think of the cost of such information sources as a function of 
one’s prior belief ? How is the cost of asking an expert a function of my 
current belief?

It should be clear that from the costly-information-acquisition point 
of view, writing down C as a function of beliefs is not meant to be inter-
preted literally; it is a representation. When the decision-maker performs 
a Blackwell experiment, this entails a certain physical cost. For this cost 
to be represented by the function C, it should be equal to the expectation 
of C(q, p), calculated according to the probabilities derived from the 
prior p and the experiment. However, such a mapping between C and 
physical information-acquisition costs, if it exists, is not transparent. It 
is hard to evaluate the plausibility of any given cost function C—let 
alone the specific entropy-based function—as a description of the phys-
ical costs associated with acquiring information. We will return to this 
problem later.

The Inattention Interpretation

Sims himself didn’t think of the function C as representing the physical 
cost of acquiring information—at least not in his original 2003 paper. 
Instead, he proposed more “psychological” interpretations, including 
the eponymous interpretation of costly allocation of attention.

Although this interpretation was very good at calling attention to 
the model (pun unintended but unavoidable), it is unclear how the 
model captures the psychology of limited attention. How does choosing 
a distribution over posteriors in a way that trades off the value of infor-
mation and its entropy reduction map into our basic intuitions about 
attention? Doesn’t it leave out a whole lot in this regard? The rational-
inattention model focuses on the decision-maker’s ability to control how 
she allocates her scarce attention. Moreover, the richness assumption—
which means that any signal function the decision-maker ends up with 
is a result of her own choice—means that the rational-inattention model 
leaves no room for external manipulation of one’s attention.

But isn’t vulnerability to external manipulation a key feature of atten-
tion? Where do we see in the rational-inattention model anything 
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corresponding to other parties’ ability (and indeed constant attempts) 
to divert our attention? Where are the annoying distractions? Isn’t a 
big chunk of the advertising business devoted to manipulating people’s 
attention?

Of course, one can argue that at some “evolutionary” level, the sus-
ceptibility of our attention to external manipulation is itself part of some 
optimization: if you are not easily distracted by that vague noise ema-
nating from the grass, that tiger will eat you alive. But that is a far cry 
from optimization with respect to the objective stochastic process that 
characterizes the decision-maker’s current economic environment given 
by the economic model at hand.

A model of inattention that doesn’t account for external manipula-
tion of attention is like a model of addiction that disregards the self-
handicapping motive. In both cases, the “rational explanation” approach 
distorts our view by pushing key aspects of the phenomena in question 
out of the scope of inquiry. It exaggerates decision-makers’ agency and 
underestimates their vulnerability. This has a “sanitizing” effect similar 
to the one we observed in the statistical discrimination model.

We live in a time of information overload, when attention-deficit dis-
order is a common diagnosis in affluent societies, and when the mobile 
phone in our pockets is perceived by many as a direct assault on our 
simple ability to concentrate.11 In this context, adding the “rational” 
prefix to the phenomenon of inattention is as much a provocation as 
the notion of rational addiction. This makes Sims’s model an honorary 
member in the rational X category.

The Information Processing Interpretation

Sims’s other “psychological” interpretation is costly information pro
cessing. This is similar to the costly information acquisition story, except 
that the costs are internal to the decision-maker. This interpretation is 
attractive because information processing is about transforming an input 
into an output, and indeed C(q, p) is a function of the input p and the 
output q. The bigger the distance of q from p, the more thorough the 
processing and therefore the more mentally taxing it is. The rational-
inattention model describes a decision-maker who optimizes over this 
allocation of her cognitive information-processing resources.

Does entropy reduction capture this type of costly information pro
cessing? It is easy to come up with concrete mechanisms of human infor-
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mation processing that can be described neatly in terms of entropy 
reduction. For example, suppose the decision-maker’s uncertainty is over 
the value of bits in a binary string. Information processing corresponds 
to a series of classifications of specific bits into 0’s and 1’s. The more bits 
one figures out, the more thorough one’s information processing.

However, the fact that some concrete information-processing proce-
dure has an intuitive cost that corresponds to entropy reduction doesn’t 
lend universal appeal to the entropy-reduction function. First, for a fixed 
interpretation of the bits, the bit-classification procedure cannot mimic 
the assumption of a rich space of signal functions. Second, in many eco-
nomic environments, agents don’t receive information in the explicit 
form of bits. Of course, information can always be redescribed in terms 
of bits. However, we are looking for a direct interpretation, not an “as 
if” argument. We want to be able to see the cost of information from 
the literal form in which it arrives. Hand-waving about how consuming 
more bits of information is more time-consuming and therefore more 
costly won’t do. Indeed, the contrary is often the case: I can easily recall 
spending a lot of precious time on long, poorly written papers that con-
veyed little information, and relatively little time on short papers that 
were packed with valuable information.

If we find a particular information-processing procedure convincing, 
then we can make it a cornerstone of our decision model and relegate 
entropy reduction to the status of a technically convenient representa
tion (when it actually is a valid representation). But that is different 
from making entropy reduction the very language we use to describe 
the model.12

A Cobb-Douglas Function for the Twenty-First Century

As the discussion above suggests, the inattention and information-
processing stories were probably not meant as literal, one-to-one inter-
pretations of the formal model. The decision-maker’s “costing” of 
distributions over posterior beliefs by their associated expected entropy 
reduction doesn’t map directly into an actual psychological process of 
allocating attention or processing information. Neither the practition
ers of the rational-inattention model nor their audience seem to have 
expected this from the model. Instead, they probably accepted these 
stories as an “as if” routine. What they saw was an interesting, sugges-
tive cost function with rich, nontrivial mathematical properties. It is not 
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entirely standard because of its belief dependence, but it gives the model 
the shape of a nice constrained optimization problem. The following 
passage from a review article by Maćkowiak, Matějka, and Wiederholt 
(2023) conveys this spirit:

While we do not intend to argue for a universal application of entropy, we 
think that entropy is an appealing benchmark, similar to the Cobb-Douglas 
production function. The main reasons for that are: (i) entropy allows for trac-
tability, (ii) most of its qualitative properties are reasonable (more precision at 
a higher cost), and thus many qualitative implications of the model are 
independent of this particular choice, (iii) the foundation of optimal coding 
and also the axiomatic foundations of entropy suggest that it is a suitable func-
tion for processing of available information.

Exactly. Practitioners of rational inattention have approached the 
entropy-based cost function in the same way that applied economists 
approach the Cobb-Douglas production function in the textbook theory 
of production, where output is a log-linear function of production factors. 
(And note how deftly the authors attach the concept of entropy to infor-
mation processing, even though Shannon developed it for the distinct 
problem of communicating information.)

There was practical wisdom in this approach. Entropy is a such a deep, 
elegant function, with a history of being relevant to many things, that 
astute theorists could sense the model’s potential. Indeed, when talented 
theorists decided to look into it, they produced valuable results. To take 
just one very nice example, Matějka himself (in joint work with Alisdair 
McKay) showed how the observed behavior induced by the model maps 
into a subtle variant on the familiar “logit” model of random choice.13

Still, one might have thought that in the age of behavioral econom-
ics, theorists would develop a taste for models of limited attention or 
information processing that strive at a closer, more direct correspon-
dence with actual psychological processes. But no, it turns out we prefer 
our early twenty-first-century models of individuals to look like our 
mid-twentieth-century models of the firm.

The Rhetoric of “Micro-Foundations”: Rational Inattention  
and Wald Sampling

Well, this is not a complete description. A number of leading theorists 
have in fact explored specifications of the rational-inattention model that 
went beyond the entropy-based version—especially in the context of 
trying to substantiate the costly-information-acquisition interpretation.
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Stephen Morris and Philipp Strack (2019) is an example of such an 
attempt. It is worthwhile to give this impressive paper a close look, 
because it will teach us something about the rhetoric of successful rational 
X research programs. I should add that, at the point of writing, the paper 
hasn’t been published yet, and it is possible that future versions will 
modify the paper’s rhetoric. Nevertheless, the 2019 version has already 
enjoyed word-of-mouth circulation, received citations, and in general 
made an impact that is worth discussing in the context of this chapter.

Morris and Strack consider an explicit costly information acquisition 
model. Moreover, it is a classical one that dates back to Wald (1945). 
Suppose there are two states of nature. At every period, the decision-
maker can acquire an independent signal of exogenously given accuracy, 
or she can stop and make a decision. A sequential-sampling strategy 
specifies a stopping decision for every history of signal realizations. 
When the decision-maker stops the sampling process, she chooses an 
action that maximizes her expected utility given her belief at the moment 
she stopped. For a rational decision-maker, the history of signal realiza-
tions per se doesn’t matter for her decision; only her current belief over 
the two states does. Therefore, we can restrict attention to sampling 
strategies that specify a decision whether to stop as a function of the 
decision-maker’s current belief.

To complete the model, we need to specify the cost of sampling. 
Wald’s original model makes the simple assumption—which later 
became standard in the economics literature—that the cost is constant. 
Each time you want to get another independent signal, you incur the 
same cost. (To be more precise, Morris and Strack analyze a continuous-
time version of this model, in which the decision-maker’s belief during 
the sampling phase evolves according to Brownian motion with drift.)

Morris and Strack obtain an interesting result. First, building on earlier 
work in probability theory that goes under the name of Skorokhod embed-
ding (which Strack’s earlier work had put to good use in other economic 
problems),14 they establish that every distribution over the decision-
maker’s posterior belief when she stops and makes her decision can be 
generated by some sampling strategy. This means that the space of 
sampling strategies in the Wald model is a “rich” signal space in the 
sense of the rational-inattention model. Second, they show that the 
expected cost associated with a sampling strategy can be expressed as 
a function of the decision-maker’s prior and posterior beliefs. However, 
this cost is not proportional to expected entropy reduction, but the 
expected change in the expected log-likelihood ratio. To see the difference, 
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recall that in the case of two states, the entropy of a belief (identified 
by the probability q it assigns to one of the two states) is

q · log( q )  +  (1 −  q ) · log (1 −  q )

By comparison, the expected log-likelihood ratio of the belief is

q ⋅ log q
1 − q

⎛
⎝⎜

⎞
⎠⎟
+ (1 − q) ⋅ log 1 − q

q
⎛
⎝⎜

⎞
⎠⎟

Thus, when we collapse the dynamic two-state sampling model into 
a static model of information acquisition, we can retrieve the rational-
inattention model, with the difference that the cost function is not entropy 
reduction but expected-log-likelihood reduction.

Morris and Strack generalize this result in various ways. First, they 
extend it to more than two states of nature, deriving a more compli-
cated version of the log-likelihood formula. Second, they show that if 
we insist on deriving the entropy-reduction function, we need to modify 
the original Wald model by assuming that the cost of acquiring an indi-
vidual signal changes in a particular way with the decision-maker’s 
current belief. They generalize this observation: any cost function C can 
be justified by the extended Wald model, provided that we are willing 
to accept the idea of a belief-dependent sampling cost.

Ok, that’s an impressive collection of results. But how should we 
relate it to the rational-inattention model? Strack and Morris’s founda-
tion for the entropy-reduction function hinges on the notion of belief-
dependent periodic sampling cost. Does this make sense? We were 
willing to tolerate the concept of an information cost function C that 
depends on the decision-maker’s prior belief because we thought of it 
as a representation of some underlying model of costly information acqui-
sition. The Wald model is exactly one such model, but here the belief-
dependence should have disappeared. How can the physical cost of a 
sample have anything to do with one’s belief? If we interpret it as an 
opportunity cost of time (as the decision-maker delays his decision) or 
as a monetary cost of a draw from an urn, these physical costs are orthog-
onal to one’s belief.

It follows that as an attempt to provide a costly-information-acquisition 
foundation for Sims’s original model, the Wald sampling model actu-
ally fails: it doesn’t derive the entropy-reduction function but some other 
function. And lest we dismiss this failure on account of the superficial 
resemblance between the two functions, Strack and Morris point out 
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an important difference. Under the log-likelihood model, when the 
decision-maker’s belief is close to certainty, the cost of additional infor-
mation explodes and therefore the decision-maker will never acquire 
perfect information (as long as the benefit of information, given by 
the function V, is bounded by a finite range of values). This is not the 
case with the entropy function. Furthermore, unlike the two-state case, 
the specification of C that is consistent with belief-independent Wald 
sampling costs for general state spaces is substantially less elegant than 
the entropy-based specification. It is hard to imagine that this specifica-
tion would have generated the same level of excitement had Sims intro-
duced it from the outset.15

Yet, this is not how Morris and Strack pitch their results. Their deliv-
ery of the result that links the entropy-reduction function to belief-
dependent sampling leaves the impression of a “foundation” rather than 
a “critique.” Their rhetoric is positive (emphasizing that essentially every 
C, including the entropy-based version, can be derived from a Wald 
model with some belief-dependent sampling cost function) rather than 
negative (emphasizing that almost every C, including the entropy-based 
version, cannot be derived from a Wald model with belief-independent 
sampling costs).

This doesn’t seem to be a purely subjective impression of mine. The 
word-of-mouth spread of this beautiful paper (indeed, its beauty was a 
main driver of this spread) has been carried by the simple meme: “Morris 
and Strack (2019) provided a foundation for the rational-inattention 
model.” This meme is already finding its way into the footnotes of 
written papers. It reflects the research community’s interest in a “micro-
foundation” for the rational-inattention model, and gets support from 
Morris and Strack’s positive rhetoric.

In Search of the Model’s “Core”

We have identified a number of ambiguities in the rational-inattention 
model. The first is whether it invites a “rational” interpretation (costly 
information acquisition) or a “psychological” one (limitations on atten-
tion or information processing). The second concerns the validity of a 
particular rational interpretation (Wald sampling). A third ambiguity 
concerns the model’s “core.” In particular, how fundamental is the 
entropy-reduction cost function?

As mentioned earlier, I believe that these ambiguities actually con-
tributed to the rhetorical power of the model and enabled its influence 
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to grow—partly by inspiring a literature that tried to resolve these very 
ambiguities. Interpretative ambiguity allowed the model to be attached 
to different stories. None of them is a perfect fit, but they are all close 
enough to give the model rhetorical support. Not committing to a clear 
interpretation and being ambivalent about the rationality of the behav
ior captured by the model enabled its practitioners to appeal to various 
audiences having different predilections.

Let us pause on the third ambiguity regarding the role of the entropy 
specification. On the one hand, it has been a major reason for the model’s 
appeal—partly because of the general fascination that the concept of 
entropy holds for people with a scientific background, and partly because 
entropy is a beautiful concept. On the other hand, proponents of the 
model often hedge over whether our assessment of rational inattention 
should involve absolute commitment to the entropy function. This 
ambivalence is apparent in Maćkowiak, Matějka, and Widerholt (2023), 
from which I have already quoted. When they describe applications, 
they do not always clarify which of them rely on the entropy specifica-
tion and which do not. Here is another quote:

This [the entropy-based cost function] assumption is not crucial, and can be 
relaxed. While the model [which includes the entropy function] is the “pure 
form” of rational inattention, models with cost functions other than mutual 
information and models with some restrictions on available signals can also be 
viewed as rational inattention.

Departures from the entropy-based cost function can be seen in theo-
retical exercises that perform revealed-preference analyses of prefer-
ences over Blackwell experiments. Sometimes, these exercises axiomatize 
more general V  −  C representations.16 Sometimes they set aside the V  −  C 
representation altogether and define the cost of information directly for 
Blackwell experiments.17 Virtually all the exercises I am aware of do 
not allow the decision-maker’s prior belief p to vary, thus effectively 
assuming it is fixed. One exception is Denti, Marinacci, and Rustichini 
(2022), who examine what happens in a variable-prior model when we 
replace entropy with a more general function H that shares some of its 
properties, such that the formula V(q)  −  C( p, q) can be written as 
V(q)  +  H(q)  −  H(  p) (this representation is referred to as “uniformly pos-
terior separable”). They allow the prior p to vary and show that in this 
case, the formula generally fails to be a proper representation of profiles 
of prior-dependent preferences over Blackwell experiments.

This one-paragraph mini-survey is not meant to be exhaustive, but 
to suggest several observations. First, the methodology of axiomatic 
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revealed-preference exercises tends to generate departures from the 
entropy specification (and the uniformly posterior separable represen
tation in general), because it is often hard to come up with elegant, 
compelling axioms that will characterize highly specific functional 
forms. Second, these exercises usually disambiguate the interpretation 
of the rational-inattention model and converge on the strict costly-
information-acquisition view. Third, although these exercises typically 
do not end up endorsing the entropy specification, it continues to play 
an important role in the motivation behind them. It is almost always 
one of the main examples that authors provide, and I believe it is one of 
the reasons that this subliterature will attract an audience outside the 
coterie of axiomatic decision theorists.

Thus, the entropy specification has been essential for the appeal of 
the rational-inattention enterprise, even when theorists end up moving 
away from it. In a similar “bait and switch” manner, the psychological 
motivations for the rational-inattention model continue to attract theo-
rists even when axiomatic characterizations end up suppressing these 
motivations in favor of the more traditional costly-information-
acquisition interpretation—which probably would never have gener-
ated the same level of excitement in the first place.

The above quote from Maćkowiak, Matějka, and Widerholt (2023) 
raises a fourth ambiguity: Is the assumption of a “rich” signal space 
fundamental to the rational-inattention model? Although it makes the 
V  −  C representation the tractable workhorse model that it is, the authors 
preemptively claim jurisdiction over models that relax it.

The ambiguities over the interpretation and scope of rational inat-
tention thus offered rhetorical retreat strategies in the face of criticisms, 
as well as an impetus for foundational work. The central ambiguity 
about whether the model is “rational” or “psychological” was a strate-
gic asset in the age of behavioral economics. It aroused curiosity and 
gave theorists a broader audience.

Like rational addiction, the case of rational inattention demonstrates 
that economists’ commitment is not necessarily to a particular norma-
tive notion of rationality, nor to faithful description of behavioral phe-
nomena. In rational X exercises, the behavior we model is not exactly 
X and not exactly rational. The true commitment is to utility maximiza-
tion as a modeling strategy. The challenge is to find interesting prob
lems of this type and to pull off the rhetorical maneuvers that make 
these problems appear behaviorally and economically relevant.
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Optimal Expectations

For our last dish in the rational X feast, let us turn to Markus Brun-
nermeier and Jonathan Parker’s (2005) model of “optimal expectations,” 
which addressed the important psychological phenomena of self-
delusion and wishful thinking. Following everyday observation and 
research by academic psychologists, Brunnermeier and Parker observed 
that people’s risk-taking behavior is often affected by wishful thinking, 
but tempered by their realization that taking a fantasy too seriously 
may lead to ruin.18

In a simple version of their model, a decision-maker is equipped with 
a material utility function u(a, x), where a is her action and x represents 
a state of nature. There is a probability distribution q over the states of 
nature, which represents the objective uncertainty that the decision-
maker faces. The decision-maker chooses a and a subjective probabilis-
tic belief p to maximize the following objective function:

α ⋅ x∑ p(x)u(a,x) + (1 − α ) ⋅ x∑ q(x)u(a,x)

subject to the constraint that a maximizes the first term. The idea is that 
the decision-maker chooses both how to act and what to believe, trading 
off the anticipatory utility from the distorted belief p (the first term in the 
objective function) against the material utility based on the undistorted 
belief q (the second term). The exogenous parameter α determines 
the weights of these two considerations. The constraint is that the 
decision-maker cannot suffer cognitive dissonance: the action must be 
materially optimal given the distorted belief.

The Brunnermeier-Parker model is a fascinating example of the ratio-
nal X program. On the one hand, it is written as a straightforward 
constrained-maximization problem, and in this sense fits squarely into 
the standard paradigm. On the other hand, it doesn’t get more irratio-
nal than when people choose what to believe. After all, being able to 
distinguish between what is feasible and what is desirable is a defining 
feature of rationality.

In fact, despite the outward conventionality of the maximizing model 
and the rhetorical effect of referring to the decision-maker’s expectations 
as “optimal,” the choice behavior that the Brunnermeier-Parker model 
induces is not rational according to the textbook definition. In Spiegler 
(2008), I gave an example in which the Brunnermeier-Parker decision-
maker violates the classic independence-of-irrelevance-alternatives 
(IIA) axiom. This axiom requires that if an element is chosen from a set 
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and contained in some subset, then it will also be chosen from the 
subset. When the choice set consists of a safe option and a positively 
skewed, risky option (consisting of a likely small loss and an unlikely 
large gain), the Brunnermeier-Parker decision-maker may prefer the 
latter even if it is inferior in terms of material expected value. This is 
the effect that Brunnermeier and Parker emphasize in their paper: posi-
tively skewed risk allows decision-makers to indulge in fantasies of 
winning the jackpot, and therefore enhances their risk seeking. But now 
add a negatively skewed, ultra-risky option (including a huge and not 
unlikely loss). The decision-maker may now switch to the safe option 
(which already belonged to the small set), thus violating IIA.

The reason behind this effect is that the decision-maker will choose 
the positively skewed option from the small set only if he convinces 
himself that the chances of a “good state” are sufficiently high. But once 
we add the third option, such an optimistic belief that nearly ignores 
the “bad state” makes him go for the new, negatively skewed option. 
The material consequences of this choice are so dire that indulging in 
fantasy becomes too costly. As a result, the decision-maker prefers to 
switch to a realistic belief that impels him to choose the safe option. He 
loses the anticipatory utility “kick,” but at least he doesn’t find himself 
ruined.

This is an interesting effect, and a highly suggestive one. But it shows 
that the choice behavior induced by the Brunnermeier-Parker model 
is not rational; that despite the title “optimal expectations,” the beliefs 
that the decision-maker chooses and their resulting behavior can be 
“irrationally” sensitive to “irrelevant” alternatives. The soothing ratio-
nal X rhetoric gives a wrong impression about the nature of this beast.

So, optimal expectations aren’t really “rational.” But do they at least 
describe the phenomenon of interest, namely self-deception and wishful 
thinking? A hallmark of self-deception is conflicted attitude to informa-
tion. On the one hand, decision-makers value information because it 
helps maximize material payoff. On the other hand, information means 
the possibility of bad news that depresses anticipatory utility. Decision-
makers may avoid information sources that are likely to present an 
“inconvenient truth”—the term itself reveals the wishful thinking that 
underlies this common attitude to information.

Brunnermeier and Parker are silent over the issue of attitudes to infor-
mation. Since their model describes only how people choose between 
lotteries, one has to extend it in order to address this issue. In Spiegler 
(2008) I showed that the most obvious and conventional extension of 
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the model is disappointing: as long as we restrict attention to signal 
functions that never rule out states of nature for sure, the decision-
maker’s attitude to information will be entirely standard: he will 
weakly prefer having more information. It is not clear how we should 
extend the model if we want to escape this conclusion. But a model of 
wishful thinking that is unable to address information avoidance is 
limited, like a model of addiction that leaves out self-handicapping, or 
a model of limited attention that leaves out external distractions.

The Power of Rational X

The list of examples in this chapter is not exhaustive. I have deliberately 
focused on some of the most famous examples in the rational X tradi-
tion. One prominent example I left out is Bayesian persuasion (Kame-
nica and Gentzkow 2011), which we already encountered in chapter 3. 
This model (which is conceptually and technically related to rational 
inattention) reduces the phenomenon of persuasion to simple Bayesian 
updating.

Most of economic theory can be viewed as one big “rational explana-
tion” campaign, trying to conquer more and more areas of human 
behavior and bring them under the wings of the maximizing paradigm. 
What I referred to as “rational X” are simply the most daring instances 
of this program. They take types of behavior that people usually assign 
to the irrationality category and find a way to reconcile them with maxi-
mizing behavior of some sort. Yet, as I concluded from the examples, 
the reconciliation is partial: it leaves important aspects of the phe-
nomenon out of the theory’s reach, and it also has to compromise the 
rationality of the behavior it attributes to the decision-maker. The 
blanket of utility maximization is not as wide as we imagine it to be.

The “imperialism” of the rational X program is an important reason 
for its success. Consider the behavioral and social phenomena we have 
covered in this chapter: ethnic discrimination, wishful thinking, addic-
tion, attention deficit. These are such important and fascinating objects 
of study. If we look at wishful thinking alone, it seems relevant to voter 
behavior, provision of health information, media consumption, mana-
gerial behavior, and other social and economic arenas. The rational X 
approach gives us a sense that we’ve got these phenomena “figured 
out,” and that we’re carrying the great tradition of economics forward 
rather than undermining it. It lets us play with models that deviate 
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from the norm far enough to make the problem novel and nontrivial, 
but not too far to deter most theorists from joining the endeavor.

Interestingly, the models I have discussed here were originally pro-
posed by authors who are not card-carrying or full-time microeconomic 
theorists. Were these economists more comfortable juggling the elements 
of maximizing models without feeling inhibited by the traditional 
revealed-preference methodology, which would have exposed the ten-
sions between these models and normatively rational choice behavior?

My description of several highly successful examples of the rational 
X genre may create the impression that there is a recipe for writing a 
successful rational X paper. First, identify a problematic or pathological 
type of individual or group behavior—ideally, one that has been studied 
by another academic discipline. Next, formulate a maximizing model 
to describe the phenomenon. Make the utility function mathematically 
nontrivial yet tractable. If the behavior that comes out of your model 
isn’t exactly rational, be ambiguous about whether you intend this to 
be a proper rationalization of the phenomenon. If the model is silent 
over a key aspect of the phenomenon in question, be silent, too.

This impression would be wrong: sorry, there is no surefire recipe. 
Observe the caliber of the economists whose work we have examined 
in this chapter! Part of the genius of economists like Becker or Sims is 
their deep understanding of their professional culture. They are like 
master storytellers with a keen intuition for the suspension of disbelief 
they can wring from their audiences. Analyzing their rhetoric and spec-
ulating about the sources of its success doesn’t mean that any economic 
theorist could pull it off—just as being able to explain how the shower 
scene in Hitchcock’s Psycho sends shivers down our spine doesn’t mean 
that any film director could duplicate this feat. If I knew how to write 
successful rational X papers, maybe I would do it instead of writing 
essays about them. That’s the thing with the “cultural criticism” genre: 
it can make even an admirer come across as a sourpuss.

Whatever the ultimate reasons for the success of rational X models, 
it seems that, as economists, we have such an insatiable taste for “ratio-
nal explanations” that we are willing to overlook their limitations. We 
are less likely to extend this benefit of the doubt to other modes of expla-
nation of human behavior.
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The culture of economic theory, like any other, is constantly evolving. 
Active theorists like me have trouble spotting big cultural changes in 
real time. We are little particles, swept in big cultural currents with little 
sense of where they are going. One heuristic for getting a broader under-
standing is to try looking at surface details of our culture. These seem-
ingly superficial features may be signs of deep cultural trends. This 
chapter is devoted to one of these features: the supplementary online appen-
dix (SOAP henceforth).1

The SOAP is a section of an article that is physically separated from 
its main body. It is entirely absent from the article’s print version. In 
the online version, it appears as a distinct link that can escape the read-
er’s first glance.2 When you perform a Google search to find the paper, 
it’ll take you to the main file, but you won’t always have an independent 
link to the SOAP. If you want to get to the SOAP you will, but access 
is not always easy.

What goes into SOAPs of economic-theory papers? Usually, you will 
find additional examples, results, or applications that demonstrate the 
scope of a model, as well as variations on the paper’s main model. Some 
of these variations are intended as “robustness checks” that examine 
whether the paper’s main theoretical conclusions survive certain tweaks 
of the main model. Recently, more and more SOAPs include mathemati-
cal proofs of formal results that appear in the print version.

The proliferation of SOAPs in economic-theory papers is a recent 
phenomenon. Of course, they only became possible when journals went 
online. When we look at the period since 2005, the picture we see is 
figure 6.1.

6	 Appendicitis
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Figure 6.1 gives one illustration from the Journal of Economic Theory 
( JET). I deliberately chose a theory field journal, where the phenome-
non is supposedly uncontaminated by considerations that apply to 
“general readership” journals. I also chose JET because by 2005 it was 
an established journal with an illustrious history.3

While it may be reassuring these days to see an increasing graph 
that is not exponential, the rise is impressive. In 2005–2008, virtually 
none of the papers published in JET had a SOAP. By 2015, the share of 
published papers with SOAPs had risen to 30%, and has stayed above 
this level since then.

SOAPs are an example of “two-tier communication,” which involves 
a clear separation between “front” and “back” material. This structure 
can be found in various cultures. In the corporate world, we are famil-
iar with the combination of an executive summary and a technical report. 
In the world of science, prestigious journals (Nature, Science) adopt a 
similar format: the official publication is a short and relatively acces-
sible piece that is backed by longer technical appendices.

However, two-tier communication is not a sweeping norm. Publica-
tions in math journals, for instance, don’t have SOAPs. Moreover, as 
we will see, the form that two-tier communication has taken in eco-
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Share of papers with SOAPs in JET.
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nomic theory is very different from the Nature/Science model. What does 
it say about the culture of economic theory that two-tier communica-
tion in the form of SOAPs has become so ubiquitous in so little time? 
Is it a superficial development of no importance? Or does it have some-
thing interesting to tell us about our current professional culture?

The Great Inflation

Before we get there, we need to look at the forces that led to the rise of 
the SOAP. The obvious proximate reason for the proliferation of SOAPs 
in economic theory is that papers have become increasingly long. Return-
ing to our JET data, in 2020 the average number of pages in published 
papers with a SOAP was fifty-seven (including the SOAP), compared 
with an average length of thirty-three pages for papers without a SOAP.

So, papers with SOAPs are long. Let us go a bit deeper (but not too 
deeply) into the question of long papers. The gradual increase in the 
length of economic-theory papers is one of the dramatic changes in our 
field in recent decades. Commentators already wrote about this trend 
twenty years ago: from a world in which fifteen to twenty pages per 
article had been the norm, we moved to a world in which thirty to forty 
pages were a new normal. And these days, papers whose total length 
(including all appendices) exceeds sixty pages are increasingly common. 
In light of the proliferation of SOAPs, official data about length of pub-
lished papers in economics journals are highly misleading if they focus 
on the print version and ignore the SOAP.

Why have economic-theory papers become so long? The evolution 
of the dimensions of creative works is a fascinating subject that pertains 
to various scientific and artistic cultures and merits a separate inquiry. 
To give just one example, from 1950 and 1965, the average length of 
feature films went up from 90 minutes to 120 minutes.4 In the context of 
economic theory, a key factor is probably that as the field matured and 
its pace of conceptual innovation slowed down, the natural develop-
ment has been to add complexity to existing classes of models, rather 
than invent simple versions of new ones. Complicated models take 
longer to present and demand longer proofs. Whether this is a healthy 
development or a sign of an ossifying culture is a matter for debate. 
Two decades ago, Glenn Ellison (2002) documented the trend toward 
longer papers and a slower publication process and tried to explain 
these phenomena with a simple model of the “natural” evolution of 
professional standards.
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I do not wish to challenge this perspective here, nor to probe deeper 
into the intrinsic forces that have led to the inflating dimensions of 
economic-theory papers. In keeping with the spirit of this book, I focus 
on factors behind the trend that owe to the growing external influence 
of the “applied” culture on the theory culture.

Robustness Checks

A common presentation of a theoretical exercise begins by proposing a 
basic model and analyzing it, and follows by considering various exten-
sions, generalizations, or variations. This sometimes serves a pedagogi-
cal purpose: it is easier for the reader to absorb a simple instance of the 
relevant class of models before delving into more elaborate specimens.

Authors used to present extensions quite regularly even in the “old 
days.” However, it seems that, over the years, the expectation from 
authors to pack their papers with extensions and variations has become 
firmer. These are no longer regarded as free exploration of nearby models, 
but as mandatory “robustness checks.” Their purpose is to establish which 
conclusions from the basic model survive natural variations. This 
subtle shift in the status of extensions and variations is important. If 
one regards an extension as voluntary exploration of a natural variation 
on an interesting model, then one can be happy with relegating it to a 
separate paper. But if the exercise is meant to validate the basic model, 
then the expectation that it will be part of the submitted paper becomes 
understandable.

The “robustness checks” approach to extensions and variations has 
spilled over from the “applied” economics culture, where it seems to 
make sense. An empirical study makes a claim against the background 
of objective data. Since different methods for processing or interpreting 
data may lead to different conclusions, the reader is rightly interested in 
the role that these choices by the researchers played in their analysis.5

By comparison, a theoretical model lacks a comparably clear objec-
tive reference. Several layers of abstraction separate the model and 
whatever slice of reality it aims to capture. Every economic model 
involves many unstated assumptions. Unpacking the implications of 
these assumptions could be a lifetime mission. The decision of which 
of them to put under a “robustness check” is largely driven by conven-
tion. For example, in papers that involve a repeated-game model, authors 
are never asked to reanalyze their model under various assumptions 
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about how players aggregate temporal payoff flows because exponen-
tial discounting has become an unshakable norm in this literature.

In the case of many classic papers, natural extensions are deep 
problems in their own right, which were developed later (often much 
later) by different authors. Asking Roger Myerson to extend his classic 
paper on optimal auctions to multiple objects,6 or demanding that Ariel 
Rubinstein check whether the immediate-agreement result of his 1982 
alternating-offers bargaining model survives an extension to heteroge-
neous prior beliefs regarding players’ bargaining power—these would 
be ludicrous requests. Indeed, later authors devoted impressive papers 
to these very extensions.7

For all these reasons, I find the “robustness checks” culture dubious 
when it comes to economic theory. Yet it explains a big chunk of the 
inflated dimensions of theory papers.

General Reader

The verbal exposition of economic-theory papers has become fattier over 
time. Introductions have grown longer. Presentations of the formal 
model are thick with rhetorical gyrations in defense of its assumptions. 
Discussions of the economic significance of theoretical results have 
become more elaborate.

The reason behind this trend appears to be the increasing importance 
of the top-five journals in our profession (as we discussed in chapter 1). 
These journals pitch themselves as “general readership” venues.8 As a 
result, theorists are encouraged to double down on arguing the rele-
vance of their exercises for non-theorists, which inevitably adds mass.

This pressure generates subtle ripple effects. First, if publishing a 
paper in a “high five” journal becomes more important for theorists’ 
careers, they will try more of these journals before giving up and turning 
to a lower-ranked, theory-oriented field journal. Each rejection from a 
top-five journal begets a revision that tries to appease the referees of the 
rejected version (who are likely to be summoned again for subsequent 
submissions). From rejection to rejection, the authors produce more 
robustness checks and more applications. As time goes by, the authors 
keep thinking about their project and spontaneously generate new 
results, and so they contribute additional, unsolicited material. After the 
paper finishes its journey in top-five purgatory and reaches field-
journal hell, authors rarely rewrite their paper specifically for the more 
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specialized journal. The “general reader” gambit has a long-lasting effect 
even when this reader is no longer relevant even as a fiction.

There are additional positive feedback loops. When a paper becomes 
longer, it is harder for readers to navigate through it. This requires more 
foreshadowing and repetition, which makes the paper even longer. It 
also intensifies the defensiveness that characterizes academic writing 
in general. With a long paper, referees are more likely to make up their 
mind and “check out” before the paper has served its main dish. Antici-
pating this, the author engages in preemptive rhetorical warfare at the 
beginning of the paper. Excessive length begets excessive length.

Scarcity?

In response to the inflation trend, economics journals have been placing 
length constraints on published papers. Sometimes the constraints are 
rigid.9 Sometimes they are soft and negotiable. Historically, the scarcity 
that motivated length constraints was physical—namely, the size of 
printed journal volumes. For a long time now, this has ceased to be a 
relevant consideration, as the vast majority of readers rely on the online 
publication. If some economists still rely on printed journals, it makes 
sense to prepare an abridged version that meets their physical space 
constraints. Claiming that these constraints represent the relevant scar-
city that motivates length limits amounts to putting the cart in front of 
the horse. To all intents and purposes, the published paper’s “real” loca-
tion is online. Whatever motivates journal editors to impose length 
limits on economic-theory papers, physical scarcity it is not.

To understand what it is, then, and how the SOAP fits into all this, 
we need to contend with three alternative conceptions of what an 
economic-theory paper is.

The Aesthetic-Pedagogical Conception

Now, that is a fancy term! What do I mean by it? Not judgments of 
beauty—at least not directly. Instead, what I have in mind is that when 
authors, readers, referees, and editors evaluate the paper’s length and 
overall organization, they think about the prospective readers’ experi-
ence. For some, this experience consists of committing a certain attention 
span to the paper, with the hope of satisfying professional curiosity. 
Enjoyment from the paper’s prose and rhetoric, the ingenuity of its mod-
eling strategies, the elegance of its proofs—all these are essential to this 
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experience. Others read the paper with the purpose of preparing a 
lecture, and therefore they are attuned to the paper’s pedagogical 
qualities—practically speaking, how difficult it is going to be to trans-
late the paper into an effective lecture. If the former example is like 
listening to a piece of music, the latter is analogous to the experience 
of a conductor perusing the score of a musical composition toward a 
live performance.

It is easy to tell when a theory paper puts a large weight on the peda-
gogical dimension: just try making lecture notes out of it. The less you 
need to tamper with the paper, the clearer it becomes that the paper 
was written with pedagogical considerations in mind. Otherwise, you 
will find yourself searching for formal assumptions amid surrounding 
rhetoric; developing a simple illustrative example because you can’t find 
one in the paper; concluding that the illustrative example that the paper 
does contain is misleadingly simple and actually needs complication; 
or finding the notation too cumbersome because the author aimed at 
greater generality than what is needed pedagogically.

In principle, the aesthetic and pedagogical dimensions are distinct; 
in practice, I believe they have near-perfect overlap, which is why I am 
lumping them together. When we think about the paper in these terms, 
the quality of a reader’s experience takes the front seat. Readers’ attention 
is the scarce resource. The paper is a claim on their attention; effective, 
economical writing makes the claim worth their while. From this point 
of view, it is clear why length can be an issue: a longer paper usually 
entails a larger claim on the reader’s attention.

I should clarify that I am not talking here about the margin between 
twenty and thirty pages. Some authors prefer terse verbal exposition, 
others prefer more leisurely turns of phrase. Some authors abhor repeti-
tion, others feel it is useful pedagogically. Some authors prefer skeletal 
proofs in order to make their structure easier to perceive, while others 
feel that skipping steps makes the proof harder to follow.

But when the paper exceeds, say, fifty pages, the question is whether 
its overall organization can sustain an effective aesthetic experience. 
There is such a thing as a natural scale of an economic-theory paper—
just as there is a natural scale for novels, films, or symphonies. The 
typical novel will not exceed 400 pages, the typical film will not exceed 
150 minutes, and the typical symphony will not exceed 40 minutes. The 
rare instances that transgress these limits are an exception that proves 
the rule. The inordinate length then becomes part of the specialness of 
the piece, and provokes a special reaction. In a similar manner, if we 
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think of the economic-theory paper from the aesthetic point of view 
that regards the paper as an invitation for the reader to commit a span 
of her scarce attention, there are natural limits to how long the paper 
can be. A paper that is as long as a quarter of a textbook lies well beyond 
those limits. And it is not just readers who strain under excessive length: 
most authors will find it hard to maintain a consistently high level of 
formal and verbal exposition.

From the aesthetic-pedagogical point of view, there is no free dis-
posal: every part of the paper counts because every part is a claim on 
the reader’s attention. The author is not free to add variations, exten-
sions, and examples just because she has them under her wraps. Pri-
oritization and selection are essential decisions for the author when she 
thinks of her paper from the aesthetical-pedagogical point of view—
just as a film director will sometimes cut scenes to enhance the audi-
ence’s watching experience. It is hard to imagine a moviegoer leaving 
the theatre before the film is over and concluding that she has had a 
satisfying experience. Likewise, if the reader of a six-section theory paper 
doesn’t get past section 3, her reading experience cannot be deemed a 
complete success from an aesthetic point of view.

The Store-of-Knowledge Conception

Another conception of the economic-theory paper is that it is a store of 
knowledge. The paper is the sum of its findings. It functions as a refer-
ence: if you are interested in a certain result, you can consult the paper 
and learn the result and the reasoning behind it. From this point of view, 
it seems that readers can exercise free disposal: if the paper contains n 
results but you only care about k  <  n out of them, nothing prevents you 
from reading only those k results and ignoring the rest—as long as the 
paper is well organized and the results are retrievable. When we view 
a theory paper as a store of knowledge, large dimensions aren’t a prob
lem if they don’t create difficulties for the paper’s efficient organization. 
To take an extreme example, an encyclopedia is not meant to be read in 
one breath; it should be a well-organized store of knowledge.

The store-of-knowledge conception does not preclude aesthetic judg-
ments. One might think that papers about equilibrium existence theo-
rems would be the most typical specimens of the store-of-knowledge 
category. And yet, one of the most beautiful lectures in my recollection 
was one that Phil Reny gave about existence of pure-strategy Nash equi-
libria in Bayesian games.10 Yet, it is telling that I remember the experi-
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ence from a lecture, where the audience is “forced” (at least in the 
pre-Zoom era) to sit in the seminar room for an allotted amount of time, 
and expects to be entertained in return. The live-lecture format invites 
a more purely aesthetic response, compared with the written paper.

The main problem that long papers create for the store-of-knowledge 
view is that they strain the paper’s validation process. This is presumably 
the most important function of the peer-review publication system. And 
yet, when a theory paper exceeds fifty pages (with proofs taking, say, 
twenty pages), can we still trust that the referees gave these pages the 
same level of scrutiny that they would have given a paper half the length?

Editors handling long submissions are concerned that referees will 
become exhausted and skip key parts. To compensate for this antici-
pated deterioration in the quality of refereeing, the editor may enlist 
additional referees. This in turn generates free riding because, when a 
referee knows that she is one out of many, she may feel less pressure 
to expend energy on the task. To mitigate this free-riding effect, the 
editor may try to “surprise” referees by soliciting even more reports: if 
a referee calibrated her effort to an expectation of n additional referees, 
having n  +  1 referees will be an effective counterweight. Although this 
unraveling dynamic is a purely theoretical speculation, it is consistent 
with observable facts. In the not-so-distant past, two to three referees 
per submission were the norm. Nowadays, top-five journals often 
recruit four to five referees for theory submissions (six referees are not 
unheard-of ). More referees generate more comments, more requests for 
applications, more robustness checks, more preemptive rhetoric.

The Legal-Document Conception

The third salient conception of an economic-theory paper is that it makes 
a substantive argument and therefore needs to validate it with support-
ing “evidence.” This conception is particularly relevant for applied-
theory papers, which make a direct claim about reality. Since these 
papers typically lack serious empirical sections, the supporting “evi-
dence” is more theory, in the form of extensions and variations of the 
basic model. This is the “robustness checks” culture I discussed earlier.

The proliferation of “robustness checks” in economic-theory papers 
can be likened to a discovery process in US civil law. Indeed, there is 
something legalistic about the view of a theory paper in terms of staking 
a claim and backing it up with supporting evidence. According to this 
legal-document conception, the more arguments the author can muster, 
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the better. This is in marked contrast to the “less is more” aesthetic-
pedagogical perspective.

If we adopt the legal-discovery metaphor and push it to a grotesque 
extreme, we may wonder whether all those variations, extensions, and 
robustness checks are actually meant to be read. Or are they part of the 
author’s litigious warfare with referees and editors? Is their mere exis-
tence a “proof by intimidation” posture that dares the skeptical reader? 
This turns the “free disposal” argument we invoked earlier on its head. 
Not only can the reader skip parts of the paper, but their very prolif-
eration creates “choice overload” that may encourage him to do so—
bringing to mind the famous “jam experiment.”11 If we had empirical 
data about the number of read pages as a function of the paper’s total 
number of pages, are we sure that this function would be monotoni-
cally increasing?

The Basement

We have thus mapped three ways of thinking about what an economic-
theory paper is. They all imply different attitudes to long papers. The 
aesthetic-pedagogical perspective is averse to long papers, because it 
regards the theory paper as a claim on readers’ scarce attention. The 
store-of-knowledge perspective is indifferent to length, insofar as it 
doesn’t jam the editorial validation process—because it views the con-
sumption of a theory paper as being similar to consulting an encyclo-
pedia. The legal-document perspective is favorable to inflating papers 
as part of their discovery-like process of “robustness checks.”

When theory papers tended to be shorter, there was little tension 
between the aesthetic-pedagogical and store-of-knowledge views. 
However, as papers became longer—partly as a result of the growing 
popularity of the legal-document conception—tensions became harder 
to reconcile. Authors, readers and journal editors had to start making 
choices.

This is where SOAPs came to the rescue, as a compromise between 
the conflicting motives. An author could split her paper into a modest-
size print version that could be experienced “aesthetically,” and a SOAP 
that would act as a basin that absorbs the rest of the material and thus 
fulfill the paper’s store-of-knowledge and legal-document functions. 
This compromise has served the field for the past fifteen years.

Is this a successful compromise? To my taste, there are a number of 
reasons not to be satisfied with it. First, the split naturally hurts the 
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aesthetic-pedagogical value of the material that falls into the SOAP. I 
likened the SOAP to a basin that absorbs material that cannot fit the 
print version’s straitjacket. But perhaps the basin image isn’t quite apt. 
For a more accurate metaphor for what the SOAP solution looks like 
in practice, imagine the parent of a child who is bombarded with toys, 
runs out of storage space in the child’s playroom, and moves some toys 
to the basement. But how different the two toy collections are! In the 
playroom, they are dusted and carefully placed on a shelf within the 
child’s reach. In contrast, the toys in the basement are a pile of dusty, 
barely retrievable objects.

This Toy Story scene strikes me as a decent metaphor for the contrast 
between the print version and the SOAP. The peer-review process ampli-
fies this contrast. The print version is subjected to numerous exposi-
tional comments by the editor and the referees, and the author is highly 
incentivized to care about the organization of the material in the print 
version. By comparison, I don’t recall ever seeing a referee report that 
commented on the SOAP’s expositional quality. The amount of atten-
tion to typos and mathematical errors seems to share this asymmetry. 
In some journals, SOAPs are not typeset—the analogue of dust in my 
Toy Story metaphor—symbolizing the journal’s lack of interest in the 
SOAP’s aesthetic qualities.

The gap between the expositional qualities of the paper’s two parts 
leads to an ambiguity about whether the standards that we apply as 
authors, readers, referees, and editors to the print version extend to the 
SOAP. Is the SOAP relevant for evaluating the paper’s contribution? 
Or is it a random assortment of miscellaneous stuff that only the author 
and a few die-hard fans might find interest in? To reuse our basement 
metaphor, think of a certificate that proves you are the rightful owner 
of your house. This certificate validates your hold on the property. If 
it’s buried in some long-forsaken box, you’re never going to be able to 
find it. Can we then say the certificate fulfills its validation function?

The Declining Status of Mathematical Proofs

The other problem with cutting long papers into an “aesthetically pleas-
ing” print version and a legalistic, store-of-knowledge SOAP is that this 
surgery is not always clean. Remarkably, SOAPs have increasingly taken 
on the role of absorbing mathematical proofs of the paper’s formal 
results. It often happens that a formal result is stated in the main body 
of the paper, a sketch of its proof is also given in the main body, most 
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of the steps in the formal proof are given in a “regular” appendix in 
the print version, and some intermediate steps are deemed less important 
and sent to languish in the SOAP. Navigating back and forth between 
these many parts, the reader’s experience is quite far from the image 
of a linear proof.

This is a momentous development. Many theorists, if not most of 
them, used to regard proofs as a prime conveyor of the argument that 
an economic model makes. Throw the proof, and you’ve thrown the 
baby with the bath water. The classic Hotelling “high street” model, 
which is familiar to many of us from our undergraduate economics edu-
cation, offers a good illustration. In this model, two vendors choose 
where to locate their shop along a real interval. Their objective is to 
maximize their market share. Each consumer chooses the nearest shop 
to her own location, which is continuously distributed along the inter-
val. In Nash equilibrium, both vendors choose the median consumer 
location. The economic significance of this result is that this form of 
market competition generates no product differentiation. But real appre-
ciation of the result comes from its simple proof. For any other choice of 
locations by the vendors, at least one of the following deviations would 
be profitable for any of them: moving toward the other shop (in case the 
vendors are located at different points) or moving toward the median 
consumer (in case they are located at the same spot). These deviations tell 
us more about the workings of the model than its ultimate “solution.”

Of course, cutting-edge theory papers involve far more complicated 
arguments. Yet, the principle that proofs transmit the essence of the 
theoretical argument remains. The relation between the proof and the 
result is analogous to the relation between a novel and its synopsis. 
Reading the latter is no substitute for reading the former.

So how did proofs get kicked to the rear office? There are several 
reasons. First, complex proofs of results in mature fields have “routine” 
parts. Editors feel that moving these out of sight does little harm. From 
this point of view, the relegation of proofs to SOAPs is a symptom of 
the advanced state of many branches of economic theory. (One diffi-
culty with this justification is that a step in a proof may be “routine” 
for a seasoned theorist, but not for a graduate student who is a newcomer 
to the field. Smuggling the step to an “undisclosed location” interferes 
with the natural flow of the proof, and thus makes it less readable for 
the newcomer.)12 Second, a proof that cites an established mathematical 
result and refers the reader to the relevant math journal or textbook is 
arguably no different than relegating parts of a proof to a SOAP. In both 
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cases, the proof as it appears in the print version is not self-contained. If 
we can do the former, why not the latter?

In the “high five” journals, editors prioritize parts that are perceived 
to be of interest for “General Reader”—the verbal motivation, the appli-
cations. Limits on the print version’s length leave little room for the 
proof. Thus, the “general reader” orientation imposes a prioritization 
of material that departs from traditional priorities in the theory culture. 
This tension was hidden when papers were short: the published text 
included the proof, and “general readers” could exercise free disposal. 
The tension has now come to the fore, when length limits force editors 
to make the prioritization decisions themselves.

A “purist” or “traditionalist” position of keeping all proofs in the 
print version meets its most serious challenge in the case of ultra-long 
proofs. When a proof of a major result of the paper takes thirty pages, 
it seems impossible to accommodate it in the print version without 
tearing through the length barriers. (Of course, one can always mechani-
cally shorten a proof by skipping steps. This is not an interesting argu-
ment. I am considering proofs that are written at a level of detail that 
enables most economic theorists to follow them.) This leads authors to 
identify parts of the proof that are standard or uninteresting and throw 
them out of the print version. It is this practice that creates three-tier 
communication of formal results in many economic-theory papers: 
results are stated in the main body of the print version, then proved 
partly in its “regular” appendix and partly in the SOAP.

The argument against ultra-long proofs is that no result in economics 
is so important that it needs such a long proof. The interest in a result 
is not based entirely on its statement, but also on the quality of its proof. 
A long proof in economics indicates a certain clumsiness in the theoreti-
cal argument. This is especially relevant for game-theoretic models, in 
which the proof is meant to capture strategic considerations. A compli-
cated proof often means that these considerations are convoluted, which 
makes them less realistic. Alternatively, the proof may need to consider 
many cases, each one involving a different strategic consideration, 
which makes the overall argument less coherent or unified. From this 
point of view, if strengthening the model’s assumptions or restating the 
result enable a drastic reduction in the length of the proof and a cor-
responding increase in its elegance and transparency, that is a net gain.

I can offer a simple example for this trade-off from my own experi-
ence. In a few papers that belong to the subfield of “behavioral indus-
trial organization,” I dealt with mixed-strategy Nash equilibrium in 
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symmetric pricing games among firms.13 Suppose we want to show that 
there is a unique Nash equilibrium in mixed strategies, and therefore 
it must be symmetric (because symmetric games always have at least 
one symmetric Nash equilibrium, assuming an equilibrium exists). If 
one restricts attention to symmetric equilibria from the outset, it is fairly 
immediate that firms’ equilibrium strategy involves a continuous price 
distribution. The rest of the proof flows smoothly and conveys the 
insights that the model was meant to deliver. If symmetry is not imposed 
from the outset, it is hard to rule out discontinuous equilibrium strate-
gies until the very last steps of the proof. This means that one needs to 
keep the possibility of discontinuities throughout the proof, carrying a 
loss of elegance and clarity. Unless one finds a way to isolate the con-
tinuity issue from the rest of the proof (which I wasn’t able to), one 
faces a genuine trade-off. It may be better to sacrifice the strength of 
the result for the sake of a crisper, more transparent proof.

This debate over the meaning of long proofs in economic theory is not 
easy to resolve. I realize that for some readers, there is no dilemma: the 
proof is as long as it has to be; its dimensions do not affect our interest in 
the result; one always prefers a shorter proof but this should not be traded 
off against modeling choices or the statement of the result. As to the claim 
that proofs should be accessible because they are meant to capture the 
reasoning of real-life economic agents, a counterargument is that some 
results with long proofs are meta-claims about classes of models; as such, 
they are not meant to represent agents’ reasoning within one model. 
Finally, as mentioned before, a proof is sometimes long because it requires 
a mathematical lemma that the author wasn’t able to locate in the math 
literature, and so she needs to do it herself. If the result existed, a long 
sub-proof could be replaced with a single line and a reference. Therefore, 
length is sometimes a consequence of arbitrary circumstances.

Wherever one stands on the issue of long proofs, one should prob-
ably admit that if long proofs imply that part of them is relegated to a 
SOAP, their status is diminished in the overall scheme of things. If a 
result is so important that we can’t tweak it for the sake of a shorter 
proof, but then we break the proof into pieces and dump some of them 
in the dusty basement, can we still argue that the proof is an essential 
part of the theoretical argument? Will authors treat it with the same care 
and precision? Will the number of readers who at least skim through the 
entire proof be the same? Should we regard the disruption of proofs’ 
linear flow as an aspect of their declining importance?
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Relegating proofs to the SOAP is both a symptom and a cause of 
their declining status in economic theory. We seem to be assigning 
increasing importance to stated results and their economic implications 
and decreasing importance to the reasoning behind them. From this 
point of view, the SOAP is indeed an external signifier of a major change 
in the values that underlie our professional culture.

Choose Your Adventure

A common defense of SOAPs is that two-tier communication is an effec-
tive response to a heterogeneous audience. Most readers will not be inter-
ested in the paper’s themes to such an extent that they will want to 
read all of its extensions and variations and the entire proofs. Yet others, 
perhaps a small minority, will be interested. The SOAP serves these 
readers; others can exercise free disposal. This is a choose your adventure 
approach: rather than a compromise, two-tier communication is a 
product-differentiation device that helps readers sort themselves into 
groups that differ in their level of interest in the paper.

This is the same rationale we list for two-tier communication in jour-
nals like Nature or Science. Yet there is a vast difference. The published 
paper in these venues is a very short and relatively nontechnical “exec-
utive summary” that deliberately appeals to a wide audience; the appen-
dices are for the specialists. By contrast, the published economic-theory 
paper (even in “general readership” journals) already targets a relatively 
specialized audience. Its model section contains a carefully notated 
formal exposition, replete with Banach spaces and weak-* topologies. If 
anything, the “executive summary” function is fulfilled by the paper’s 
introduction. The print version as a whole is technical and anything but 
short. Thus, the character and proportions of the print version and the 
SOAP in economic-theory papers are very different from the Nature/
Science model.

Consequently, I doubt that SOAPs produce effective product differ-
entiation. A better strategy in this regard might be to move material 
from the SOAP into a separate follow-up paper. It is likely that this paper 
would be publishable in a lower-ranked journal. Yet, if the material is 
so interesting that the editor of the original paper wants to put a stamp 
of approval on it, then, a fortiori, the editor of a lower-tier journal should 
feel the same. A separate paper is easier to retrieve, and it gives the 
author freedom to explore new expositional gambits.
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So why not a separate paper? Because the legal-document concep-
tion regards so much of this follow-up material as essential for the main 
paper’s validity. But I believe that another culprit is the huge premium 
that our profession puts on publishing in top journals. Authors find 
the task of rearranging the SOAP into a separate paper not worth the 
effort if the paper is not published in a lucrative venue. Some go further 
and argue that an additional publication in a so-so journal lowers the 
“market value” of the author’s publication list. Once again, the “top-
five” culture appears as a key driving force behind the appendicitis 
phenomenon.

Aesthetics and Politics

My conclusion is that far from a superficial phenomenon, the rise of 
the SOAP reveals important trends in the professional culture of eco-
nomic theory: the growing influence of the “applied-economics” culture, 
the “tyranny of the top five,” the diminishing status of mathematical 
proofs, and the growing tendency to sacrifice aesthetic-pedagogical 
values for other considerations.

As mentioned earlier, when we apply the aesthetic-pedagogical per-
spective to pieces of economic theory, we essentially have prospective 
readers in mind. Instead of writing the paper litigiously to appease 
grumpy referees (who were assigned to read the paper), an aesthetically 
minded author tries to edify curious readers (who chose to do so). Having 
prospective readers in mind: that is the simple meaning of viewing papers 
through an “aesthetic” lens.

But do we still think about prospective readers when we write 
economic-theory papers? Do we write for readers or for referees? The 
distinction itself is bizarre—shouldn’t we think of referees as a subgroup 
of readers? But do referees put themselves in the shoes of future readers 
and try to predict their future enjoyment? Or do they spend most of 
their energy litigating the paper’s “case”?

It has become commonplace to say that no one reads published 
economics papers anymore. This is usually traced to the massive slow-
down in the publication process. By the time the paper gets published, 
it has been circulating for a number of years and its immediate impact 
is complete: no one needs to bother reading it. We saw that, at least in 
the case of economic theory, the dynamic that has led to this state of 
affairs is more complex: the publication slowdown itself has a number 
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of driving forces, one of which may well be a shift from an aesthetic 
conception of theory papers to a legalistic one.

We have thus reached an equilibrium in which effective communica-
tion, at least in the top echelons of our professional culture, takes place 
less through written papers and more through oral presentations in semi-
nars and conferences. This brings to mind the recent decline in the 
importance of the recorded album in popular music and the rising impor-
tance of live performances. If written communication is becoming less 
important, no wonder less effort is spent on making it aesthetically 
pleasing, effectively treating it as a burial site of accumulated results.

Assuming my diagnosis of a shift from written to oral communica-
tion is correct, it raises a few interesting questions. First, does it mitigate 
the long-run impact of theory papers? In principle, the written word is 
more permanent and has more staying power—but not if people no 
longer read it.

Second, which of the two forms of communication is more democratic, 
in the sense of being open to a diverse set of authors? I am mainly think-
ing of geographic diversity, but one can think of other kinds. Do journal 
publications make it easier for the voice of a theorist with a provincial 
academic affiliation to be heard? Or is the seminar and conference cir
cuit better in this regard? With the shift from written to oral commu-
nication in our culture, is it becoming more or less democratic?

I began this chapter with the superficially trifling matter of supple-
mentary appendices, and now I am ending it with the democracy and 
diversity of our profession.
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Patents and Royalties

Every economic theorist dreams of being the first: the first to explain 
an economic phenomenon, the first to formulate a decision model, the 
first to define a domain of problems (and maybe even solve one of them). 
The few pioneering works that manage to attract a following earn their 
due credit (putting aside issues of obscure precedents and overlapping 
discoveries). This chapter is about what happens next. How do we regu-
late the evaluation and assignment of credit for follow-up research? Do 
our norms in this regard generate some kind of “market failure”?

Since we are dealing here with the management of intellectual inno-
vation, perhaps it is instrumental to invoke some jargon from the eco-
nomics of intellectual property. Two metaphors come to mind: patent 
protection and royalties.

“Patent protection” limits entry into the area of inquiry defined by 
the original pioneering work. The enforcers of this protection are editors 
and referees (often including the pioneers themselves and their early 
disciples), who set the terms for publishing follow-up research in the 
area.

My impression is that our professional culture is quite generous with 
the patent protection it showers on pioneering work. We reward econo-
mists for “being the first to talk about X.” Theorists who happen to be 
the first to offer some formal model of an economic phenomenon get to 
exert considerable influence on the direction of subsequent research.

“Royalties” are not about limiting entry, but rather about the sharing 
of the “surplus” that the pioneering work made possible: making sure 
the follow-up work acknowledges its debt to the pioneer.

The patent-protection and royalty modes are not mutually exclusive: 
we tend to apply both when regulating follow-up work. At stake for 
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both is the issue of “protection breadth”: how widely the net that pro-
tects the pioneering work is cast.

Extensions, Applications, and Foundations

When a pioneering work establishes a new research area, follow-up 
work usually takes one of three forms.

Extension. This type of follow-up work may prove additional or more 
general results for the same domain of problems that the pioneering 
work defined. Alternatively, it may enrich the original model with new 
dimensions and thus enlarge its domain.

Application. In some cases, the pioneering model is relatively abstract 
and leaves many key details unspecified. It is not so much a model as a 
modeling framework or an approach to analyzing a class of models 
(game-theoretic solution concepts or utility representations in decision 
theory fall into this category). An application completes these specifics 
in order to fit a more concrete economic situation, and uses the addi-
tional details to derive further results.

Foundation. In other cases, the pioneering model treats a certain com-
ponent as a black box or a just-so assumption. The follow-up study 
derives it from a more elaborate model that is perceived as more fun-
damental (for example, showing that a behavioral rule that the pioneer-
ing model introduced can be obtained as a solution to a maximization 
problem with a “conventional” friction).

Extensions, applications and foundations are “certified” modes of 
follow-up work. They never put the original work’s “patent protec-
tion” in doubt. They respect its primacy, extend its reach, and deepen its 
roots. They are consumers, distributors, and maintenance providers for 
the original product, rather than competing producers.

Remodeling

A fourth follow-up category consists of alternative formulations of the 
pioneering work. These are remodeling exercises, which take the same 
ideas of the original piece and offer different ways to formalize them. 
The economic ideas and basic modeling strategies are not meant to be 
new. However, enough modeling choices are different to make this a 
distinct exercise that cannot be identified with the original. A remodel-
ing exercise makes no pretense of a genuinely new idea. Rather, it sug-
gests a different way to realize an existing one.
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Reformulations of economic-theory pieces can take various shapes: 
from different yet mathematically equivalent versions of the original 
model to models that modify the original’s ancillary assumptions. A 
remodeling exercise is a variation on the original model, but not in a 
sense that falls under the “extension” category. It is a different way of 
telling the same story.

I liken remodeling exercises in economic theory to cover versions of 
pop songs. A cover version is not a new song, but a new take on an 
existing song. The artist who records the cover version is expected to pay 
royalties to the creators of the original song. It is not rare for listeners to 
find the cover version superior to the original (try googling “cover 
version better than original”).

Where can we find such cover versions in the economic-theory lit
erature? Is their supply “efficient”? If not, what can this “market failure” 
teach us about the culture of economic theory?

Loss Aversion and Optimal Pricing

I started thinking about these questions when I was busy writing my 
behavioral industrial organization textbook.1 I wanted to include a 
chapter on optimal pricing when consumers are loss averse, based on 
interesting ideas introduced in a series of papers by Paul Heidhues, 
Botond Kőszegi, and Matthew Rabin.2 The basic economic question is 
natural and simple. Suppose consumers are loss averse as in Kahneman 
and Tversky (1979), broadly construed—that is, they record outcomes 
as gains or losses relative to a reference point, and they overweigh losses 
relative to gains. How would a monopolist set product prices in response 
to supply or demand shocks, when faced with such consumers? Can 
consumer loss aversion explain real-life pricing phenomena?

To develop a model of pricing with loss averse consumers, one has 
to address several questions. First, while the original Kahneman-Tversky 
model dealt with unidimensional monetary outcomes, market outcomes 
are multidimensional. At the very least, they have two dimensions: 
money spent and quantity consumed. How should we handle this mul-
tidimensionality? Should we aggregate the two dimensions into a single 
net value, and then record gains and losses along this synthetic dimen-
sion? Or should we record outcomes for each dimension separately, and 
aggregate them only after they have been weighted as gains or losses 
in their respective dimensions? If so, should we assume the same inten-
sity of loss aversion for the two dimensions?
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Second, when the environment is stochastic (as it would be, say, when 
cost shocks lead to price fluctuations), will the consumer’s reference 
point be fixed? Or should it fluctuate as well, reflecting the randomness 
of his environment? For example, considering the price dimension alone, 
when the price fluctuates, how should we model the formation of the 
reference price and how should we model the way it is integrated into 
the consumer’s utility calculations? Moreover, should the prices that 
inform the reference point be the firm’s stated prices or transaction prices 
(which can be lower due to discounts)? If no one ever buys the product 
at the stated price, can it serve as a reference point?

As we can see, there is a multitude of modeling choices to be made, 
even for the seemingly basic setting of monopoly pricing with loss averse 
consumers. Let this refute any claim that doing “psychology and eco-
nomics” is mere plug-and-play insertion of psychologists’ experimen-
tal findings into economists’ models. However rich and established one’s 
“psychological evidence” may be (and it doesn’t get better than loss 
aversion), incorporating such evidence into the simplest models of eco-
nomic behavior requires the theorist to make modeling choices that 
lack a straightforward empirical validation.

Heidhues, Kőszegi, and Rabin resolved these modeling dilemmas by 
applying Kőszegi and Rabin’s (2006) now-canonical model of reference-
dependent preferences. Since their analysis generated valuable insights 
into pricing phenomena, I was eager to devote my textbook chapter to 
their models. Yet, as I was trying to implement this plan, I noticed that 
I kept modifying the authors’ modeling choices. Why? Different tastes, 
different intuitions about the formation of reference points in stochastic 
environments, and pedagogical considerations (which naturally matter 
more when one writes a textbook). Whatever the reason, my version 
of their model ended up different. Same basic ideas, different execu-
tion: a “cover version.”

Since this cover version generated more material than I could fit in 
a textbook chapter, I decided to make a paper out of it. On one hand, the 
paper had very little new economics relative to the Heidhues-Kőszegi-
Rabin papers. On the other hand, I felt that the different modeling 
choices were significant enough to justify a separate paper. But this 
paper did not fall into any of the three standard categories: it wasn’t 
a foundation, an extension, or an application, but a pure remodeling 
exercise. Accordingly, I subtitled my paper “A Cover Version of the 
Heidhues-Kőszegi-Rabin model.” I submitted it to a top theory journal. 
The editor rejected the paper, but also wrote that the decision was 
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made after consultation with the other coeditors because he felt that, 
independent of the paper’s quality, its unusual “cover version” genre 
demanded a decision of principle: Does a pure remodeling exercise merit 
publication as a regular paper in a top theory journal? The journal editors 
concluded it does not and duly rejected the paper. This was a very sen-
sible decision, and the paper was later accepted at a respectable theory 
journal.3

This episode raises the following question: How should we regard 
papers that primarily reformulate existing theory exercises? The ques-
tion may seem esoteric because we don’t see such papers floating around. 
However, as I will argue, this impression is misleading. Yes, there is a 
low supply of “cover versions” seeking the light of day. However, the 
remodeling exercises themselves are not infrequent. They sometimes 
appear as by-products of research papers that largely follow the estab-
lished modes of extension, application, and foundation. For example, 
a theorist may adapt an existing model in order to make it better suited 
for an extension she has in mind. A common outlet for remodeling exer-
cises is textbooks, as in my own story. Most importantly, many remod-
eling exercises probably languish in theorists’ drawers, in the form of 
lecture notes that they share with their graduate students but not with 
the community of theorists at large.

Is this a problem? If so, what is the explanation for its persistence? 
How can we address it? These are the questions I tackle in this chapter, 
starting with the first question: Is an undersupply of cover versions a 
problem?

Motorcycles and Reactors

In his great autobiographical book Disturbing the Universe, the physicist 
Freeman Dyson recounts his involvement in an attempt to invent safe, 
efficient nuclear reactors (Dyson 1979, chap. 9). His working group’s 
endeavor failed, and Dyson concludes the chapter with a sense of disil-
lusionment with the direction that the nuclear-power industry had taken. 
He argues that large, bureaucratic organizations took over and crowded 
out the romantic, entrepreneurial spirit that typified the field in its early 
days. As a result, Dyson claims, fewer risks were taken, and too few 
reactor models were tested for significant breakthroughs to occur.

Dyson contrasts this with the historical development of motorcycles 
(inspired by Robert Pirsig’s famous Zen and the Art of Motorcycle Main-
tenance [Pirsig 1974]):4
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When my father was a young man, he used to travel around Europe on a 
motorcycle. . . . ​In those days every rider was his own repairman. Riders and 
manufacturers were together engaged in trying out a huge variety of different 
models, learning by trial and error which designs were rugged and practical 
and which were not. It took thousands of attempts, most of which ended in 
failure, to evolve the few types of motorcycles that are now on the roads. . . . ​
This is why the modern motorcycle is efficient and reliable.

The accuracy of Dyson’s technological history is not my concern here: 
I am interested in it purely as a metaphor for remodeling exercises in 
economic theory. The early motorcycle is the analogue of a pioneering 
economic model. Subsequent tweaks of motorcycle design were not 
“extensions”: they did not add major new functionalities to the original 
motorcycle. In the same manner, remodeling exercises in economic 
theory are not meant to add new dimensions to the original model: 
they simply offer different ways to realize the original inventors’ vision. 
In Dyson’s history, inventors and users of the early motorcycles were 
incentivized to tinker with their design and thus produced more effi-
cient versions. By this analogy, if the professional culture of economic 
theory incentivized theorists to tinker with interesting new models, we 
would have better-working versions of these models, and their even-
tual impact would be enhanced.

Instead, my impression is that too often we let the first version of an 
interesting model be its final version, because we lack a reward system 
that encourages theorists to tinker with existing models and share the 
fruits of their tinkering with the rest of the theory community. The 
“patent protection” we provide for the pioneering model encourages 
us to apply, extend, and “microfound” them—not to remodel them. As 
a result, our models may sometimes resemble Dyson’s elephantine 
nuclear reactors rather than his agile motorcycles.

The claim I am making here is that the path of innovation in eco-
nomic theory may be suboptimal because of insufficient tinkering with 
models’ initial version. Tinkering does take place in the classroom—
where instructors come up with pedagogically useful versions of inter
esting new models. However, the products of this tinkering are not made 
public.

This claim is difficult to substantiate. If the state-of-the-art version 
of an interesting economic model is suboptimal, then improvements 
should be feasible. Therefore, to demonstrate my claim, I should pre
sent a sufficiently long (and sufficiently distinguished) list of such 
models. In fact, such a list would have to be duplicated: each model 
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would come in its current version as well as in an improved cover 
version of my own design. This is an ambitious exercise that greatly 
exceeds the boundaries of the present essay. Clearly, I am unable to 
meet this high substantiation standard. Instead, the remainder of this 
chapter is devoted to a few examples, which hopefully provide the begin-
ning of such substantiation. I will also use the examples to illustrate 
various kinds of remodeling exercises and their diverse roles.

Local Optima

Before I jump into the detailed examples, I wish to clarify that in all of 
them, the cover versions’ targets are absolute classics in the economic-
theory canon, which most readers of this essay will be familiar with. This 
expositional strategy enables me to escape the duplicated presentation 
I alluded to above. Yet, there is a larger point here: even our best and most 
frequently used models are “local optima” that have limitations. It’s just 
that these local optima are so good and have been around for so long that 
we rarely think about trying to improve on them.

Take a few examples. In the theory of repeated games, the dominant 
specification is that players use discounted expected utility to evaluate 
streams of payoffs. Furthermore, in almost all applications of the model, 
the discount factor is the same for all players. In some settings, this is a 
plausible assumption: if we think of periodic payoffs as monetary flows 
and regard the discount factor as representing an interest rate, then a 
common discount factor can mean that all players have access to the same 
competitive credit market. But this is a special, often irrelevant justifica-
tion, which narrows the scope of investigation. Compare this with bar-
gaining theory, where heterogeneity in discount factors is a major factor 
that determines equilibrium allocations (as in Rubinstein 1982).

However, allowing for heterogeneous discount factors in repeated 
games complicates the analysis considerably. For example, Ehud Lehrer 
and Ady Pauzner (1999) showed that merely thinking about the fea-
sible set of payoff profiles, let alone their sustainability in equilibrium, 
becomes much more complicated when players have different discount 
factors (that are not arbitrarily close to one). The upshot is that the canon-
ical repeated-game model with its common discount factor is a local 
optimum: it has difficulties addressing long-run relationships between 
diversely patient players.

A more specific modeling gadget is the ubiquitous quadratic loss 
function. For example, in many applications of Crawford and Sobel’s 
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(1982) cheap-talk model, the state of nature and the receiver’s action are 
real numbers. Each player’s payoff loss is the squared distance between 
the action and some ideal point that is determined by the state. The 
attraction of this specification is that the receiver’s optimal action against 
her belief is simple: she wants to match the action to the expected ideal 
point according to her belief. The quadratic loss function is merely 
reverse engineering: we assume it so that we can get that simple choice 
rule as the consequence of expected utility maximization.

However, the quadratic loss function carries additional implications. 
It is a concave function. Therefore, if we extend the model by allowing 
the receiver to take a prior action before the cheap-talk game begins, 
we are bound by the risk aversion that the concave utility function rep-
resents. But maybe we didn’t sign up for risk aversion! What if we 
wanted risk-neutral players? Sorry, that’s the price we have to pay if 
we want to “rationalize” the behavioral rule that matches the action to 
the expected ideal point. If we want to break the association between 
the two, we have to look for alternative modeling gadgets.

The point is that even our best modeling devices have weak spots 
that could use an occasional tweak. The need for remodeling exercises 
is not the sole province of faltering first steps in a modeling agenda; 
even established classics can use them.

Trees and Histories

Every student of game theory encounters the formalism of extensive-
form games with perfect information: a model of strategic interactions 
that unfold over time, where players always observe all prior moves 
(including exogenous moves by “nature”).

Extensive-form games are highly intuitive objects because they can 
be visualized as trees. Indeed, their only difference from decision trees 
is that different players having idiosyncratic preferences may act at 
different decision nodes. This is why the easiest way to impart the model 
to students is to draw game trees. However, this ceases to be conve-
nient when the tree is large (or infinite). And, in any case, pictures are 
not enough if we want to state and prove general mathematical results 
about behavior in extensive-form games. Harold Kuhn (1953) provided 
a mathematical formulation of extensive-form games that explicitly used 
the language of trees.

To my taste, the tree formalism is a mouthful, compared with the 
elegance and transparency of the picture itself. Even if this is a minority 
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taste, I believe that a non-negligible segment in the “market for extensive-
game modeling” has latent demand for a cover version.

In their game theory textbook, Martin Osborne and Ariel Rubinstein 
(1994) responded to this demand and offered a mathematically equiva-
lent reformulation of extensive-form games. Drawing inspiration from 
the theory of repeated games, Osborne and Rubinstein used the language 
of histories to define the primitives of the model. A history is a sequence 
of actions (or profiles of actions in the case of simultaneous moves). The 
key primitive is a set of terminal histories: all the possible unfoldings of 
the dynamic strategic interaction. A terminal history corresponds to a 
terminal node in the tree formalism. Accordingly, players’ preferences are 
defined over the set of terminal histories. The notion of a terminal history 
induces an intuitive notion of a nonterminal history: it is a subsequence 
that starts like the terminal history and stops before the end. If a terminal 
history is like the complete telling of a story from beginning to end, a 
nonterminal history is akin to telling the story and stopping before it 
reaches its end. The “player function” assigns a player (or a collection of 
players, in the case of simultaneous moves) to every nonterminal history.

And that’s it. I find the history language more efficient and elegant 
than the tree language. When I teach the subject, I use trees to visual-
ize the model and histories to present it formally. Some instructors 
follow this pedagogical strategy, while others prefer to use the lan-
guage of trees in the formal exposition. That is fine. As with Dyson’s 
motorcycles, when it comes to formal exposition of an economic 
model, we should let many flowers bloom and allow different users to 
pick their favorite formulation.

For my current purposes, the key observation here is that the history 
formalism is nowhere to be found prior to Osborne and Rubinstein’s 
1994 textbook. Even if they hadn’t written their textbook, their reformu-
lation would probably have found an audience. They could use it them-
selves in graduate courses; some students could absorb it and later put 
it to use in their own game theory teaching. This is an example of “oral” 
cultural transmission. Some theorists could pick up the formalism and 
sneak it into written papers, where they would use it to state and prove 
results about extensive-form games. However, in the absence of an 
“authoritative” reference, they would have to reinvent the wheel each 
time and fight referees for permission to speak an unconventional lan-
guage. Some would decide that this is not worth the trouble and resort 
to the conventional tree formalism, even when they personally find it 
less efficient.
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Retelling Akerlof’s Lemons Story

An interesting chapter in the modern history of economic thought con-
sists of game-theoretic retellings of models that were formerly rendered 
in other languages. Enthusiasm for Cho and Kreps’s (1987) seminal 
paper on signaling games was partly generated by its ability to retell 
Spence’s (1973) signaling model in a game-theoretic language. Likewise, 
early enthusiasm for Rubinstein’s 1982 bargaining model was partly 
based on the realization (reported by Binmore, Rubinstein, and Wolin-
sky 1986) that a minor tweaking of his model could offer a “founda-
tion” for the Nash bargaining solution. Other noteworthy examples 
include Gul’s (1989) noncooperative game-theoretic derivation of the 
Shapley value, and Netzer and Scheuer’s (2014) noncooperative foun-
dation for the model of competitive screening, which we will encounter 
later in this chapter. The chapter devoted to “information economics” 
in Mas-Colell, Whinston, and Green’s (1995) ubiquitous microeconomic-
theory textbook is almost entirely a fastidious game-theoretic retelling 
of the classic models of markets with adverse selection.

Given the transformational energy behind these exercises, it would 
be misleading to call them “cover versions.” Indeed, their authors often 
regarded them as foundations. By comparison, the following is an example 
of a far more modest remodeling exercise in this genre, which can be 
classified as a cover version.

George Akerlof’s (1970) classic model of the “market for lemons” was 
originally presented in the context of the competitive-equilibrium model 
(with rational expectations, in the presence of asymmetric information). 
When I teach game theory, I always want to include the all-important 
idea of how market interactions can break down due to adverse selection. 
But since I do not want the methodology to be out of step with the rest 
of the course (which is, after all, about game theory), I use a simple game 
that captures the economic essence of Akerlof’s model.

The game is probably familiar to instructors of game theory. To my 
knowledge, its earliest appearance is in a 1984 experimental working 
paper by William Samuelson and Max Bazerman.5 Their motivation was 
not to recast Akerlof’s model in game-theoretic terms. Instead, their 
paper was a series of explorations of whether actual participants in bar-
gaining games internalize the logic of adverse selection. Nevertheless, 
the authors were aware of the Akerlof connection. In an endnote, they 
wrote, “Version 3 [the game in question here] is an adaptation to the 
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bargaining setting of Akerlof’s (1970) well-known example of adverse 
selection in a market for ‘lemons.’ ”

The game’s protagonists are a privately informed seller and an unin-
formed buyer. The seller’s valuation of his object is v. The seller knows 
v. The buyer’s prior belief is that this value is drawn uniformly from 
the interval [0, 1], and he receives no additional information. The buyer’s 
valuation of the object is 1.5v. That is, it is common knowledge that 
the buyer always values the object 50% more than the seller. Therefore, 
trade is always efficient. The buyer makes a take-it-or-leave-it offer to the 
seller. Trade takes place at the buyer’s stated price, as long as the seller 
agrees to the offer.

The standard game-theoretic analysis of this game goes like this. The 
seller will only agree to sell when p  ≥ v. Anticipating this, the buyer real-
izes that conditional on trade taking place at a price p in [0, 1], the seller’s 
valuation of the object is uniformly distributed over the interval [0, p]. 
Therefore, on average, the value is 0.5p. The buyer’s subjective valuation 
is 50% higher, implying an expected valuation of 1.5 · 0.5p  = 0.75p. For 
every p  >  0, the buyer’s expected net profit conditional on trade is 
0.75p  −  p   <   0. Therefore, his optimal bid is p  = 0, which the seller accepts 
with zero probability because v  >  0 with probability one. That is, market 
interaction breaks down completely, even though trade is always mutu-
ally beneficial. This is a stark illustration of how market agents’ enthu-
siasm to trade is chilled by their gloomy inference from other market 
agents’ hypothetical willingness to trade at the market price.

This is a clean delivery of Akerlof’s insight, even though it uses game 
theory rather than competitive equilibrium. Instead of competition 
between privately informed, price-taking sellers, we have a monopsonis-
tic, uninformed buyer. Yet, both descriptions capture market forces that 
shift surplus from the informed side of the market to the uninformed 
side. The economic reasoning behind the breakdown of market trade 
is very similar. In Akerlof’s rendering, uninformed buyers understand 
what the competitive market price means in terms of the quality of 
traded objects. In Samuelson and Bazerman’s retelling, the buyer intro-
spects about the seller’s reasoning. The translation is close, and it 
enables a teacher of a game theory course to convey Akerlof’s impor
tant economic insight without straying away from the course’s unify-
ing methodology. To me, the modesty of this act of translation makes 
it a worthy member of the cover-version family. I wouldn’t regard it as 
a “foundation.”
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Again, what is important for my present purposes is that the transla-
tion as such was not the focus of the Samuelson-Bazerman paper. Recall 
that it was an experimental paper. It focused on how experimental sub-
jects behave as buyers in this game, taking the seller’s conditional best-
reply as a given. The authors’ objective was to explore whether the 
subjects of their experiment internalized the logic of adverse selection 
(spoiler: meh).

From a pedagogical point of view, the Samuelson-Bazerman game 
is important, even if we completely set aside the published experiment 
and treat it as a classroom thought experiment. Yet, without the actual 
experiment, there would have been no paper. No game theorist would 
have bothered to publish a little game, whose only raison d’être is to 
make the lemons model suitable for a game theory course.

I am confident that some game theory teachers would have come up 
with this example on their own. Nevertheless, without Samuelson and 
Bazerman’s experimental paper and in the absence of a textbook that 
includes this example, its dissemination would have relied on word of 
mouth. As with the example of extensive-form games, efficient trans-
mission of a pedagogically valuable cover version needs a scaffold that 
has an independent or larger motivation, such as a textbook or an 
experiment.

If we accept that the Samuelson-Bazerman game is a good thing to 
have in one’s game theory course, then the observation that we might 
owe its dissemination to it being a by-product of an experimental paper 
should give us pause. We need to imagine what would have happened 
if the experimental motivation for the game hadn’t existed. We would 
have had to count on an oral dissemination process for the game to 
become common currency in the theory community; the publication 
system would not have been the conduit.

Competitive Screening

The central example I present in this chapter involves another great 
classic of “information economics”—the model of competitive screening 
due to Rothschild and Stiglitz (1976). This is one of my all-time favorites 
in economic theory. Technically simple yet conceptually sophisticated, 
motivated by a concrete economic situation yet offering a subtle solution 
concept that raises foundational questions—it ticks all the boxes for me.

The Rothschild-Stiglitz model concerns market competition in the 
presence of adverse selection. The main departure from Akerlof’s lemons 
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model is that it does not insist on linear pricing. Instead, it allows for 
two-dimensional contracts (another difference is that it assumes com-
petition among the uninformed market agents). The model illuminates 
how nonlinear pricing enables firms to screen consumers’ private infor-
mation, and highlights the inefficiencies this entails.

For many years, I taught intermediate microeconomics courses at 
Tel Aviv University and felt that the Rothschild-Stiglitz model should 
be an integral part of our (unusually long) sequence. The model had 
been successfully taught at the graduate level, but I reckoned it was also 
important to pitch it to undergrads. We had already satisfactorily incor-
porated Akerlof’s lemons model into the curriculum. In contrast, the 
Rothschild-Stiglitz model was typically left for the semester’s final week, 
and my delivery of this material felt pedagogically inadequate (some-
times I had to skip it altogether). After several failed attempts, I concluded 
that one major difficulty was that the conventional pedagogical treatment 
of the Rothschild-Stiglitz model followed closely their insurance-market 
setting, where contracts are defined by a premium and a deductible. Cru-
cially for this setting, consumers are risk averse, which conventionally 
means that their preferences are represented by a nonlinear utility func-
tion over wealth. Linear preferences would mean risk-neutrality, in 
which case the market would break down for lack of gains from trade.

However, nonlinearity makes it more difficult to offer undergradu-
ate students an analytic treatment of the concept of market equilibrium. 
Sure, we can write down the conditions of equilibrium, but then the 
nonlinearity of the inequalities that represent consumers’ incentive con-
straints makes it harder for most undergraduate students to perform 
calculations that would give them a direct feel for the forces involved. 
What teachers usually do is show everything graphically: they draw 
indifference curves and iso-profit lines and demonstrate deviations from 
candidate equilibria on the diagram.

This pedagogical strategy has two downsides. First, while many stu-
dents find a graphical demonstration more intelligible than an analyti-
cal one, others have the opposite preference. Putting all the pedagogical 
eggs in the graphical basket leaves one segment underserved. Second, 
the potential supply of problem sets and exam questions gets quite 
limited when all you have is diagrams. When a subject doesn’t lend 
itself to successful exam questions, there is a sense in which it hasn’t 
really been taught.

Therefore, my objective was to come up with a version of the 
Rothschild-Stiglitz model with linear consumer preferences. Obviously, 
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that meant abandoning the insurance story. I was familiar with a labor-
market example in Mas-Colell, Whinston, and Green (1995). In their 
telling, firms compete in contracts that condition workers’ wage on their 
amount of training. Workers’ productivity is their private information. 
As in Spence (1973), more productive workers have lower training costs. 
This description can be reconciled with linear preferences. However, as 
a primary example for undergraduate students, the story has limitations. 
Explicit contracts that prospectively condition wage on future training 
are rare, and so the student is invited to interpret the model more abstractly 
as a norm that governs workers’ wage expectations. Nothing wrong with 
that, but probably not ideal as an entrée for undergrads. When presenting 
such an important subject, one would like to have an example that can 
be motivated and interpreted with a minimum of hand-waving.

Eventually, I came up with an example of a credit market model, in 
which loan contracts are defined by an interest rate and a collateral. 
Since this happened shortly after the 2008 financial crisis, I guess I was 
primed to think of credit-market failures. After the fact, I learned that 
the basic economic idea had already appeared in an important paper 
by Helmut Bester (1985). Bester’s paper did not have a pedagogical 
objective in mind—certainly not my objective of finding a compelling 
example of competitive screening with linear preferences. It appeared 
when “information economics” was a relatively fresh subject. Bester 
wrote it in the extension/application mode, showing that the ideas of 
Rothschild and Stiglitz (1976) (as well as Stiglitz and Weiss 1981) enabled 
him to illuminate an aspect of credit markets. Bester’s model includes 
more moving parts because it aims at a realistically faithful description. 
It also addresses the problem of credit rationing, which has no immediate 
counterpart in Rothschild-Stiglitz’s 1976 model. For these reasons, the 
importance of Bester’s paper notwithstanding, I didn’t find it suitable 
for my pedagogical purposes. It was an extension and an application, 
not a remodeling exercise.

In what follows, I want to transport you back to the mid-1980s. You 
are enthusiastic about Rothschild and Stiglitz’s 1976 model, and you 
want to teach it. The nonlinearities of their model are a barrier for teach-
ing it to certain groups of students, and you want to reformulate their 
model with linear preferences. Bester’s 1985 paper may or may not exist 
in this hypothetical scenario. You stumble on the idea of a credit-market 
model in which credit contracts may include a collateral, and so you 
proceed with the following example. I present it in some detail, because 
this gives me an opportunity to share my take on this wonderful gem 
of economic theory.
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Interest and Collateral

Imagine a population of borrowers who need a loan (whose size is 1) 
to finance a project. The value of a successful project is A  >  1. A loan 
contract is a pair of non-negative numbers (r, x), where r is the interest 
on the loan and x (a number between 0 and 1) is the (gross) value of 
the collateral the borrower is required to deposit. The fruits of the bor-
rower’s project cannot serve as collateral.

Every borrower is defined by her credit risk: a probability q between 
0 and ½ that her project will fail and she will become insolvent. In that 
scenario, she is unable to repay the loan (neither the principal nor the 
interest), but the lender can seize the collateral that the borrower depos-
ited. However, seizing a collateral is inefficient: a collateral of value x is 
only worth bx to the lender, where b is a number between 0 and 1. This 
constant can reflect the physical costs of realizing the collateral, or the 
collateral’s sentimental value for the borrower (but not for the lender). 
As a result, every contract with x  >  0 is inefficient because of the positive 
probability q of the welfare loss (1 −  b)x from seizing the collateral.

Credit risk is not constant. The population of borrowers is equally 
split into two types, called 1 and 2, whose credit risk levels are q1 and 
q2. Suppose q2  >  q1—that is, type 2 is riskier.

The credit market is competitive, in the sense that there is a large 
number of profit-maximizing lenders who can extend any loan con-
tract. Each lender is restricted to offering a single contract. All market 
agents are risk-neutral.

Consider an arbitrary type with credit risk q. This borrower’s expected 
utility from a loan contract (r, x) is

(A  −  r) (1  −  q ) −  qx

The reason is that the value of a successful project is A, the net payment 
to the lender in this scenario (which occurs with probability 1 −   q) is r, 
and the net payment to the lender is x when the borrower is insolvent 
(an event that occurs with probability q). If the borrower opts out, her 
payoff is 0 (because the project is not materialized). It is easy to see 
from the linear expression that the borrower’s subjective rate of sub-
stitution between interest and collateral is

q
1 − q

A higher risk of insolvency makes the borrower more favorable to loan 
contracts that rely on interest, relative to loans that rely on collateral.
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The lender’s expected profit from the same contract when it is chosen 
by this borrower type is

r(1 −  q) −  q (1 −  bx)

The reason is that with probability 1 −  q the lender gets his money 
back plus interest, while with probability q, he loses the principal of 
the loan and can reclaim only a fraction b of the value of the collateral.

In an environment with complete information, the lender’s credit 
risk q is common knowledge, and so there are separate markets for dif­
ferent risk groups. Thus, fixing q, a competitive equilibrium is defined as 
a contract (r, x) that satisfies two requirements. First, it generates zero 
profits for lenders given borrowers’ choice between the contract and 
the outside option. Second, there exists no new contract (r ′, x ′  ) that could 
enter the market and generate positive profits, given borrowers’ choice 
from among the original contract, the new contract, and the outside 
option.

Effectively, this means that a competitive-equilibrium contract maxi­
mizes the borrower’s expected utility, subject to the constraint that the 
contract generates zero profits for lenders. Plugging the expression for 
zero profits in the expression for the borrower’s expected utility, we 
obtain

A(1 −  q) −  q(1 −  bx) −  qx

Since b  <  1, this expression attains a maximum of A(1 −  q) – q >  0 at x =  0. 
The equilibrium contract is

(r,x) = q
1 − q

, 0
⎛
⎝⎜

⎞
⎠⎟

Importantly, the equilibrium contract is efficient: it makes no use of 
the wasteful collateral. Competition over borrowers is done entirely 
through the interest instrument, and the interest rate is set such that 
lenders break even in expectation.

Rothschild and Stiglitz’s departure from this competitive benchmark 
is that a borrower’s credit risk is her private information. In this case, 
lenders are unable to identify the type of borrower that takes a given loan, 
and therefore cannot explicitly design contract loans for specific types of 
borrowers. When borrowers enter the market, they can choose from a set 
of available loan contracts. They can also opt out. However, I will take 

Downloaded from http://direct.mit.edu/books/book-pdf/2362281/book_9780262379038.pdf by guest on 26 September 2024



Cover Versions	 131

it for granted that A is large enough, such that all borrowers will always 
prefer any relevant market contract to the outside option. Therefore, we 
can ignore the outside option.

In this environment, a competitive equilibrium is defined as a col-
lection C of contracts of the form (r, x), such that two conditions hold. 
First, each contract in C generates zero profits, given the way each type 
of borrower chooses from C. Second, there exists no new contract c 
outside C that would generate positive profits, given the way each 
type of borrower chooses from the extended set that adds c to C.

This is the notion of competitive equilibrium in contracts that Roth-
schild and Stiglitz (1976) introduced. One of its key conceptual moves 
was the idea that every contract is an independent “profit center.” This 
was also one of the concept’s more controversial aspects because it ruled 
out the realistic scenario in which firms offer multiple contracts that 
cross-subsidize one another. This feature and the (related) possibility 
of equilibrium nonexistence are generally regarded as deficiencies of 
the Rothschild-Stiglitz concept. In my eyes, they are a wrinkle that adds 
to the attraction of the concept. Unlike more popular equilibrium con-
cepts such as Nash equilibrium, which hide their interpretational dif-
ficulties behind a veneer of inevitability, this one wears them on its 
sleeve.

Let us now analyze competitive equilibria. For brevity, I do not pre
sent a complete characterization. Instead, I settle for showing the impos-
sibility of “pooling” equilibria, which will also imply the necessary 
inefficiency of equilibrium in this model.

In a pooling equilibrium, all borrowers choose the same contract. 
Assume a pooling equilibrium exists, where the equilibrium contract 
is some (r, x). The expected profit this contract generates for lenders is

r(1 − q) − q(1 − bx)

where

q = 1
2
(q1 + q2 )

is the average credit risk in the population of borrowers. By the first 
condition in the definition of equilibrium, the expected profit should 
be zero. We will now find a contract (r ′, x ′) that can invade the market, 
attract only low-risk (type 1) borrowers, and make a positive profit. In 
other words, the new contract will satisfy the following inequalities:
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(1 −  q1)r ′ + q1x ′ < (1 −  q1)r  +  q1x

(1 −  q2)r ′ + q2x ′ < (1 −  q1)r  +  q1x

(1 −  q1)r ′ +  q1(1 −  bx′)  > 0

The first inequality means that for type 1, expected payments are 
lower under the new contract. The second inequality means that for type 
2, expected payments are lower under the original contract. The third 
inequality means that when only borrowers of type 1 select the new 
contract, it generates positive profits.

What would this new contract look like? It will raise the collateral and 
lower the interest: x′  =  x +  ε and r   =  r  − δ. What are ε and δ ? To see that, 
rewrite the first pair of inequalities:

q1
1 − q1

< δ
ε
< q2
1 − q2

Since q2  >  q1, it is clear that we can find ε and δ that satisfy these 
conditions. As the inequality makes clearly visible, the incremental 
shift from interest to collateral (measured by the ratio δ /ε ) exceeds the 
low-risk borrower’s rate of substitution and falls below the high-risk 
borrower’s rate. It therefore deters the high-risk borrower (for whom 
seizure of collateral is relatively likely) and attracts the low-risk bor-
rower (for whom collateral seizure is relatively unlikely).

The transparency of this observation is made possible by the linear 
preferences. In the original Rothschild-Stiglitz setting, we would also 
have to consider the curvature of borrowers’ utility function at the rel-
evant wealth levels. This may appear like a minor detail for specialists, 
but remember we’re trying to address undergrads (albeit relatively 
advanced ones): even small technical complications can divert their 
attention away from the model’s conceptual core.

Can we design ε and δ such that the new contract is profitable? Recall 
that the original contract breaks-even when evaluated according to the 
population average credit risk. The new contract prunes the credit pool 
such that only low-risk borrowers select it. This leads to a dramatic rise 
in the contract’s profitability. If ε and δ are small, their exact absolute 
value pales in importance relative to the risk pool’s massive improve-
ment (while only the ratio ε/δ is relevant for the inequalities that govern 
borrowers’ choice between the two contracts).

Nonexistence of pooling equilibria means that once lenders can use 
the twin instruments of interest and collateral, market competition forces 
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will lead to discrimination. The further significance of this result is that 
competitive equilibrium must be inefficient. The reason is that efficiency 
requires all borrower types to take a loan without collateral, which effec-
tively means that they would all choose the same contract (r, 0) (this 
would be the contract with the lowest interest among all available zero-
collateral ones).

For the sake of brevity, I will not provide here a detailed derivation 
of the equilibrium (when it exists, which need not be the case). I will 
only point out that in this equilibrium, the high-risk borrower type 2 
gets the same loan contract as in the complete-information benchmark 
(which involves no collateral). In contrast, the low-risk type 1 gets a loan 
with positive collateral, and a lower interest rate than in the complete-
information benchmark. The contract is pinned down by the require-
ments that type 2 is indifferent between the two contracts and that 
the contract generates zero profits for firms (when only low-risk bor-
rowers select it).

A Market Failure

I have chosen to describe this “cover version” of the Rothschild-Stiglitz 
model in some detail because in a book like this, giving a verbal yet 
precise description of a classic of economic theory is part of the package. 
My primary aim, however, was to convey the pedagogical value of this 
cover version. Because preferences in my version are linear, many stu-
dents will find it easier to “see” the marginal substitution effects under
lying the proofs—even without the benefit of diagrams. Perhaps some 
readers of this chapter will find it helpful if, like me, they want to teach 
this cool stuff to undergraduates and find the traditionally exclusive 
reliance on diagrams pedagogically limiting. Even the diagrams are 
easier to draw when everything is linear.

Now remember the setup. I invited readers to imagine themselves 
back in the 1980s, in an alternative history in which Bester’s 1985 paper 
did not necessarily exist. In this imaginary scenario, your motivation for 
this exercise is pedagogical: reproducing the Rothschild-Stiglitz model 
with linear preferences. You don’t want to extend their model, apply it, 
or give it foundations. You just want to tweak it in a way that (at least in 
your judgment) makes it easier to teach without compromising its eco-
nomic relevance. The credit-market example satisfies these desiderata.

This is different from the actual history of Bester’s paper: his was a 
“regular” contribution to economic theory in the extension/application 
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mode. Bester showed how to use the ideas of competitive screening to 
understand the role of interest and collateral in credit markets. Peda-
gogical considerations were probably secondary to him, and indeed I 
wouldn’t use his presentation of the model as a first introduction to 
competitive screening.

Yet, it should be clear that, even in the 1980s, the pure pedagogical 
exercise that I presented here would have been unpublishable. It is a 
very minor modification of the original model, a tweak that does not 
aim to create a genuinely new model, but rather do the same model, 
only slightly differently. Its value is almost purely pedagogical.

The only feasible ways to make this pedagogical contribution avail-
able to other theorists would be (1) publish a textbook; (2) write a paper 
that advances the literature on competitive screening in a “legitimate” 
direction and introduce the remodeling exercise as a by-product—just 
as Cho and Kreps (1987) appended their game-theoretic reformulation 
of Spence’s signaling model into a paper that was mainly about some-
thing else (refinements of Nash equilibrium in signaling games); or 
(3) rely on purely oral transmission (sharing the idea with fellow teach-
ers, or passing it to students who will later use it in their own classes).

None of these channels is satisfactory. Pedagogically useful append-
ages of regular research article are fortuitous. Textbooks are disappoint-
ingly rare (a good example is the theory of games with incomplete 
information; its treatment in the classic game theory textbooks from the 
1990s is cursory and doesn’t reflect major developments that largely 
postdated those books, such as the theory of global games we encoun-
tered in chapter 2; I am not aware of more modern graduate-level 
textbooks that address this gap). Finally, oral transmission is sketchy 
and inefficient. Of course, ideas are disseminated orally: that’s how 
we get to know jokes or folk songs. The whole point of literate tradi-
tions, however, is that they massively scale up and accelerate the 
transmission.

To my mind, this is a failure in our little “market of ideas.” The way 
our field progresses is by sharing and refining models—not by making 
“discoveries” or solving “open problems.” It is analogous to the repeated 
use and refinement of cooking recipes. Yet, in our public written com-
munication, this aspect is subservient to the established modes of exten-
sion, application, and foundation. If you want to build and sell a different 
version of a motorcycle, you have to pretend it is a car. This “market 
failure” is yet another example of how the contemporary culture of eco-
nomic theory suppresses pedagogical values.
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The Journal of Cover Versions

We need to find a way for theorists to write down models that tweak 
existing ones as if those never existed, while at the same time giving 
those predecessors all the credit they deserve. This is a “royalties” system, 
not a “patent protection” one. Of course, an honest explanation of the 
differences and commonalities between the original and the tweak 
should always be given. But authors shouldn’t be incentivized to exag-
gerate the differences and downplay the commonalities—which is 
what they are encouraged to do under the refereed-publication system 
(the incentives are reversed when writing textbooks). As far as the exe-
cution of the cover version is concerned, the author should not feel 
constrained by the specifics of the original.

The “top-five disease” that we encountered in previous chapters 
means that authors give exaggerated weight to publications in top jour-
nals and zero (or even negative) weight to publications in minor jour-
nals. Clearly, the pedagogically minded remodeling exercises I am 
discussing here should not be viewed as major contributions. They are 
etudes, not symphonies. But etudes should have a place in our profes-
sional culture; some may have lasting value.

Experimental economists may face a similar dilemma when thinking 
about how to manage replications of previous experiments.6 Of course, 
we are often interested in literal replications whose objectives are to 
provide additional data points about the original experiment and keep 
experimentalists honest. However, more subtle replications can modify 
aspects of the original protocol—rephrasing the questions or the instruc-
tions to subjects, modifying the graphical interface, changing the order 
of the various tasks—in a way that can gradually improve experimen-
tal design. These tweaks are the experimentalists’ version of theorists’ 
remodeling exercises, and it is unclear how well the current publication 
system nurtures them.

Within the context of economic theory, a specialized venue devoted 
to remodeling exercises might be the most effective solution to the prob
lem. It would break down the large textbook format into little frag-
ments, and this unbundling could release dozens of interesting cover 
versions from theorists’ drawers. We could call this venue the Journal 
of Cover Versions.
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Sea Change

If I had to name one major shift in the sensibilities of economic theo-
rists in the past half century, a prime candidate would be the way 
we conceptualize markets—from quasi-natural phenomena admired 
from afar to manmade institutions whose design can be tweaked by 
economist-engineers.

The traditional image of markets that reigned in the 1950s and 1960s 
was competitive equilibrium. Standard accounts of the evolution of 
modern economic thought emphasize the extreme assumptions of the 
competitive-equilibrium model, which were subsequently relaxed by 
the information-economics and game theory developments in the 1970s 
and 1980s. But what is perhaps most striking in the competitive-
equilibrium model is its sense of the market as a natural phenomenon. 
No one designs it. No one runs it. It can be defined with no reference 
to an explicit mechanism. The Walrasian auctioneer is a fiction aimed 
at those of us who insist on a concrete mechanism, but it is not an intrin-
sic part of the model. Endowments are like initial conditions of a 
physical system, and prices react spontaneously to changes in these 
endowments until they somehow manage to equilibrate this system. 
Indeed, as historians of economic thought have pointed out, the con-
scious inspiration for this image was the physical theory of thermody-
namics.1 According to this point of view, economists study markets in 
a disengaged manner, as if they were observing a natural system. Sure, 
they can tweak the system’s initial conditions, but then they let market 
processes unwind naturally.

Compare this view with the contemporary “market design” approach, 
which regards the economist as an “engineer” that designs the details 
of the market institution. A good guide into this new culture is Al Roth’s 

8	 From Competitive Equilibrium to Mechanism 
Design in Eighteen Months

Downloaded from http://direct.mit.edu/books/book-pdf/2362281/book_9780262379038.pdf by guest on 26 September 2024



138	 Chapter 8

popular book Who Gets What and Why.2 A telling sign of the shift is that 
in Roth’s book, there is a huge emphasis on market institutions in which 
prices play no role (for example, assignment of children to schools)—in 
marked contrast to the all-important role of prices in the competitive-
equilibrium model.

Another manifestation of the sea change is the declining status of 
competitive equilibrium in the education of academic economists. Stu-
dents are seeing less and less competitive equilibrium and more and 
more game theory during their basic graduate-level theory training. In 
some quarters, teaching competitive equilibrium is taking place in mac-
roeconomics courses. The “market design” approach relies on game 
theory, which enables us to describe specific market rules and analyze 
participants’ behavioral response to these rules. Competitive equilib-
rium cannot get to this level of resolution.

All this is familiar. The question is whether this great methodological 
shift affects our attitudes as economic theorists in ways that might be 
less salient. My goal in this chapter is to illuminate this question, making 
use of a personal experience of mine: a project I pursued in the last 
decade with my longtime coauthor, Kfir Eliaz. We started our project 
in a spirit of rebellion against the prevailing mechanism-design approach 
to the topic we were interested in, but eventually we capitulated to the 
prevailing paradigm and rewrote our paper as a mechanism-design 
exercise.

Why did we start out opposing the mechanism-design approach? 
And how did we end up accepting it as an effective mode for our 
exercise? This personal story can teach us a small lesson about the 
power that cultural currents in our profession exert over individual 
researchers—even those who make a deliberate effort to swim against 
the tide. Of course, I will make my best effort to make the reader 
curious about the substantive economic question that Kfir and I studied. 
But the real interest here is in the conscious trade-offs that we made 
between the two styles of research, our initial decision to adopt the 
outmoded style and the reasons behind it, and the forces that led to 
our eventual surrender.

What Do I Mean by “Competitive Equilibrium”?

Strictly speaking, the term refers to the classical model of a market (or 
a collection of markets), to which agents arrive with endowments or 
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production technologies and make their individually optimal consump-
tion or production decisions given market-clearing prices.

I have in mind a looser conception of the term, which describes an 
attitude to modeling rather than a specific set of models. This category 
includes the 1976 Rothschild-Stiglitz model of competitive screening 
in insurance markets that we encountered in chapter 7. In this model, 
market equilibrium is defined by a collection of insurance contracts, 
such that all contracts generate zero profits given consumers’ behavior, 
and there is no scope for profitable entry of a new contract. This is quite 
different from the traditional formulation of competitive equilibrium. 
Nevertheless, the formalism is close in spirit. In particular, it eschews 
game theory: there is no clearly articulated protocol of trade. The com-
petitive pressures that insurance companies face have the status of an 
“invisible hand”—they are in the background, captured by the zero-
profit condition. By contrast, in game-theoretic models of market com-
petition, intensity of competitive pressures is determined by the “rules 
of the game.”

So, this is what I mean by a competitive-equilibrium approach: the 
“reduced form” manner in which the definition of market equilibrium 
captures an underlying competitive force. It offers a bird’s-eye perspec-
tive into the market situation at hand. The culture of economic theory 
has grown rather hostile to this bird’s-eye, “invisible hand” approach—
favoring the game-theoretic, mechanism-design approach, with its 
explicit description of the “market protocol.”

After this prologue, now to the story itself.

Can “the Market” Simulate an Ideal Search Engine?

Around 2008, keyword auctions were the rage in parts of economic 
theory. After years of operating without a clear method for monetizing 
its incredible search engine, Google had converged on “sponsored search” 
as a viable business model. Google maintained its so-called organic search 
engine, where answers to a user’s query are determined by the engine’s 
algorithm. However, side by side the organic search, Google started auc-
tioning a chunk of the user’s screen space to paying advertisers.

For economists interested in auction theory, the auction-design prob
lem was novel. In this setting, the auction designer aims to allocate 
multiple “positions” on the user’s screen. Different positions have dif
ferent degrees of prominence. They differ in their ability to attract the 
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user’s attention, hence in their value for advertisers. Moreover, unlike 
traditional advertising, the search engine can partly monitor users’ atten-
tion, by observing whether they click on ads. This means that the 
advertiser’s bid and payment can be defined “per click.” In 2007, Ben 
Edelman, Michael Ostrovsky, and Michael Schwarz published an influ-
ential paper that studied a specific auction format in this environment, 
known as the “generalized second-price auction.”3 This paper created 
a buzz in the auction theory community as well as in the subfield known 
as Econ-CS, which mixes researchers from economic theory and com-
puter science. An important chunk of this multidisciplinary interaction 
has been taking place under the auspices of new research labs founded 
by internet giants.

The avalanche of papers in the wake of Edelman et al. (2007) was 
firmly in the mold of auction theory, itself part of the mechanism-design 
tradition. When Kfir and I became interested in search engines around 
2008, we felt a need to try a different approach, which would abandon 
mechanism design toward a competitive-equilibrium approach.

Our starting point was the observation that the primary function of 
search engines is to bridge the gap between what users want and their 
limited ability to put it in words. When a consumer is perfectly able to 
describe a product she wants, all the search engine needs to do is provide 
a list of sellers that provide this product. These alternatives need not be 
identical; they may differ in price, quality, or certain idiosyncratic details 
that can be detected only by inspection. But this is not where search 
engines shine best. It is when they manage to take a vague query like “a 
tall, handsome Israeli economist” and spit out “Rani Spiegler” in reply, 
or suggest that when someone spells “Kefir Elias” he is really looking for 
Kfir Eliaz, that they take the search experience to the next level. Kfir and 
I referred to this function as “vocabulary expansion.” Yet, all the papers 
that Kfir and I had seen in the literature on keyword auctions ignored 
this key aspect of search engines. They assumed that the user’s query 
unambiguously defines the set of relevant objects, such that the search 
engine’s job is merely to serve them to the user in a particular order.

Kfir and I posed the following question: Can a “sponsored search” 
engine, based entirely on the incentives of competing advertisers, mimic 
the vocabulary expansion performed by an ideal “organic” search 
engine? In other words, if Google ditched its stupendous algorithm and 
relied entirely on sponsored search, would the competitive forces that 
shape advertisers’ bidding for keywords lead to a search environment 
that is as effective in fulfilling the vocabulary-expansion role?
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As it happens, Google founders Sergei Brin and Larry Page had con-
sidered a similar question ten years before us, in an appendix to the 
famous 1998 paper that introduced their search engine:

Currently, the predominant business model for commercial search engines is 
advertising. The goals of the advertising business model do not always cor-
respond to providing quality search to users. . . . ​We expect that advertising 
funded search engines will be inherently biased towards the advertisers and 
away from the needs of the consumers. . . . ​We believe the issue of advertising 
causes enough mixed incentives that it is crucial to have a competitive search 
engine that is transparent and in the academic realm.4

Kfir and I have been unaware of this quote until very recently. What 
Brin and Page asserted back in 1998 (and ironically ignored when they 
later adopted the advertising business model), Kfir and I were asking 
from a purely academic point of view. Can “the market” offer “quality 
search” to users?

Why Competitive Equilibrium?

History is written by the victors, as the cliché goes. So are lecture notes 
and textbooks. The narrative that the currently dominant mechanism-
design culture offers nowadays is that the “reduced form,” “bird’s 
eye,” “invisible hand” aspects of the competitive-equilibrium paradigm 
make it inferior to the mechanism-design approach. The graduate-
level microeconomic-theory textbooks by Kreps (1990) and Mas-Colell, 
Whinston, and Green (1995) were key moments in this development.

An extreme manifestation of the new culture is the intermediate micro-
economics course that the leading theorist Jeff Ely has developed (building 
on the work of his former Northwestern University colleague, Kim-Sau 
Chung). In traditional courses, competitive equilibrium takes center stage. 
In contrast, Ely’s course strictly adheres to the mechanism-design per-
spective, which he regards as more basic, leaving the competitive-
equilibrium model (which he regards as more specific) to the very end 
of the course. As he writes on the website that presents his approach:5

The goal is to study the main themes of microeconomics from an institution—
and in particular market-free approach. To illustrate what I mean, when I cover 
public goods, I do not start by showing the inefficiency of market provided 
public goods. Instead I ask what are the possibilities and limitations of any 
institution for providing public goods. By doing this I illustrate the basic dif-
ficulty without confounding it with the additional problems that come from 
market provision. I do similar things with externalities, informational asym-
metries, and monopoly.
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All of this is done using the tools of dominant-strategy mechanism design. 
This enables me to talk about basic economic problems in their purest form.

Even if this is an extreme pedagogical approach at the moment, it 
may well anticipate the near future of economics pedagogy. It is an 
impressively unapologetic demonstration of power by the new, self-
confident culture.

Like Ely, Kfir and I came of age intellectually when this new culture 
began its ascent. New graduate textbooks in the 1990s emphasized game 
theory at the expense of competitive equilibrium. Consequently, I feel 
more at home in Ely’s radical course than in the old-style courses that 
place competitive equilibrium at the forefront. And yet, when Kfir and 
I wanted to study sponsored search engines, we were concerned about 
certain aspects of the mechanism-design approach.

First, when one formulates and analyzes a mechanism-design prob
lem, one tacitly adopts the designer’s point of view. But who is this 
designer and why should we empathize with him? For example, in a 
principal-agent model of the relationship between an employer and its 
worker, the theorist effectively identifies with the employer. The prin-
cipal has a clear objective (maximizing profits or the worker’s effort, 
attaining an efficient allocation), and the theorist finds herself pursuing 
it single-mindedly. In contrast, if the theorist abandons the designer’s 
perspective and looks at the situation from a more disinterested point 
of view, she is more likely to explore the economic interaction from 
multiple perspectives and evaluate its outcome according to a more 
diverse set of criteria.

This distinction is not clear-cut. For example, Myerson and Satterth-
waite’s (1983) classic impossibility result employs the mechanism-design 
approach to obtain a result about the inefficiency of bilateral trade in 
Nash equilibrium under asymmetric information, which applies to arbi-
trary trading mechanisms, and regardless of the designer’s motivations. 
Thus, on one hand, it is firmly in the mechanism-design tradition, yet 
on the other hand, it does preserve something of the outside perspec-
tive that I associated with the competitive-equilibrium tradition. 
However, the Myerson-Satterthwaite paper is an exception in this regard. 
The typical mechanism-design exercise does not pretend to describe a 
situation from a disinterested position; it aims to solve a problem. And 
typically, it is the specific problem of a specific economic agent (an 
employer, a seller). The single-mindedness of this endeavor can blind 
the analyst to other aspects of the situation. The analytical identifica-
tion with the designer risks becoming an emotional one. In the context 
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of the sponsored search problem, it meant identifying with Google and 
its objectives. And Kfir and I didn’t want to act like unpaid Google 
employees.

Second, the single-minded pursuit of the designer’s objective usually 
comes with fierce determination to relax any constraint on the instru-
ments at the designer’s disposal, even if this leads to artificial mecha-
nisms. From this perspective, every limitation on the space of feasible 
mechanisms feels ad hoc. When theorists carry out a mechanism-design 
exercise, they tend to have fewer inhibitions when introducing unreal-
istic instruments, compared with descriptively motivated theoretical 
exercises. A classic example is the role of integer games in Eric Maskin’s 
(1999) canonical Nash-implementation mechanism.6 In contrast, the 
competitive-equilibrium approach is more at ease with restricting con-
tract spaces. The most obvious example is the classic textbook model, 
which restricts itself to linear prices without trying to derive this restric-
tion from first principles.

To summarize, focus on a single objective and reluctance to limit con-
tractual instruments are two characteristics of the mechanism-design 
approach. Kfir and I felt that when trying to understand whether “the 
market can attain quality search,” these two characteristics would derail 
us from our mission and blind us to interesting aspects of the problem. 
We found competitive equilibrium’s disinterested “bird’s eye” mentality 
more fitting. Or was it no more than a childish reaction to the “Econ-CS” 
papers that gave us the impression that their authors were about to the 
enter the executive suite of some internet giant (some did)?7

And so now I’ll tell you the story of our research, how we were deter-
mined to follow the competitive-equilibrium style, how we failed, how 
we ended up adopting the mechanism-design language, how our initial 
motivation did leave its imprint on the final product (published as Eliaz 
and Spiegler 2016), and why I think there are general lessons to be 
learned from this otherwise idiosyncratic experience.

Our theoretical argument can be conveyed with a simple example, 
so I’ll stick to it throughout the chapter, resisting the temptation to 
explain how much more general our exercise really is. (I should add 
that my presentation here cheats a little bit; I have tweaked the formal 
exposition relative to our original working paper, for the sake of clarity.)

Mozart or Stravinsky

Suppose our search-engine users are interested in classical music. They 
heard a piece of music on the radio while driving, or possibly as part 
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of a film soundtrack. Having liked the piece, they would like to retrieve 
it. Unfortunately, they don’t know the name of the piece; they can barely 
hum it. They will recognize it if they get to hear it again, but they cannot 
describe it.

However, our users are not all helpless. Some of them know the name 
of the piece’s composer. For the sake of our example, suppose the uni-
verse of classical-music composers consists of only two, Mozart and 
Stravinsky. Some of our users are looking for a Mozart piece, while 
others are looking for a Stravinsky piece. Within each group, some can 
name the composer of the piece they are looking for. Accordingly, there 
are four types of users:

1.  Type (Mozart, MOZART): The composer of this type’s favorite piece 
is Mozart and the user can name him, and therefore he submits the 
specific query “MOZART.”

2.  Type (Stravinsky, STRAVINSKY): The composer of this type’s favor-
ite piece is Stravinsky and he can name him, and therefore he submits 
the specific query “STRAVINSKY.”

3.  (Mozart, CLASSICAL MUSIC): The composer of this type’s favorite 
piece is Mozart but he can’t name him, and therefore he submits the 
generic query “CLASSICAL MUSIC.”

4.  (Stravinsky, CLASSICAL MUSIC): The composer of this type’s favorite 
piece is Stravinsky but he can’t name him, and therefore he submits 
the generic query “CLASSICAL MUSIC.”

I am using capital letters to indicate queries and lowercase letters to 
indicate the composer of the piece our user is looking for. I will also 
use the terms “queries” and “keywords” interchangeably.

The economic allocation problem is thus to give each of these types 
access to a “search pool” from which they can repeatedly sample speci-
mens until they find what they are looking for. Formalize an “ideal 
search engine” as a function that assigns such a search pool to each 
query. Note that the search engine cannot distinguish between types 3 
and 4 because they submit the same query. Therefore, there will be only 
three search pools, one for each of the queries MOZART, STRAVINSKY, 
and CLASSICAL MUSIC.

How does the user navigate inside his assigned search pool? Take the 
simplest model in the textbook: random sequential search. The user samples 
specimens in random order, until he finds what he likes. (Since we will 
deal with search pools that contain an infinite number of any given 
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type of seller, the distinction between sequential search with and without 
replacement is irrelevant.) A user whose favorite composer is Stravin-
sky will repeatedly sample pieces of music from the pool. He will never 
choose a Mozart piece; and conditional on drawing a Stravinsky piece, 
there is some constant probability q that he will select it and terminate 
the search.

This image is quite different from Google search, where alternatives 
are presented in a certain order, which affects the order by which the 
user inspects the alternatives. In this sense, the modeling approach I 
am describing here does not aim at a faithful description of Google 
search. Instead, it starts from the abstract notion of an “ideal search 
engine” as a function that assigns a search pool to search queries. It 
then looks at the simplest textbook model in the search theory litera
ture: random sequential sampling in a stationary environment. This is 
a difference between “applied theory” and “pure theory” sensibilities.

Given the user’s behavioral model, a search pool is fully described 
by its shares of Mozart and Stravinsky pieces. An ideal search engine 
will choose a composition for each search pool in a way that minimizes 
the user’s expected search time.

The optimal search pool in response to the query MOZART will 
consist of Mozart pieces only. Likewise, the optimal search pool in 
response to the query STRAVINSKY will consist of Stravinsky pieces 
only. Recall that when a user encounters a piece by the right composer, 
he stops the search with probability q. The user’s expected search time 
in either of these two pools will be

q ⋅1 + q(1 − q) ⋅ 2 +!= 1
q

What about the search pool that the search engine designs in response 
to the generic query CLASSICAL MUSIC (I’ll use CL as a convenient 
abbreviation for this query)? This pool should include pieces from both 
composers. The optimal composition will minimize the expected search 
time of users who submit this query:

Pr(Mozart|CL)
1

q ⋅Share(Mozart)
+ Pr(Stravinsky|CL)

1
q ⋅Share(Stravinsky)

In this formula, Share (x) means the fraction of x pieces in the search 
pool, and Pr (x|w) is the probability that the user wants x conditional 
on him submitting the query w. Solving this minimization problem is 
straightforward. The solution satisfies:
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Share(Mozart)
Share(Stravinsky)

= Pr(Mozart|CL)
Pr(Stravinsky|CL)

This is a key observation. When the user submits the generic query, 
the ideal search engine faces uncertainty regarding the user’s taste. To 
minimize the user’s expected search time, the search engine should 
design a search pool in which the share of a composer is proportional 
to the square root of the fraction of this composer’s fans in the popula-
tion of users who submit the query. In particular, this means that the 
minority taste group in this population should be overrepresented. For 
example, when the fraction of Stravinsky fans among the users who 
submit CLASSICAL MUSIC is 20%, the share of Stravinsky pieces in 
the pool should be one-third:

20
80

= 1/3
2/3

A Competitive Market for Keywords

Suppose there are many sellers of Mozart pieces and just as many sellers 
of Stravinsky pieces. (We can think of a seller as a group of musicians 
who made a recording of a particular piece of classical music.) Each 
seller can serve any number of customers, but no seller can provide 
both types of product. The value of a successful transaction is 1 for all 
sellers.

The allocation problem is to assign sellers to search pools. This is a 
many-to-many allocation: multiple sellers are admitted to a given pool, 
and a given seller can be assigned to multiple pools. The allocation deter-
mines the composition of each search pool. For example, if 75% of Mozart 
sellers and 50% of Stravinsky sellers are allocated to the search pool 
corresponding to the query CLASSICAL MUSIC, then this pool will 
consist of 60% Mozart (because 75/(50  +  75)  =  0.6) and 40% Stravinsky.

We want to conceptualize a “sponsored search” engine that performs 
the allocation task via some kind of “competitive market.” For every 
query there is a market price that a seller needs to pay if she wants to 
enter the search pool associated with this query. The price can be defined 
as a fixed entry fee, or equivalently—in the spirit of real-life sponsored 
search—as a price per impression that the seller will pay each time she 
is examined by a user in the pool she was admitted into. (The search 
engine cannot monitor whether an impression results in a transaction. 
Therefore, a price-per-transaction is infeasible.)
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A market equilibrium consists of a price-per-impression for each 
keyword and a decision for each seller as to which keywords to pay 
for (recall that paying the price of a keyword is a necessary and suffi-
cient condition for entering its associated search pool). There are two 
conditions for this pair to constitute a market equilibrium. First, all 
sellers earn zero profits. Second, no seller can earn strictly positive profits 
by paying equilibrium prices for some other bundle of keywords.

The zero-profit condition captures the intense competition among 
sellers as they attempt to enter search pools. The definition doesn’t ask 
who receives the sellers’ payments. We can assume it is the search engine, 
but the definition is silent on this issue. This is unlike the mechanism-
design approach, which puts the designer at the forefront.

Kfir and I thought of this kind of definition as belonging to the tradi-
tion of competitive equilibrium. Not because there are clearly articu-
lated supply and demand. Neither did our model introduce an explicit 
scarcity that presumably calls for a market allocation. The scarce resource 
is the users’ time, but it lies in the background. Like the 1976 Rothschild-
Stiglitz concept that served as our inspiration, the definition captures 
in “reduced form” the competitive pressures that sellers experience 
when trying to enter users’ consideration sets.

An immediate consequence of the two conditions is that we can apply 
the zero-profit condition to each query separately. The equilibrium price-
per-impression of each query is equal to the conversion rate experienced 
by the sellers who are admitted into the query’s pool—namely, the prob-
ability that an impression in that pool will result in a transaction.

Kfir and I focused on symmetric market equilibria. In a symmetric equi-
librium, all sellers of a given type make the same choices. Asymmetric 
equilibria were less appealing in our model, as they could “weaponize” 
the zero-profit condition to obtain results that disappear with various 
perturbations of the model.

A First Welfare Theorem?

Does market equilibrium induce an optimal composition of the search 
pools associated with the various queries? If so, this would be a “first 
welfare theorem” specialized for our “market for keywords” setting, and 
sort of a theoretical “yes” to Brin and Page’s 1998 question posed above.

The answer is trivially affirmative as far as the specific queries 
MOZART and STRAVINSKY are concerned. Users who submit these 
queries are homogeneous: all users who submit MOZART are looking 
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for a Mozart piece, and all users who submit STRAVINSKY are looking 
for a Stravinsky piece. We can therefore allocate Mozart sellers to the 
MOZART pool and Stravinsky sellers to the STRAVINSKY pool. The 
market price-per-impression that induces zero profits for these sellers 
is q for each of the two queries. No Stravinsky seller wants to pay this 
price for MOZART because the conversion rate it will experience in the 
MOZART pool is zero. Likewise, no Mozart seller wants to pay the 
market price of STRAVINSKY. So, the equilibrium conditions hold for 
the specific queries.

The situation is different with the generic query CLASSICAL MUSIC. 
The optimal search pool associated with this query must include both 
types of sellers. If we focus on symmetric equilibria, then all sellers should 
be in the pool, such that the fraction of Mozart sellers in it will be 50%. 
This will almost never be the optimal composition.

For the sake of the argument, suppose we did allow for asymmetric 
equilibria, such that not all sellers of a given type act the same. In par
ticular, suppose that m Mozart sellers and s Stravinsky sellers choose 
to pay the market price of CLASSICAL MUSIC and thus enter its search 
pool. The conversion rate that each seller experiences in this pool should 
be equal to the market price. Let us see what this entails.

The random-sequential-search assumption means that every seller 
in the pool gets the same number of impressions. In order for all sellers’ 
conversion rate to be the same, the number of transactions that each of 
them completes must be identical as well. Let’s calculate this number 
for each type of seller. Suppose that the total number of users who submit 
the query CLASSICAL MUSIC is n (m, s and n are all large numbers). 
Then, a Mozart seller gets the following number of transactions:

n ⋅Pr(Mozart|CL)
m

Likewise, a Stravinsky seller gets the following number:

n ⋅Pr(Stravinsky|CL)
s

The requirement that these numbers are identical translates to the 
following equation:

m
s
= Pr(Mozart|CL)
Pr(Stravinsky|CL)
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But the ratio m/s is exactly the ratio between the shares of Mozart 
and Stravinsky sellers in the pool. That is,

m
s
= Share(Mozart)
Share(Stravinsky)

We see that Share ( x) must be proportional to the fraction of x fans in 
the population of users who submit CLASSICAL MUSIC. But recall that 
an ideal search engine requires Share ( x) to be proportional to the square 
root of this fraction. In other words, if m and s were selected to imple-
ment the optimal pool composition, Mozart sellers would be earning 
more than Stravinsky sellers, because the latter would be overrepre-
sented in the pool relative to their fan base. Competitive forces would 
then lead Mozartians to crowd out the Stravinskians.

The conclusion is that a competitive market equilibrium cannot 
sustain the search pool that an ideal search engine would generate—
even if we allow for asymmetric equilibria. We can’t get our first welfare 
theorem. There is a fundamental tension between search-time minimi-
zation and the zero-profit condition that dictates competitive allocation 
of sellers into search pools.

Broad Match

Let us now tweak our competitive market for keywords, by redefining 
the entitlement that paying for a keyword gives. Suppose that when a 
seller pays the market price for the keyword MOZART or STRAVIN-
SKY, she is also granted probabilistic entry into the search pool CLASSI-
CAL MUSIC.

This indirect access is in the spirit of the “vocabulary expansion” func-
tion of search engines, bridging between supply and users’ imperfectly 
described demand. When someone submits the query CLASSICAL 
MUSIC, there is some probability that what he is looking for is a Mozart 
piece. Just as when someone Googles “Kefir Elias,” there is a good chance 
that he is actually looking for material on Kfir Eliaz. It is therefore 
helpful to form some linkage between the query “Kefir Elias” and the 
objects that are more obviously associated with the query “Kfir Eliaz.”

Linkages of this sort are known in the industry as “broad match.” 
Let us hijack this term and apply it to our model of a competitive market 
for keywords. This means adding the following component to the 
model: a function that assigns to every pair of queries w and v a number 
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b(w, v) between 0 and 1. The interpretation is that if a seller pays the 
market price for w, she is admitted into the search pool of query v with 
probability b(w, v).

This is the only change in the model: an extended definition of what 
paying the market price of a keyword entails in terms of admission into 
search pools. Under the original definition, a seller is admitted into the 
pool associated with a query if and only if she pays the market price 
for that same query. The broad match function means that a seller can 
enter a search pool associated with one query even if she pays the market 
price of a different query.

For example, suppose that all Mozart sellers pay the market price 
for MOZART and CLASSICAL MUSIC, whereas all Stravinsky sellers 
pay the market price for STRAVINSKY only. Then, the fraction of Stravin-
sky sellers in the search pool of CLASSICAL MUSIC will be (using 
abbreviations for the three queries):

b(STR, CL)
b(STR, CL) + b(MOZ, CL) + b(CL, CL)

The remaining fraction will consist of Mozart sellers.
The definition of market equilibrium remains the same: sellers must 

earn zero profits, and they should not be able to find a more profitable 
bundle of keywords. The only thing that changes is the entitlement that 
paying the market price of a keyword gives. This modified entitlement 
is defined by the broad match function b. In this sense, the broad match 
function is analogous to the endowments in the classical exchange-
economy model.

A “Second Welfare Theorem”?

The introduction of broad match into the model raises a question in the 
spirit of the second welfare theorem: Is there a specification of the broad 
match function b for which the optimal composition of the ideal search 
engine can be sustained in symmetric market equilibrium?

The answer turns out to be—it depends. More precisely, the follow-
ing inequality is a necessary and sufficient condition. Suppose that in 
the general population of users, there are more Mozart fans than Stravin-
sky fans. Then, this is what the inequality looks like:

	

Share of Mozart fans
Share of Stravinsky fans

⋅BC ≤ 1
� (*)
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The first term on the left-hand side is clear: that is the ratio of Mozart 
and Stravinsky fans in the general user population. But what is BC? 
This is a measure of the similarity between the query distributions that 
characterize Mozart and Stravinsky fans. It is known as the Bhattacha-
ryya Coefficient, following Bhattacharyya (1943)—hence the abbreviation 
BC—and defined as follows:8

w∑ Pr w|Mozart( )Pr(w|Stravinsky)( )2

In this definition of BC, w is a query; Pr (w|x) is the probability that 
a user who wants x submits the query w. BC takes values between 0 
and 1. It increases with the similarity between the query distributions 
of Mozart and Stravinsky fans. Put differently, BC measures how infor-
mative users’ queries are of their preference type. For example, when 
the query is fully informative, Pr (w|Mozart)  =  0 or Pr (w|Stravnisky)  =  0 
for every w, such that BC is zero. At the other extreme, if the query is 
entirely uninformative, Pr (w|Mozart)  =  Pr (w|Stravinsky) for every w, 
such that BC becomes

w∑ Pr(w|Mozart) = 1

The BC formula applies to any conditional query distribution. In our 
simple example, BC is reduced to the simple product

Pr (CL|Mozart) · Pr (CL|Stravinsky)

Inequality (*) conveys the following lesson. If users’ queries are suf-
ficiently informative about their preferences, and if the preference dis-
tribution is not too skewed, then the search pools that an ideal search 
engine would devise can be sustained in symmetric market equilibrium, 
provided that we design the broad match function appropriately. In this 
sense, we have a qualified second welfare theorem.

The reason broad match can help is that it dissociates the consider-
ations that dictate the optimal composition of search pools from the 
competitive pressures that govern sellers’ access to the pools. Recall 
that the former consideration requires overrepresentation of Stravinsky 
sellers in the CLASSICAL MUSIC pool. Stravinsky sellers who pay for 
STRAVINSKY and enter the CLASSICAL MUSIC pool thanks to broad 
match give the necessary boost to the representation of Stravinsky in 
that pool. At the same time, the conversion rate that these sellers get 
from STRAVINSKY is lower than in the previous, “narrow match” case 
because now they also encounter Mozart fans who submitted the query 
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CLASSICAL MUSIC. If there are too many of those users, then Mozart 
sellers, exploiting broad match, will become too eager to pay the market 
price for the keyword STRAVINSKY. As a result, they will disrupt the 
optimal allocation by diluting the STRAVINSKY pool. Inequality (*) 
prevents this scenario from materializing.

Kfir and I went further and constructed the broad match function 
and the equilibrium prices-per-impression of all queries in the market 
equilibrium that sustains the optimal search pools, when inequality (*) 
holds. For example, we showed how BC enters the equilibrium price 
formula: as users’ queries become more informative, the price-per-
impression of keywords rises across the board.

A happy ending?

Primitives and Solution Concepts

Only as far as Kfir and I in our “research lab” were concerned. But in 
the summer of 2013 came the time to tell other people about it in seminar 
or conference talks, as well as in ten-minute personal chats over coffee.

This proved to be not so happy. Time and again, we found it hard to 
communicate our model and our findings. The market equilibrium 
concept itself was difficult to get across. Not because it is formally com-
plicated; it is in fact quite simple to describe, as we saw earlier. It is 
certain that our written exposition back then was muddled. But we had 
enough experience with seminar presentations and one-on-one chats to 
be able to explain what we were doing in an intelligible manner. Yet, 
unlike other occasions with other papers, we felt we were failing at that.

Of course, this is not interesting by itself, but I believe our commu-
nication failure had a broader significance. The difficulty in getting the 
message across efficiently—“twenty five words or less,” as the villain-
ous movie producer Griffin Mill demands from screenwriters who try 
to pitch him a story in Robert Altman’s fabulous 1992 film The Player—
seemed to lie in economic theorists’ guarded attitude to any theoretical 
exercise that involves a nonstandard solution concept.

Most economic models have two built-in parts: a description of the 
model’s primitives and the solution concept that one applies to these primi-
tives. The culture of economic theory welcomes a proliferation of prim-
itives but dislikes a proliferation of solution concepts; it prefers to take 
solution concepts off the shelf. If a paper wants to introduce a new solu-
tion concept, it must make a big fuss around it. The concept is expected 
to apply to a general, abstract class of models. As a result, the paper 
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ends up being about that solution concept. Casually introducing a new 
solution concept into a paper that is nominally about something else is 
considered poor form.

Economic theorists have become extremely efficient in communicat-
ing models to each other. This efficiency depends on having an effective 
language for defining primitives and a small set of handy solution con-
cepts. Confronted with a new solution concept, theorists switch to a 
slower, more critical, and less efficient reception mode.

Our solution concept was new-ish. Conceptually, it was traditional. 
On the other hand, it wasn’t bread-and-butter competitive equilibrium 
because there were no clearly articulated supply, demand, or endow-
ments. Rather, our approach was inspired by Rothschild and Stiglitz’s 
1976 paper: they had invented a new solution concept in the spirit of 
competitive equilibrium, specialized for an insurance market model that 
departs from linear prices. Their concept was later applied to other set-
tings, but it was initially introduced in that specific context of an insur-
ance market. Likewise, Kfir and I wanted to define a solution concept 
in the spirit of competitive equilibrium, specialized for a “market for 
keywords” model. In the contemporary culture of economic theory, an 
exercise that introduces new primitives and a new solution concept is 
harder to get across.

From a broader perspective, which goes far beyond our little study 
of search engines, the competitive-equilibrium approach has a built-in 
limitation. Historically, the textbook definition was developed by Arrow, 
Debreu, and others in the context of rigidly structured market models. 
Agents in these models arrive with endowments or technologies, and 
prices must be linear. At the time, this seemed like the entire universe 
of economics, so economists didn’t internalize its narrow scope. In this 
sense, game theory is much more flexible: its language can accommo-
date more diverse primitives. As a result, when theorists like Roths-
child and Stiglitz wanted to carry the spirit of competitive equilibrium 
over to insurance markets with nonlinear pricing, they felt a need to 
invent a new solution concept, whereas a game theorist would need 
only write a new game form.

Recently, Michael Richter and Ariel Rubinstein developed an inter
esting research agenda that addresses this limitation. They argue that 
“competitive equilibrium” is a modeling attitude with much broader 
scope than what we have been conditioned to believe. Their approach 
(which they launched in Richter and Rubinstein 2015) was to present 
an abstraction of the competitive-equilibrium model that would go 
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beyond the standard exchange/production economy and beyond prices 
as regulators of economic activity. This was more grandiose than our 
own exercise, but it had a similar underlying impulse.

Our audiences’ distrust of our nonstandard solution concept was 
accompanied by the more general suspicion of models that involve 
hand-waving about invisible hands. If some competitive force is going 
to bring our sellers’ profits to zero, then why won’t we write down a 
game-theoretic model in which sellers have explicit moves that capture 
this force?

Ultimately, it wasn’t clear to our audiences why we were so keen to 
abandon the mechanism-design approach. Under that approach, we 
would need to innovate only at the level of primitives: a new allocation 
problem that is concerned with assigning sellers to search pools. We 
wouldn’t need to innovate at the level of the solution concept. Given 
the presentational advantages of this approach, our willful refusal to 
take it seemed annoying.

Conversion

Faced with such a clear communication failure, Kfir and I didn’t even 
bother to submit our paper for publication. Instead, we decided to soften 
our intransigence and describe our exercise entirely in mechanism-
design terms.

We started with so-called (anonymous) direct mechanisms. In this 
telling, every seller reports whether she is of a Mozart or Stravinsky type. 
The mechanism responds to every report with a probabilistic assign-
ment to search pools and a per-impression fee. Given the reporting 
strategies of other sellers, each seller can compute the number of impres-
sions and transactions she will experience in each pool, and use it to 
evaluate her possible reports. The mechanism is incentive-compatible if 
no seller wants to misreport her type given that all other sellers are 
truth-telling.

And that’s it! Of course, this description seems so much shorter than 
my earlier pitch in this chapter because I’ve already presented the primi-
tives. So the proper comparison is between this conventional definition 
of incentive-compatible direct mechanisms and our earlier definition of 
market equilibrium. The familiarity of standard mechanism-design 
definitions contributes to the efficiency in communicating our idea.

The most interesting comparison between the two approaches con-
cerns the questions that each of them generates. The mechanism-design 

Downloaded from http://direct.mit.edu/books/book-pdf/2362281/book_9780262379038.pdf by guest on 26 September 2024



From Competitive Equilibrium to Mechanism Design	 155

description immediately suggests the following question: Are optimal 
search pools implementable by an incentive-compatible mechanism, 
even without imposing the restriction that sellers earn zero profits? The 
answer turns out to be an unqualified yes, using a basic result from the 
theory of mechanism design due to Rochet (1987). This question had 
no counterpart in the competitive-equilibrium version.

When we ask whether the search engine can implement the optimal 
search pools and at the same time extract the sellers’ entire profits, we 
get a problem that is formally equivalent to the question we posed to 
our competitive-equilibrium model. And indeed, the answer is the same: 
the twin objectives of implementing optimal search and extracting 
sellers’ profits are attainable if and only if the inequality (*) holds. But 
these twin objectives sound rather strange in a mechanism-design 
context. If the designer is the search engine, why should it regard search-
time minimization as a primary motive? And if the designer is a benevo-
lent social planner, why should it care about extracting advertisers’ 
surplus? This is a neat demonstration of how the mechanism-design 
approach leads the analyst to identify with a specific designer and refrain 
from asking questions that do not correspond to the designer’s natural 
motivations.

To maintain the interpretation of the designer as a search engine 
and to rationalize its interest in implementing optimal search, we can 
assume that it also collects access fees from the search engine’s users. 
Their willingness to pay these fees will depend on the quality of their 
search experience. The lower the search time, the higher the access 
fee the search engine can charge them. This is what Kfir and I did. We 
rewrote our model of user behavior as a rational search model (instead 
of the mechanical sequential search process that we originally assumed) 
and introduced user access fees. In this manner, the search engine 
doesn’t have twin objectives but a single, conventional one: maximizing 
profits. But that’s exactly the kind of modeling strategy we had originally 
wanted to avoid. Not only does it carry the “unpaid Google employee” 
mindset further, but it also leads to something that we don’t see in real
ity: user access fees. It is a feature that is demanded not by realism but 
by the mechanism-design modeling strategy.

Another problem that the mechanism-design pitch demands is finding 
“indirect,” auction-like mechanisms, to complement the analytically 
convenient but unrealistic direct mechanisms. As we had expected, 
analyzing Nash equilibria in such auction games forces the analyst to 
consider all kinds of deviations from equilibrium play. Some of these 
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deviations make sense, while others are excess baggage that one must 
accept if one is going to apply Nash equilibrium to the game. It’s part of 
the deal, but it’s a distraction that the competitive-equilibrium approach 
avoided.

Finally, once we learn that the search engine cannot always imple-
ment the “first-best” (maximizing and fully extracting social surplus), 
it is conventional in mechanism design to look for the “second-best”: 
what is the maximal profit that the search engine can generate with an 
incentive-compatible mechanism? Once again, it is a question that 
doesn’t arise in the competitive-equilibrium framework. This is a ques-
tion we knowingly left open.

After we rewrote our paper as a strict mechanism-design exercise, 
without any reference to competitive equilibrium, it became a much 
easier expositional task. There were fewer misunderstandings, fewer 
lapses of communication. The stark assumptions we made exposed us 
to valid criticisms about the limited scope of our exercise—especially 
if one expected it to be a model of Google search, an expectation abetted 
by the mechanism-design style, unlike the more detached competitive-
equilibrium approach. But it was easier to convey what we were doing.

Recap: Why Did We Eschew Mechanism Design  
in the First Place?

The research directions that the switch to a mechanism-design approach 
forced us to consider demonstrate the reservations about the approach 
that had motivated us from the beginning. Let us recall these concerns.

First, the mechanism-design approach leads the analyst to identify 
with the designer and therefore ask questions that are of importance 
for the designer, possibly at the expense of questions that are more inter
esting for an outside observer. And indeed, we found ourselves refor-
mulating the problem in terms of a profit-maximizing designer.

Second, according to this mechanism-design protocol, when the 
designer is unable to implement her “first-best,” figuring out the “second-
best” seems like an obvious next step. The pressure to pose such a ques-
tion under a competitive-equilibrium approach is weaker.

Third, another question that arises naturally under the mechanism-
design approach is the quest for realistic, auction-like indirect mecha-
nisms. But Nash equilibrium analysis of such mechanisms forces the 
analyst to consider stability with respect to deviations that aren’t always 
natural or interesting.
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Fourth, the mechanism-design perspective impels the analyst to 
expand the set of instruments at the designer’s disposal, even if these 
instruments aren’t realistic. And indeed, to reformulate our original 
question as a profit maximization problem for the search engine, we 
were led to introduce unrealistic user access fees into our model.

As to the crowding out of interesting questions, the very notion of 
broad match may be a case in point. The large Econ-CS literature on 
sponsored search, with its mechanism-design orientation, almost never 
addressed broad match. The overwhelming majority of works on 
auction-theoretic aspects of keyword pricing focus on the case of a single 
query. Very few address the case of multiple queries and the notion of 
broad match that arises in them. Those that do typically view broad 
match as a means for thickening auction markets, or examine the com-
putational complexity of bidding in a multi-keyword environment.9 
Broad match as a fundamental feature of search engines that enables 
them to fulfill the “vocabulary expansion” role—we found none of that 
in this sizeable literature. I believe that the mechanism-design perspec-
tive is responsible for this neglect. It creates this tunnel vision that pushes 
the researcher to go deep in certain directions at the expense of others.

Epilogue

After the mechanism-design expositional overhaul, Kfir and I submit-
ted our paper to the American Economic Review at the start of 2015, and 
our paper was rather quickly accepted for publication. In material terms, 
this was a successful outcome.

And yet, looking back, I think I still prefer the older, competitive-
equilibrium version. The mechanism-design gambit led us to ask ques-
tions that appear “natural” through that particular prism. However, it 
may have muted other, more interesting problems that revolve around 
a question I still find fascinating: Can market forces regulate effective orga-
nization of human knowledge?

By accepting the mechanism-design mindset, Kfir and I were eventu-
ally, despite our initial intentions, acting like Google minions. The 
detached, bird’s-eye view of competitive equilibrium seems to buy you 
a certain freedom and independence that the more practically minded 
“market design” culture doesn’t. When the great transformation from 
competitive equilibrium to market design is complete and the dust 
settles, we should recognize this subtle cultural change as an important 
by-product.
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Academic researchers are specialists: they develop expertise in a par
ticular area of study. Therefore, we expect their work to exhibit some 
amount of repetitiveness. Economic theorists who develop an expertise 
in a subfield are likely to revisit the same class of models or economic 
environments.

In this chapter I address a different kind of recurrence in theorists’ 
work; a more personal and “artistic” recurrence of themes or mottos 
that are in principle independent of modeling choices or substantive 
economic questions.1 I am thinking of the analogue of things like the 
Coen brothers’ recurring theme of “evil meets stupidity”—or even 
smaller-scale mannerisms, like the image of a fat old man yelling at the 
protagonist from behind a large desk, which appears in many of their 
films. These are motifs, themes, or schticks that, for whatever reason, 
the artist keeps returning to, but placed in such different contexts that 
this ceases to be a simple matter of repeating oneself.

Within the world of economic theory, a rare example of a theorist’s 
attempt to introspect about “recurring motifs” in his work is Avinash 
Dixit’s semi-humorous piece “My System of Work (Not!)”:2

As you can see, my approach to research is too opportunistic to have a constant 
direction. But taking stock of it for the purpose of writing this piece, I could 
see a recurrent if not dominant theme. Scale economies and sunk costs keep 
appearing in my papers with great regularity. Imperfect competition is the norm, 
and market equilibria are not socially optimal (but government interventions 
have more subtle effects than naive intuition would suggest, and may actually 
make matters worse).

If you think that the above quote holds no interest (“Who cares if 
you like to put sunk costs in your models? What are you, Fellini?”), 
Dixit offers the following broader interpretation of his professional 
mannerisms:

9	 A Placebo Trilogy
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And therein lies an irony. The left-wing critics of the late 1960s and 1970s, who 
influenced many youngsters when I started out, reserved their strongest criti-
cism for the perfectly competitive equilibrium of the neoclassical system. Of 
course they did little by the way of offering a viable alternative. It has been the 
unexciting incremental work, to which I have contributed a little, that has built 
into a major shift in our understanding of how the economic system operates 
when the assumptions of neoclassical economics fail.

Now this is an observation with interesting political connotations. 
The “personal tics” of sunk costs and economies of scale suddenly 
become Dixit’s way of expressing a “third way”: a moderately progres-
sive approach to economics, against the background of radical left-wing 
progressivism that surrounded him during his formative student years.

This chapter is an attempt at a more systematic introspection, using 
my own work for raw material. I hope this won’t come across as too 
self-indulgent. I am perfectly aware that few would take intrinsic inter-
est in recurring mottos in an economic theorist’s oeuvre. I am not 
Fellini. Nevertheless, I think that whoever takes an interest in the culture 
of economic theory may find something to learn from such an intro-
spective exercise. And I hope the examples themselves have entertain-
ment value.

I refer to my recurring motto as the placebo theme. It is the idea that 
certain actions or products may have zero intrinsic value but generate 
stable demand nonetheless, due to some error of reasoning committed 
by economic agents. I have been fascinated by this idea for many years 
and I keep returning to it. I’d like to share three of these examples, which 
are based on a trio of papers (Spiegler 2006, 2013, 2016). Though dif
ferent from each other in terms of economic substance and modeling 
technique, they all share the placebo theme. I conclude by speculating 
about the political and psychological significance of this fixation.

Consumers: The Dieter’s Dilemma (2016)

We are all familiar with the motto “correlation doesn’t imply causa-
tion.” Economists use it to admonish or make fun of laypeople (or, even 
better, other scientists) for jumping into conclusions about causal effects 
from observed correlations. Yet, in the spirit of behavioral economics, 
shouldn’t we also try to model how such people reason, and what the 
behavioral implications of confusing correlation with causation might 
be? Of course we should. So here’s a story.

Imagine a population of identical consumers. Each consumer chooses 
whether to buy a food supplement, thinking this might have an effect 
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on her long-term health. In reality, the food supplement has no such 
effect: the consumer has a 50% chance of being healthy, independently 
of whether she consumes the supplement. In the population of con-
sumers, we will see two statistically independent variables: consumers’ 
choices and their health outcome. However, if consumers realized their 
choice has no effect on their health, they would all refrain from buying 
the costly supplement, and so there would be no variation in the 
consumer-behavior variable.

Now add a third variable to our story, the blood level of some 
chemical—the like of cholesterol, vitamin D, or serotonin. In reality, the 
chemical blood level is determined by the other two variables: it is abnor-
mal if and only if the consumer’s underlying health is poor and she 
doesn’t consume the supplement. Since the consumer doesn’t care about 
the chemical blood level per se, and since it plays no role in the mapping 
from her action to the health outcome, the consumer should ignore this 
variable altogether.

However, suppose that our consumer believes that the three vari-
ables are causally related in a way that can be described by the follow-
ing diagram:

s →  c  →  h

In this diagram, s stands for the supplement consumption quantity, 
c stands for the chemical blood level and h stands for the health outcome. 
In what follows, consumption quantity can take only the values 0 and 
1. Likewise, good and bad health are denoted h  =  1 and h  =  0. Normal 
and abnormal chemical levels are denoted c  =  N and c  =  A.

This diagram is an example of a directed acyclic graph representing a 
causal model: s is perceived to be a direct cause of c, which is in turn 
perceived to be a direct cause of h, and there are no other causal trans-
missions. There is a wonderful literature at the intersection of artificial 
intelligence and statistics that applies directed acyclic graphs to proba-
bilistic and causal inference. Judea Pearl’s recent The Book of Why is a 
highly recommended entry point.3 The model I am about to describe 
makes use of very basic concepts from this literature.

Our consumer forms a belief about the health implications of her con-
sumption decision by fitting her causal model to objective observational 
data. This means measuring the empirical distribution of chemical blood 
levels conditional on supplement consumption, as well as the empirical 
distribution of health outcomes conditional on the chemical blood level, 
and putting them together in accordance with the consumer’s causal 
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model. Formally, the consumer’s subjective probability of h conditional 
on s is

Pr(c  =  N|s) · Pr(h  =  1|c  =  N)  +  Pr(c  =  A|s) · Pr(h  =  1|c  =  A)

The consumer regards this conditional probability as a causal quan-
tity, measuring the causal effect of her action on the probability of being 
in good health. As a result, her subjective estimate of the health effect 
of buying the supplement is

[Pr (c  =  N|s  =  1) −  Pr (c  =  N|s  =  0)] · [Pr (h  =  1|c  =  N) − Pr (h  =  1|c  =  A)]

All the terms in this formula can be measured from the objective 
empirical joint distribution over the variables s, c, and h. However, 
the formula delivers a wrong estimate of the causal effect of s on h, 
because it is the result of imposing a wrong causal model on objec-
tive  data, and therefore a wrong causal interpretation of observed 
correlations.

The correct causal model that underlies the objective joint distribu-
tion over the three variables is represented by the following graph:

s →  c ←  h

  The consumer’s subjective model inverts the true causal rela-
tion between chemical levels and health. In reality, the chemical level 
is a consequence of the consumer’s health condition, yet in his own 
mind the direction of causality is flipped. In other words, the con-
sumer is committing a reverse causality fallacy.

Let us now compute the terms in the formula that describes the 
consumer’s estimated health effect of buying the supplement. Denote 
Pr (s  =  1)  =  q. This is the fraction of consumers in the population who 
buy the supplement.

•  Pr (c  =  N|s  =  1)  =  1. Because by assumption, each consumer in the 
population ensures a normal chemical level if she consumes the 
supplement.
•  Pr (c  =  N|s  =  0)  =  0.5. Because by assumption, if a consumer doesn’t 
buy the supplement, her chemical level is determined by her underlying 
health condition. Since half the consumers in the population are healthy, 
it follows that half the consumers who do not buy the supplement have 
a normal chemical level.
•  Pr (h  =  1|c  =  A)  =  0. Because by assumption, the consumer must be 
unhealthy in order for her chemical to be abnormal.
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•  The fourth term, Pr (h  =  1|c  =  N), requires a more elaborate calcula-
tion. The fraction of consumers with normal chemical blood level is

Pr (s  =  1)  +  Pr (s  =  0) · Pr (h  =  1)  =  q  +  (1 −  q) · 0.5

The fraction of consumers who are healthy and have a normal chemi-
cal level is 0.5. Therefore, by Bayes’ rule,

Pr(h = 1|c = N) = 0.5
q + (1 − q) ⋅ 0.5

= 1
1 + q

Plugging these four terms in the formula, we obtain the consumer’s 
estimated effect of buying the supplement on the probability of being in 
good health:

1 − 0.5[ ] ⋅ 1
1 + q

− 0
⎡

⎣
⎢

⎤

⎦
⎥ =

1
2 + 2q

Two things about this formula are noteworthy. First, it is strictly above 
zero, which is the objective health effect of buying the supplement. In 
other words, the consumer’s reverse causality error leads her to assign 
value to something with no intrinsic value.

Second, the consumer’s subjective estimate of the health effect of her 
action depends on the action frequencies in the consumer population. This 
dependence would never arise if the consumer had a correct model: by 
definition, the conditional objective probability Pr( y | x) is invariant to 
the marginal probability Pr (x). This invariance does not extend to the 
subjective conditional distribution, which is based on a wrong causal 
model.

Moreover, the formula is decreasing in q. The larger the fraction of 
consumers who buy the supplement, the lower its subjective value. For 
example, suppose that the cost of buying the supplement is 0.4. Then, 
as long as q   < 0.25, consumers will conclude that the benefit from buying 
the supplement exceeds its cost. Conversely, when q  >  0.25, consumers 
will conclude that the cost exceeds the benefit. This suggests a natural 
equilibrium characterization of subjectively optimal behavior: when 
q  =  0.25, all consumers are indifferent between the two actions because 
the estimated benefit of buying the supplement is equal to its cost. There-
fore, the pattern in which 25% of the consumer population purchase 
the supplement is stable.

We have thus learned two lessons from this example. First, reverse 
causality can lead consumers to assign value to intrinsically worthless 
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products. Second, subjective optimization under reverse causality needs 
to be analyzed as an equilibrium phenomenon, even though we are 
dealing with individual decision-making.

I am proud of this little parable, which I called the dieter’s dilemma. 
With it, I managed to produce a coherent description of a decision-maker 
who “mistakes correlation for causation.” In Spiegler (2016), I developed 
a broader modeling framework out of this little example, which put the 
language of directed acyclic graphs to productive use and enabled me 
to study in greater generality behavioral implications of causal 
misperceptions. Yet it all started with this “placebo” story about the 
poor consumer who throws good money at a no-good remedy.

Industries: The Market for Quacks (2006)

Our next story turns from the individual consumer, contemplating the 
purchase of an intrinsically worthless product, to an entire industry 
devoted to selling such products.4

Imagine a population of identical consumers having some under
lying problem. Every consumer is willing to pay 1 for anything that will 
fix her problem. The consumers enter a market with n revenue-maximizing 
firms that propose solutions to their problem. Firms incur an arbitrarily 
small cost when selling their products. Each consumer must choose one 
of the n  + 1 available alternatives: the firms’ products and the outside 
option (“doing nothing”). The probability that a consumer’s problem is 
fixed is q, independently for each consumer, and—most importantly—
independently of the action she takes. In particular, firms’ products have 
no advantage over the outside option! For this reason, I refer to the firms 
as “quacks” and to this industry as a “market for quacks.” If consumers 
understood how this market works, they would have no business enter-
ing it: in order to turn a profit, firms would have to charge a strictly posi-
tive price, and yet the outside option is free of charge and offers consumers 
the same quality. Therefore, the market for quacks would be inactive if 
all market agents were individually rational.

Every reader will think of her own real-life analogue of this market 
for quacks. For some, many kinds of alternative medicine would qualify. 
This is actually trickier in practice because of placebo effects: a patient’s 
mere belief in the healing power of a potential remedy may trigger physi-
ological processes that effectively endow it with actual healing powers. 
My example assumes away such placebo effects. A more indirect parallel 
(and an obviously more important one) is with the market for active 
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money management. A strong form of the efficient market hypothesis main-
tains that since market prices of financial assets reveal all underlying 
information, active money managers have no advantage over a passive 
index fund. From this perspective, active money managers are “quacks” 
relative to the outside option, which is a relevant index fund.

Back to the parable. Assume the firms play a simultaneous-move 
game: each firm independently chooses a product price between 0 and 
1. This is the script of the textbook model of Bertrand competition. The 
difference is in how consumers make their choices. In the standard 
model, they correctly perceive that all firms sell the same product and 
know how to evaluate this product. If the product had value relative 
to the outside option, they would choose to buy from the cheaper firm, 
as long as its price is below the product’s value.

In contrast, in the current model, consumers rely on a sampling pro-
cedure to evaluate alternatives. Each consumer obtains an “anecdote” 
about each of the n  + 1 alternatives. An anecdote about an alternative is 
an independent random draw from the binary lottery that is associated 
with it: success in fixing a consumer’s problem with probability q, and 
failure with probability 1 −  q. Having gathered her n  + 1 anecdotes, the 
consumer chooses the best alternative in her sample. This means choos-
ing the cheapest among all successful alternatives in the sample. If the 
sample contains no success story, the consumer opts out. Some tie-
breaking rule is needed in case of ties in the sample. Although this is 
immaterial, for the present purposes it is simplest to assume that the 
consumer breaks ties between a firm and the outside option in favor of 
the firm.

The consumers’ choice rule captures in a stylized manner two famil-
iar psychological biases. First, the consumer behaves as if she believes 
that a small sample is representative of the underlying probability dis-
tribution. In particular, if the consumer hears a success story about one 
firm, she acts as if she believes that the firm will fix her problem with 
certainty. This type of exaggerated inference from small samples was 
studied by Tversky and Kahneman (1971) who gave it the ironic name 
“the law of small numbers.” Second, anecdotes are by nature rich with 
contextual detail, and this makes them more memorable and affective 
than dry statistical data. This “vividness” of anecdotes makes them more 
likely to sway impressionable decision-makers, against their better 
judgment.

The consumers’ choice model defines the payoff function in the firms’ 
simultaneous-move game. For instance, when the firms’ prices satisfy 
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pn  >  pn  −  1 > . . . > p1, firm 1’s market share is q (1 −  q). The reason is that the 
firm’s clientele consists of consumers who heard a success story about its 
own product and a bad anecdote about the outside option. Whether or 
not they heard a good anecdote about other products is irrelevant, 
because they are more expensive. The firm’s revenue is p1 · q (1 −  q). By 
the same logic, firm 2’s revenue is p2  ·  q (1 −  q)2. For any k  >  2, firm k ’s 
revenue is pk  ·  q (1 −  q) k. Since the firms are conventional revenue-
maximizing players who play a simultaneous-move game, using 
Nash equilibrium to describe a stable outcome of their strategic interac-
tion is also conventional.

Looking at the expression for firms’ market share, we can develop 
an alternative interpretation for consumer demand, which is entirely 
consistent with conventional rationality. While we assumed that firms 
sell an objectively homogeneous product (which happens to be worth-
less), suppose instead that they sell differentiated products, for which 
consumers have idiosyncratic tastes. For each consumer and each alter-
native, the consumer values the alternative at 1 with independent prob-
ability q and at 0 with probability 1 −  q. In other words, q is the probability 
that the consumer likes the alternative. From this point of view, q is a 
parameter that determines the distribution of consumer valuations. 
These valuations reflect intrinsic, subjective tastes, rather than random 
estimates of commonly valued, objective quality.

This picture of consumer demand is formally equivalent to our 
sampling-based procedure. Therefore, Nash equilibrium analysis of 
firms’ behavior will be the same as if they were facing rational consum-
ers with differentiated demand parameterized by q. In this sense, there 
is nothing really “new” in the market-for-quacks model. What is unusual 
is the interpretation of consumer demand and the normative conclu-
sions one draws from the market equilibrium analysis. Note that in 
many settings, the differentiated-taste reinterpretation will be patently 
absurd (can we imagine it being relevant when firms are money man
agers?) and therefore only useful as a purely formal analogy.

There is a unique Nash equilibrium in this game, which is therefore 
symmetric. Firms play a mixed strategy: a continuous probability dis-
tribution over the interval [(1 −  q)n − 1, 1]. The exact distribution does not 
matter. What does matter is two immediate conclusions we can draw 
from what we already know.

First, the market for quacks is active. Indeed, the industry profits it 
generates in equilibrium are equal to nq(1 −  q)n. Why is that? Mixed-
strategy Nash equilibrium requires that every price in the interval 
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[(1 −  q)n − 1, 1] is optimal for a firm against the mixed strategies played by 
its rivals. In particular, the price p  =  1 must be optimal. It is easy to cal-
culate the market share that this price generates. When a firm charges 
p  =  1, it is the most expensive alternative in the market. Therefore, only 
consumers who hear a good anecdote about this firm and a bad anecdote 
about each of the other n alternatives will pick the firm. This implies a 
market share—and therefore a revenue—of q (1 −  q) n. This is the payoff 
that an individual firm earns in equilibrium, and there are n such firms 
in the market.

When we examine the expression for equilibrium industry profits, 
we see they are increasing in the number of firms n as long as it is below 
some critical level (which can be awfully large if q is small). How can 
greater competition lead to higher industry profits? Well, in the market 
for quacks, supply creates its own demand. The larger the number of 
firms, the higher the chances that a consumer will hear a good anecdote 
about one of them and decide to enter the market on the strength of this 
anecdote. This “aggregate demand” effect is countered by the standard 
competitive effect (the larger the number of firms, the lower the expected 
price they charge), but for low n, the former effect dominates.

The second interesting observation is that when q is close to zero—
that is, when the consumers’ underlying problem is nearly hopeless—
equilibrium prices in this market for quacks will be very high, close to 
the “monopoly price” of 1. The reason is simple. When a firm gauges the 
competitive forces it faces, it cares about the number of good anecdotes 
in the consumer’s sample. When q is small, this number will be small: 
with high probability, the firm will be effectively a monopolist if the con-
sumer hears a good anecdote about it. Therefore, the firm faces very little 
effective competition, which drives its price upward. The differentiated-
taste reinterpretation of the model helps clarifying this effect: a small q 
corresponds to a market for highly differentiated products, such that a 
consumer who likes one product is unlikely to find a substitute.

The market equilibrium when q is close to zero reminded me of the 
phenomenon of guruism (in the derogatory sense). Many consumers opt 
out entirely because they fail to hear a good story about any market 
alternative. But each firm attracts a small coterie of fans, who see value 
in the firm and no value in any other alternative. The firm can exploit 
this fan base and charge high prices from them, which the fans are happy 
to pay because they see no substitute.

To summarize the lessons from this parable, when consumers’ value 
judgments are based on naïve extrapolation from anecdotes, equilibrium 
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in the market for quacks turns firms into charlatans who command 
undeserved fees. When the consumers’ problem is nearly hopeless, these 
charlatans become “gurus.” Industry profits do not represent value 
added: they are a pure wealth transfer from consumers to firms. More-
over, this welfare loss for consumers can increase with the number of 
firms. Quite a market. Are some real-life industries essentially “markets 
for quacks”?

Voters: Placebo Reforms (2013)

For our final story, let us turn from consumers evaluating market alter-
natives to voters evaluating policymakers. Although I use the term 
“voters,” there will be no explicit model of the electoral process. Rather, 
“voters” are in the background, exerting an accountability pressure on 
policymakers.

The model is dynamic. At every time period t  =  1, 2, 3, . . . ​, a distinct 
policymaker chooses an action that may affect the evolution of a vari-
able of public interest—say, GDP. Let’s use x( t) to denote the value of 
GDP at time t.

Two of the available actions are salient, and the public recognizes 
them as interventions. Let’s call them s and r. Taking such an action a 
at time t implies that at every subsequent period t′  >  t until some future 
policymaker chooses an intervention,

x( t ′ )  =  x( t ′ −  1)  +  ba  +  ua(t ′ ) −  ua(t ′ − 1)

We need to explain what ba and ua are. The term ba is a deterministic 
trend parameter associated with the action a. The term ua( t ′ ) represents 
the period-t′ realization of a random noise variable that takes two possi
ble values, −ka and +ka, with equal probability (independently across 
time periods). Prior to the first intervention, x evolves as if one of the 
actions s or r was taken at period 0. The subtraction of ua ( t  ′ − 1) means 
that the stochastic process exhibits mean reversion: shocks are transient 
and do not affect the future evolution of x.

Suppose the trend parameters are bs  =  ε and br  = 1, where ε  >  0 is arbi-
trarily small. The noise parameters satisfy 0  <  ks  <  1 and k r  >  3. This means 
that the intervention s is a relatively safe action that induces nearly zero 
growth and carries small fluctuations around this trend, whereas the 
intervention r is a risky action that induces a larger growth rate as well 
as wider noise fluctuations.
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But there is also a third, non-salient action, referred to as a default 
and denoted d. This action cannot affect the course of x: when a poli-
cymaker chooses d, x continues to evolve according to the most recent 
intervention. There is deliberate redundancy in this description: whether 
a policymaker chooses d or a salient action that happens to coincide 
with the most recent intervention, the evolution of x is the same. The 
only thing that can change the evolution of x is an intervention that 
differs from the latest one. An intervention that replicates the most recent 
one is pure theatre, a placebo reform.

What motivates individual policymakers? Assume all a policymaker 
cares about is the credit that voters give her for affecting a change in 
GDP. This assumption is based on the everyday observation that real-
life policymakers seem obsessed with claiming credit for good devel-
opments and dodging blame for bad ones. Of course, this motivation 
is largely the result of basic short-term goals such as winning elections. 
However, policymakers care about posterity even if they never plan to 
run for office again: It’s why they always come out right in those boring 
autobiographies they write in their retirement. At any rate, we’ll take 
this motivation as given, without trying to derive it from more basic 
assumptions.

And here comes the key piece in this model. Our voters attribute 
credit or blame according to a simple rule. If a policymaker chooses the 
default action d, she gets zero credit. If, however, she chooses an inter-
vention, her credit is the change in x from the moment she acts until 
the next time some policymaker chooses an intervention. (To close the 
model, we need to define what happens if no future policymaker ever 
intervenes. This need not bother us here.)

As with the consumers in the dieter’s dilemma and the market for 
quacks, the voters’ rule in this model captures an intuitive model of 
causal misattribution. I see it all around me. Daniel Kahneman’s famous 
flight instructor story is one example.5 Here’s another one. Esther Duflo 
and Abhijit Banerjee (2011, chap. 3) argue that false inferences of this 
kind are partly responsible for major distortions in the demand for 
medical interventions, such as the overuse of antibiotics:

Because most diseases that prompt visits to the doctor are self-limiting (i.e., 
they will disappear no matter what), there is a good chance that patients will 
feel better after a single shot of antibiotics. This naturally encourages spurious 
causal associations: Even if the antibiotics did nothing to cure the ailment, it is 
normal to attribute any improvement to them. By contrast, it is not natural to 
attribute causal force to inaction: If a person with the flu goes to the doctor, 
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and the doctor does nothing, and the patient then feels better, the patient will 
correctly infer that it was not the doctor who was responsible for the cure.

The voters in our story act like the patients in Duflo and Banerjee’s 
example. The question is how their attribution rule affects our policy-
makers’ behavior. The basic observation is that a policymaker has a 
stronger incentive to pick a salient action following a bad shock. The 
stochastic process exhibits mean reversion, as in the antibiotics example. 
Therefore, a negative shock artificially improves the credit that a policy-
maker gets if she intervenes when this shock hits. In contrast, a positive 
shock increases the policymaker’s incentive to pick the default action, 
because a salient action is more likely to generate negative credit.

The strategic interaction between policymakers exacerbates this incen-
tive. When a policymaker contemplates whether to intervene, she takes 
into account the selective subsequent interventions. Future policymak-
ers’ tendency to intervene after bad shocks pushes the expected credit 
that the present policymaker receives from an intervention downward. 
This strategic consideration gives a boost to the tendency to reserve 
interventions to bad shocks.

How does this play out? The policymakers are rational players in an 
infinite-horizon dynamic game, in which each player moves once. The 
conventional solution concept for such games is subgame perfect equilib-
rium: each policymaker’s action is optimal (given the history at which 
she acts) against the strategies of all subsequent policymakers.

And this is what subgame perfect equilibrium looks like. Policymak-
ers always intervene after a negative shock (whether it is −kr or −ks) and 
opt for the default action after a positive shock (whether it is kr or ks). 
Moreover, when they intervene, they choose the safe action s.

What this result means is that all the interventions voters witness 
along the equilibrium path, except possibly the first one, are pure theater. 
They are placebo reforms that do not change the evolution of x; their 
only role is to take advantage of voters’ intuitive attribution rule in 
pursuit of credit. On average, interventions take place every two periods. 
But neither of these interventions, except maybe the first one, has any 
real effect. At the same time, since these placebo reforms maintain the 
safe action, the long-run growth rate is nearly zero. This entails a signifi-
cant loss of societal welfare relative to the alternative of playing r, which 
is risky in the short run but brings much higher returns in the long run.

Let us see why this is an equilibrium. Consider a policymaker who 
moves at some time period t following a shock u( t  ). She takes it as given 
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that whatever she does, the next policymakers will act only after nega-
tive shocks. Since positive and negative shocks are equally likely, the 
next negative shock will arrive after two periods in expectation. There-
fore, if the policymaker chooses the safe intervention s, the expected 
credit she’ll get is 2ε  −  ks − u ( t  ). Likewise, if she takes the risky action r, 
her expected credit will be 2 −  kr  −  u( t  ). Since kr  −  ks  >  2, the policymaker 
will prefer s to r. And since ε is nearly zero, 2ε  −  ks  −  u (  t  )  >  0 only when 
the shock u(t  ) is negative. We have established that if the policymaker 
expects subsequent policymakers to intervene only after negative shocks, 
her optimal response is to do the same and adopt the safe action when 
that happens. This means that our guessed strategy is consistent with 
subgame perfect equilibrium. Showing no other equilibria exist is more 
intricate, and so I’ll skip this part.

The assumption that policymakers are replaced every period is 
critical for this argument. Consider an alternative model in which 
policymakers move every T periods, where T is very large. Then, an indi-
vidual policymaker faces much weaker competition for credit by sub-
sequent policymakers. The difference between the two interventions’ 
growth rates dwarfs the effect of adverse selection in future policymak-
ers’ timing of interventions. It is the long-run trend, not the short-term 
fluctuations, that dictates policymakers’ choices, and they will always 
intervene and choose the risky action. Voters will still witness placebo 
reforms on the equilibrium path, but the selective intervention and risk 
aversion will disappear. This comparison resonates with the common 
intuition that short government terms inhibit major reforms. In the 
model, the reason is that short-term fights for credit lead to adversely 
selective interventions, which in turn lead policymakers to prefer low-
risk, low-return measures.

In this last installment of the placebo trilogy, it is no longer consum-
ers in a particular market but the general public that pays the price of 
using intuitive but ultimately wrong methods of causal attribution.

What Does It Mean?

Perhaps the most basic tenet of modern economics is its theory of value. 
According to this theory, the value of products and services inheres in 
peoples’ willingness to pay for it—that is, in their preferences. These 
preferences are primitive and should be respected by the economic 
analyst: “de gustibus non est disputandum,” as Stigler and Becker (1977) 
argued.
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The placebo theme challenges this basic attitude. The economic value 
of objects or actions, as measured by how much people are willing to 
pay for them, can be a consequence of systematic attribution errors. If 
economic agents confuse correlation with causation, if they draw exag-
gerated inferences from anecdotal evidence, or if they fail to under-
stand mean reversion, they may end up assigning value to intrinsically 
worthless things. And the broader implications? Transactions that are 
normally recorded as part of GDP are mere transfers. Sectors that seem 
to have great added value are nothing but a machine for transferring 
wealth from one group of people to another. Careers and reputations 
of business executives and policymakers live or die by stakeholders’ 
poor methods for assigning credit and blame. The broad economic sig-
nificance of the three placebo parables is that we need to take seriously 
the role of attribution errors in the formation of subjective value.

Analyze This

More personally, what is it about the placebo theme that I find so irre-
sistible as a researcher? I can only speculate. 

Part of it has to do with aesthetic or pedagogic appeal: when studying 
the economic consequences of inference errors, it is convenient to consider 
a case with a very clear correct-beliefs benchmark. Actions with zero 
objective value offer such a neat benchmark. In this way, anything “inter
esting” will be due to the novel model of inference errors. There is a 
downside to this methodology. An “uninteresting” benchmark is extreme 
and usually unrealistic, which makes the exercise less plausible as a real-
istic description of the economic system in question. Once again, we have 
a clash between “pure” and “applied” attitudes, which has been a running 
theme in this book. The “pure theory” mentality will welcome the crisp 
benchmark, while the “applied theory” mentality will aim at a more real-
istic one, even at the cost of muddying the task of figuring out which 
effects are due to the novel behavioral element.

Part of it could be politics, an aspect of a “leftist” mentality that doubts 
the value system underlying our economic and political systems. I do 
seem to be obsessed with the broader idea that some economic agents 
receive unmerited rewards. My very first research paper, written when 
I was still a master’s student at Tel Aviv University, proposed that inter-
mediaries who contribute nothing to overall welfare can use exclusive-
dealership contracts to extract the entire surplus that other agents 
generate.6 This theoretical effect had nothing to do with inference errors, 
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yet it foreshadowed the “why do the wicked prosper” mindset of the 
placebo trilogy.

Or it might have to do with professional politics and with a childish 
rebellious streak that my wife insists (against my mild protest) that I 
possess. During my formative years, the economics profession had a 
“center-right” flavor, and so mocking it from the left was the appropri-
ately juvenile prank to pull. With the profession’s leftward shift in recent 
years, I can imagine the same childish impulse producing pieces that 
would attack it from the right—for example, making fun of some of 
my “applied micro” peers’ apparent belief that they can reconcile dis-
passionate scientific objectivity in their papers with vigorous activism 
on their Twitter account.

Looking inward more deeply, beyond the aesthetic and political 
layers, is it possible that the placebo theme springs from professional 
insecurity, a fear of being called out as an overpaid know-nothing? 
Under this interpretation, I am the charlatan who commands unde-
served fees. Or is it envy of former schoolmates who pursued careers 
as executives and financiers? Do I get a kick from showing that they 
earn their money peddling worthless propositions, if only in the fantasy 
world of my models? In other words, is my obsession with the placebo 
theme an expression of something I share with every male primate, espe-
cially in a time of soaring inequalities: status anxiety?

If this kind of inward probing seems overly self-indulgent, note that 
it can be directed outwardly just as well. There is a flipside to the final 
question of the previous paragraph. Those countless studies that go out 
of their way to show how the alpha males of our economy rightfully 
earn their money and status; could they, too, spring from status anxi
eties of a similar nature?

Whatever the answers to these questions may be, the placebo theme 
illustrates how economic theory can serve as an “artistic” medium that 
channels raw psychological and political motives. Does this diminish 
the value of economic theory? Or does it make it more interesting?
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In 1996, the science writer John Horgan published a book called The End 
of Science.1 The book offered a pessimistic assessment of various scien-
tific fields, which in his opinion were fast approaching the limits of their 
ability to make great discoveries. Horgan coined the term “ironic science” 
to describe the kind of work that tends to flourish in such circumstances: 
a speculative kind of scientific activity that is hard to confront with cred-
ible empirical facts. The term “irony” means different things in different 
contexts, but a common feature that is especially relevant in this one is 
a heightened awareness of the gap between reality and its representa
tion, coupled with a detached, bemused attitude to this gap.

Horgan was thinking of high-prestige scientific areas like elementary-
particle physics or neuroscience. Yet, the scenario he describes has 
always been a reality for economic theorists. An economic model is a 
representation of reality, but the many layers of simplification and 
abstraction that separate the two imply that their correspondence is 
extremely subtle. This distance creates a sense of irony, and therefore 
has a humoristic potential. When economists say that our models are 
caricatures of reality, we may be reminded that in popular discourse, 
the term has humorous connotations.

Pieces of economic theory thus contain latent irony. Some, like the 
market-for-quacks paper I described in chapter 9, wear their irony on 
their sleeve. Some, like the e-mail game we saw in chapter  2, take a 
realistic aspect of economic behavior to an absurd extreme that turns 
the latent irony into a genuinely funny joke. Others, like the jury model 
we encountered in chapter 3, go through the motions of the “applied-
theory style” and leave irony to the receptive reader. (Or was this actu-
ally masterful deadpan humor by the authors?)

As a child of the 1980s and 1990s, I grew up on a heavy irony diet. 
I savored the movies of David Lynch and the Coen brothers. (The opening 
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titles of Fargo announce that the film is based on true events, a deliber-
ate misdirection given that the story is entirely fictional. How much 
more ironic can you get?) Their work was widely admired, but a certain 
kind of critical acceptance eluded them for a long time because of a 
perceived deficit of seriousness. My greatest artistic hero, ever since I 
discovered him in my last year of high school, was the composer Igor 
Stravinsky—who, since the 1920s, wore the ironic stance as a badge of 
honor but for the rest of his life was detracted for offering (in the words 
of the musicologist Richard Taruskin) “trifles for snobs.”2

Turning from the lofty world of art to the lowly world of economics, 
in my years as a graduate student in Tel Aviv in the 1990s I was exposed 
to some of the world’s top theorists—especially during a marvelous 
series of long summer conferences known as Summer in Tel Aviv. The 
ironic style was everywhere, delivered with great sophistication and self-
confidence: from musings about the foundations of incomplete contracts 
to speculations about the evolution of preferences. My PhD supervisor 
was Ariel Rubinstein, a practitioner of ironic science by my definition—
“the economic model as a fable,” as he called it. His repeated claim that 
economic theory is “useless” is not so different from Stravinsky’s notori-
ous meme about music being “powerless to express anything.”3

The ironic style describes a big chunk of my own academic work. It 
is probably the professional communication mode I am most comfort-
able with. I cook up a model, enjoy the subtle ways in which it corre-
sponds to an economic reality, and keep this correspondence at arm’s 
length, leaving it to the reader to connect some of the dots. I tend to shy 
away from “taking the model seriously,” in the customary sense of offer-
ing policy prescriptions or staking refutable (and typically refuted) sci-
entific predictions.

The ironic style carries a certain risk. Its practitioners appear to be 
jesting, which of course they sometimes are. The bemusedly detached 
attitude may seem frivolous, unworthy of a handsomely paid social 
scientist. The seriousness of an ironic economic theorist is often in doubt. 
It’s a professional hazard, not entirely unrelated to the critical ambigui-
ties that surrounded the Coen brothers or Stravinsky. Even if I strongly 
believe that the ironic use of toy models is a profoundly serious mode 
of understanding economic phenomena, there is no easy way to impart 
this belief to skeptics who expect to see a more straightforwardly sci-
entific pitch.

What I find remarkable is that, by and large, the economics com-
munity has been willing to sustain the irony-suffused culture of eco-
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nomic theory in its midst, through all these years. I am grateful for it. 
True, there has always been a current of resentment against this style 
of doing economic research. But it has been largely accepted as an 
ingredient that adds spice to the broader culture of economics, beyond 
theorists’ supply of technical know-how for “real economists.” Dani 
Rodrik, not exactly a hard-core theorist, recognized in his excellent 
book Economics Rules that economic theory enriches economic thought 
by expanding its “library of models” (although I can’t rule out that 
Rodrik and I mean different things by “economic theory,” and I won’t 
be surprised if we don’t share the same appreciation of its irony 
content).4 Somehow, economic theory hasn’t lost as much of its appeal 
and prestige as one might have expected from the common suspicion 
of its inherent irony.

With the generational change and what looks like an anti-irony zeit-
geist, is this tolerance toward “bemusedly detached” economic theory 
going to persist? Or will theorists experience stronger pressure to adopt 
a less ambivalent stance toward the relation between their models and 
reality? In that scenario, some theorists will choose to insist on a tighter 
connection, and thus classify themselves as applied theorists who are 
expected to meet scientific criteria to validate the relevance of their work. 
Other theorists will be happy to define themselves as developers of tech-
niques that applied economists can use. Still others will prefer to stay 
out of “applied” territory and relegate themselves into the small and 
increasingly “irrelevant” niche of purely abstract theory.

I am using the future tense, but I believe that this process is already 
in motion. For one thing, the rhetoric that surrounds theory papers has 
become increasingly “applied.” As I remarked in chapter 3, one way to 
pass as an “applied” theorist is to pursue the technical development 
of established models that have already received the “applied” stamp of 
approval. This avenue doesn’t require too much rhetorical warfare. 
Otherwise, theorists who present new classes of models need to work 
harder than before at establishing the models’ relevance for their audi-
ence, which is increasingly intended to be the imaginary “general reader.” 
The harder the work, the weaker the irony: ironists aren’t supposed to 
sweat.

It’s not just the rhetoric; the anti-ironic turn seems to affect the sub-
stance of economic theory. The increasing appeal of the “market design” 
field lies in its practitioners’ ability to go through the regular motions 
of an economic-theory exercise while insisting on a straightforward, non-
ironic connection to an economic reality. The “economist as engineer,” 
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as Al Roth (2002) called it; irony is not meant to be an engineer’s thing. 
Market design methodology focuses on tightly regulated economic envi-
ronments whose actors are expected to follow rigid rules. As a result, 
the gap between model and reality appears small enough to curb the 
irony impulse. In an auction, bidders really do follow the rules that the 
game-theoretic model describes. In a school-choice algorithm, parents 
and schools actually follow the mathematical model’s script . . .

. . . ​Well, only if one narrows the scope of investigation and ignores 
the unscripted human activities that surround the scripted ones. I am 
thinking about parents exchanging opinions and forming preferences 
over schools. Or about how their preferences over schools are partly 
preferences over their child’s peers—or, even better, the parents of the 
child’s peers—and about the complex social forces that shape these pref-
erences. Or about how winners and losers of a spectrum auction engage 
in free, unscripted market competition. In fact, Philippe Jehiel and Benny 
Moldovanu studied this aspect of auctions,5 but then again, this work 
is probably not considered part of “market design.”

Another direction that seems to be a good fit for an anti-irony age 
would be the development of complex, analytically intractable models 
that are amenable to numerical analysis and computer simulations. 
“Econophysics” researchers have been advocating this style of research 
for many years, but they have been neglected by mainstream economic 
theory (myself included, in my role as journal editor). Of course, numeri-
cal investigation of analytically inscrutable models has been the bread 
and butter of macroeconomics for several decades. But macroeconomists 
work with the same kind of models that microeconomic theorists have 
developed, only extended to the point where transparent analytic char-
acterizations become impossible. What I have in mind is future micro-
economists who will imagine new types of work that the broader research 
community will welcome as part of economic theory, independently of 
macroeconomic applications.

An economic theory that is more conducive to computerized numer-
ical analysis, simulations, and visualization would enable practitioners 
to develop and showcase the kind of skills to which so much of today’s 
quantitative IQ seems to be pouring. It would also give practitioners a 
sense they are doing actual science—not unlike climatology or epidemi-
ology, both highly topical fields. It will therefore become a magnet for a 
new pool of talent. But it is hard to imagine a complex model with many 
moving parts delivered ironically. Whatever it is, a “fable” it is not. My 
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prediction is that, in twenty or thirty years, much of what goes under 
the title of “economic theory” will look like this: more computer-based 
modeling, fewer fable-like toy models.

The influence of computer science is likely to flow in multiple chan-
nels. In the past, economists were said to suffer from “physics envy.” 
These days, computer science has arguably supplanted physics as the 
high-prestige discipline that economists bow to. I may be susceptible 
to this trend myself: the directed-acyclic-graph formalism we encoun-
tered in chapter 9 was developed to a large degree by artificial-intelligence 
researchers like Judea Pearl. However, I (possibly echoing Pearl himself ) 
saw this particular influence as a continuation of Herbert Simon’s vision 
of artificial intelligence and human bounded rationality as two sides of 
the same coin.6 By comparison, the broader computer-science impact on 
economic theory that I expect to see in the near future is of the kind 
that will strengthen economists’ engineering orientation and solidify 
the applied math, operations-research strain of economic theory.

A related likely trend is a rise in the level of mathematical technique 
that the field will demand from its practitioners. This kind of crafts-
manship has always been part of economic theorists’ identity. However, 
it shouldn’t be a controversial observation that economic theory is less 
sophisticated mathematically than physics or computer science. This 
reminds me of the comparison between pop and classical music. Pop 
music can be sophisticated, but there is a limit of technical intricacy 
that it will not exceed—or, if it exceeds it, then it will cease to pass as 
pop music. Consequently, we tend to be less interested in external mani-
festations of pop musicians’ musical technique, compared with classical 
musicians. No one cares whether John Lennon had absolute pitch. To 
me, contemporary economic theory is like pop, rather than classical 
music. It can be subtle and deep, but an essential simplicity is a defin-
ing feature. This simplicity is a feature, not a bug. A future jump in the 
level of math that theorists are expected to display will signify a big 
change in the nature of economic theory.

Tastes change. A penchant for irony may reemerge. When it does, the 
curious culture of economic theory will still have much to offer. There are 
so many different angles from which it can gain insights into the social 
and economic world. Some angles will emphasize psychological factors, 
others sociological or anthropological factors. Some will emphasize 
individual decision-making, others collective behavior. Some will put 
emphasis on human agency, others on the growing role of algorithms in 
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economic systems. Whatever the angle, the medium of abstract yet 
simple mathematical modeling will be rich, absorbing, and, at its best, 
a springboard for new economic thought. And it will be able to offer 
its services to researchers who have the stomach for the ironic baggage 
that inevitably comes with it.

In Take the Ball, Pass the Ball, a wonderful documentary film about 
Pep Guardiola’s 2008–2012 Barcelona soccer team, Jordi Cruyff, son of 
legendary player Johan Cruyff, recounts how the two of them watched 
Guardiola’s debut game as the team’s manager. It was a La Liga match 
against an inferior team. Barcelona lost 0:1, and yet Cruyff senior told 
his son it was one of Barcelona’s best games he had seen in years. Both 
father and son knew he was exaggerating, but what he meant was some-
thing that other veterans of that legendary team say in the documen-
tary: that the enjoyment from Guardiola’s Barcelona was from the 
seemingly inconsequential midfield passes as much as from the goals 
and wins they led to. I think about the relation between economic theory 
and the broader economics discipline in a similar way. We all want to 
score a goal or two, but many of us are here for the tiki-taka.
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